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Precise modeling of neutrino-nucleus scattering is becoming increasingly important as accelerator-
based oscillation experiments seek definitive answers to open questions about neutrino properties. To
guide the needed model refinements, a growing number of experimental collaborations are pursuing
a wide-ranging program of neutrino interaction measurements at GeV energies. A key step in
most such analyses is cross-section extraction, in which measured event counts are corrected for
background contamination and imperfect detector performance to yield cross-section results that are
directly comparable to theoretical predictions. In this paper, I review the major approaches to cross-
section extraction in the literature using representative examples from the MINERvA, MicroBooNE,
and T2K experiments. I then present two mathematical techniques, blockwise unfolding and the
conditional covariance background constraint, which overcome some limitations of typical cross-
section extraction procedures.

I. INTRODUCTION

At the GeV energies relevant for accelerator-based neu-
trino oscillation experiments, there is increasing theoreti-
cal and experimental investment toward achieving a pre-
cise understanding of the physics of neutrino interactions
with atomic nuclei [1]. This effort is intended to max-
imize the discovery potential of large, next-generation
experiments like Hyper-Kamiokande [2] and DUNE [3],
which will need percent-level control of systematic uncer-
tainties to successfully execute their flagship analyses [4].

A rapidly growing literature of neutrino cross-section
measurements is serving as an indispensable resource for
benchmarking calculations and improving nuclear theory
and simulations to the needed level. Due to the broad
range of energies produced in accelerator neutrino beams
and the difficulty of accurately reconstructing the in-
cident neutrino energy on an event-by-event basis, the
majority of modern neutrino scattering measurements
are presented as flux-averaged differential cross sections.1
These may generally be written in the form〈

dnσ

dx

〉
≡ 1

Φ

∫
φ(Eν)

dnσ(Eν)

dx
dEν , (1)

where

Φ ≡
∫
φ(Eν) dEν (2)

is the integral of the beam flux φ(Eν) over neutrino en-
ergy Eν , and dnσ(Eν)/dx is the energy-dependent dif-
ferential cross section as a function of n kinematic vari-
able(s) x of interest.

The usual starting point for a neutrino cross-section
analysis involves defining the signal event topology and
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1 As noted in a recent review [5], the term flux-integrated is also

commonly used in the literature, typically with an equivalent
meaning.

the observable(s) x to be measured. Based upon these
choices, event selection criteria are developed to isolate
signal events from background. A binning scheme is also
specified in which selected events belonging to distinct
ranges of the observables are tallied separately from each
other. Due to limited detector resolution, some events
will inevitably be assigned to an incorrect bin. The im-
pact of these bin migrations is estimated using simulation
and typically quantified using two separate sets of bins.
The true bins are defined in terms of the actual values
of the observables, while the reconstructed bins collect
events whose measured values fall within an appropriate
range.

The final step of a neutrino scattering analysis is known
as cross-section extraction and involves correcting the ob-
served event counts in each reconstructed bin for remain-
ing background, detector efficiency, and bin migrations.
Scaling factors are then applied to the corrected event
counts to obtain cross sections that can be compared to
interaction model predictions.

While important and sometimes subtle differences ex-
ist in the cross-section extraction procedures used by dif-
ferent experimental collaborations, nearly all strategies
currently in use can be expressed in the form〈

dnσ

dx

〉
µ

=

∑
a Uµa (Da −Ba)

ΦT ∆xµ
. (3)

Here the symbol Da (Ba) represents the total number
of measured events (estimated number of background
events) in the a-th reconstructed bin.

The elements Uµa of the unfolding matrix are used
to apply efficiency and bin migration corrections to the
background-subtracted event counts. They may equiva-
lently be written as

Uµa =
Pµa

ϵµ
, (4)

where ϵµ is the detection efficiency for signal events be-
longing to the µ-th true bin, and Pµa is the conditional
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probability that a signal event measured within the a-th
reconstructed bin also belongs to the µ-th true bin. In
this paper, Greek subscripts (µ, λ) are used to represent
true bin indices, while Latin subscripts (a, b) represent
reconstructed bin indices.

The denominator from Eq. 3 contains the scaling fac-
tors needed to convert the unfolded signal event count
into a differential cross section. The symbol T denotes
the number of scattering targets illuminated by the neu-
trino beam and included in the active region of the detec-
tor used to measure the reconstructed event counts Da.
Expressing T as a number of target atoms or a number
of target nucleons are both common conventions in the
literature. The symbol ∆xµ represents the product of
the n bin widths for the µ-th true bin.

The resulting differential cross section on the left-hand
side of Eq. 3 is an average value in the µ-th true bin. If
this bin is defined so that it contains all signal events
with values of the observables x such that

x ∈ [xµ,xµ+1) , (5)

then the average cross section in this bin may be written
in terms of the definition given in Eq. 1 as〈

dnσ

dx

〉
µ

≡ 1

∆xµ

∫ xµ+1

xµ

〈
dnσ

dx

〉
dx . (6)

The n-dimensional limits xµ and xµ+1 define the region
of kinematic phase space spanned by the bin.

II. CURRENT APPROACHES

Significant variations exist between the approaches to
cross-section extraction employed in modern neutrino ex-
periments. While the basic concepts described in the
introduction are essentially universal, key differences ex-
ist between the methods used to estimate unfolding cor-
rections and to compute uncertainties on the extracted
measurement. To provide sufficient context for the math-
ematical techniques presented in later sections of this pa-
per, three representative cross-section extraction strate-
gies from the MINERvA, MicroBooNE, and T2K exper-
iments are described below.

A. MINERvA-style extraction

The MINERvA collaboration has published an exten-
sive library of flux-averaged neutrino cross sections [6–38]
following a consistent extraction procedure. Unfolding
corrections are evaluated using Richardson-Lucy decon-
volution [39, 40], an iterative algorithm popularized in
high-energy physics by D’Agostini [41]. A MINERvA-
specific fork of the RooUnfold [42] software package,
called UnfoldUtils [43], is coupled to the MINERvA Anal-
ysis Toolkit [44] to provide the numerical implementa-

tion.

1. D’Agostini unfolding

The starting point for the D’Agostini method is a set of
initial estimators ϕ̂0µ for the unfolded signal event counts
(i.e., the numerator in Eq. 3) in each of the µ true bins.
These are arbitrary but typically taken from the main
simulation prediction used to execute the analysis. Each
iteration i of the method obtains an updated estimator

ϕ̂i+1
µ =

∑
a

U i
µa da (7)

by applying the unfolding matrix from Eq. 4 to the
background-subtracted measured event counts

da ≡ Da −Ba (8)

in each of the a reconstructed bins. While the detection
efficiency ϵµ is held constant over iterations, the condi-
tional probability is updated each time via the formula

P i
µa =

Maµ ϕ̂
i
µ∑

λMaλ ϕ̂iλ
. (9)

Here the elements of the migration matrix Maµ represent
the probability that a measured signal event belonging
to the µ-th true bin will be assigned to the a-th recon-
structed bin. They are typically estimated from simula-
tion via

Maµ =
ϕaµ∑
b ϕbµ

(10)

where ϕaµ is the number of simulated signal events be-
longing simultaneously to the µ-th true bin and the a-th
reconstructed bin.

The total number of iterations f is typically chosen
based on the unfolding performance in mock-data stud-
ies. The estimator ϕ̂fµ obtained in the last iteration is
used to obtain the final cross-section result.

2. Multiple-universe extraction

Systematic uncertainties on the measurement are rep-
resented as covariance matrices that are calculated using
a set of Nuniv alternative simulations, or universes. In
each universe u, the quantities Uµa, Ba, Φ, and T are cal-
culated based upon the alternative simulation, and the
cross section is re-extracted according to Eq. 3. The co-
variance on the resulting differential cross section is then
computed as the maximum likelihood estimate assuming
that the universes are drawn from a multivariate Gaus-
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sian distribution:

Cov(sµ, sλ) =
1

Nuniv

Nuniv∑
u=1

(suµ − s̄µ)(s
u
λ − s̄λ) . (11)

Here I have defined the abbreviation

sµ ≡
〈
dnσ

dx

〉
µ

. (12)

The symbol suµ denotes the value of the extracted dif-
ferential cross section sµ evaluated in the u-th universe.
For a single alternative universe (Nuniv = 1), the symbol
s̄µ represents the value of sµ obtained using the nomi-
nal MINERvA simulation. For multiple systematic vari-
ations, s̄µ denotes the arithmetic mean of sµ evaluated
in all of the universes.

Detailed documentation for the treatment of data sta-
tistical uncertainties in the MINERvA procedure does
not appear to be available in their publications. How-
ever, a bootstrapping method involving re-extraction of
the cross sections sµ in universes for which the mea-
sured event counts Da fluctuate according to Poisson
statistics has been used in a MINERvA-style analysis
by NOvA [45]. Analytic propagation of the statistical
covariance matrix through unfolding, as described for
MicroBooNE in Sec. II B 2, would also be a reasonable
approach.

3. Real-flux measurement

As discussed at length in Ref. [46], the extraction pro-
cedure adopted by MINERvA leads to a differential cross
section result that is averaged over the real neutrino flux
received by the detector. This flux differs from the refer-
ence flux obtained from simulation and used to compute
theoretical predictions of the cross sections in a way that
is not exactly known. Rigorously quantifying goodness-
of-fit (e.g., via a chi-squared metric) between a cross-
section calculation and the data extracted according to
the MINERvA treatment therefore requires uncertainties
on the flux shape as a function of neutrino energy to be
evaluated on the model prediction.

4. Use by other experiments

MINERvA-like strategies for cross-section extrac-
tion are dominant in the accelerator neutrino inter-
action literature, with similar approaches being used
in measurements by NOvA [45, 47, 48], T2K [49–57],
MiniBooNE [58–64] and MicroBooNE [65]. Several
cross-section analyses from ArgoNeuT and one from
MicroBooNE evaluate uncertainties in the MINERvA
style by re-extracting the cross section in multiple sys-
tematic universes, but bin migration corrections are ei-
ther entirely neglected [66, 67] or are evaluated in a more

approximate way using effective values of the detection
efficiency [68–71].

B. MicroBooNE-style extraction

In an effort to mitigate concerns about model
dependence in the extraction procedure, two early
MicroBooNE cross-section measurements were reported
using a forward-folding approach [72, 73]. Under this
strategy, bin migration adjustments are applied to theo-
retical predictions rather than the extracted data when
performing quantitative comparisons. Limitations of the
MicroBooNE forward-folding formalism were examined
in subsequent community discussions [74] that discour-
aged further use. Although tools exist that would enable
a more sophisticated variation of forward-folding [75],
the MicroBooNE collaboration has opted to release un-
folded results in all recent publications presenting dif-
ferential cross sections. Most of these [76–81] employ
a relatively new unfolding technique called the Wiener-
SVD method [82], which was originally implemented in
a dedicated code [83] based on ROOT [84, 85].

1. Wiener-SVD unfolding

The Wiener-SVD technique is built on the observation
that unfolding the signal event counts may be interpreted
as a likelihood optimization problem. A straightforward
approach uses direct inversion of the detector response
matrix

∆aµ ≡ ϵµMaµ (13)

to obtain the unfolding matrix:

Udirect = (∆T∆)−1 ∆T . (14)

Here the left inverse is written rather than the ordinary
inverse (∆−1) to cover cases in which ∆ is not a square
matrix. While Udirect corresponds to the maximum likeli-
hood solution to the unfolding problem, its use has known
pathologies, including large uncertainties. To improve
upon the direct inversion strategy, standard unfolding
techniques rely upon regularization: new constraints are
introduced into the likelihood function based on prior
information about the expected solution. These are in-
tended to reduce the variance on the unfolded result at
the cost of some (hopefully small) bias.

The Wiener-SVD authors note that the impact of reg-
ularization can be written for a general unfolding matrix
U in terms of the direct inversion one via

U = AC · Udirect . (15)

Thus, an unfolding method that can be represented as
a matrix transformation of the background-subtracted
data, as in Eq. 3, may be expressed as a recipe for
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construction of the regularization matrix or additional
smearing matrix AC . A full derivation of AC for the
Wiener-SVD method, which is based on an analogy with
the Wiener filter used in signal processing, is provided
in the original publication [82]. The details of the cal-
culation are unimportant for the present discussion, but
Appendix A provides a brief summary.

2. Analytic uncertainty propagation

One of the required inputs for the Wiener-SVD unfold-
ing method is a covariance matrix Cov(Da, Db) that in-
cludes all statistical and systematic uncertainties on the
measured total event counts Da in the reconstructed bins
a. The need for this covariance matrix motivates an un-
certainty treatment for MicroBooNE that is distinct from
MINERvA’s. The differences in the uncertainty quantifi-
cation strategy are ultimately more consequential than
those in the specifics of the unfolding itself.

Under the MicroBooNE approach, data statistical co-
variances are evaluated in the usual way for Poisson
statistics. Systematic covariances are estimated using the
corresponding covariances on the expected event counts
na obtained from simulation:

Cov(Da, Db) ≈ Cov(na, nb) . (16)

These in turn are computed using a multiple-universe
approach similar to the one in Eq. 11 from MINERvA:

Cov(na, nb) =
1

Nuniv

Nuniv∑
u=1

(
nua − nCV

a

)(
nub − nCV

b

)
. (17)

In this case, however, the quantity of interest is the simu-
lation prediction for the number of events na in the a-th
reconstructed bin, and the central-value prediction from
MicroBooNE’s nominal simulation nCV

a is used in the ex-
pression rather than the mean value from the alternate
universes.

A special treatment is employed for uncertainties aris-
ing from MicroBooNE’s neutrino interaction model [86].
While the expected event counts na are are varied di-
rectly in most of the systematic universes, those related
to the interaction model use the expression

na = Ba +
∑
µ

∆aµ ϕ
CV
µ (18)

in which the detector response matrix ∆aµ is applied to
the central-value prediction of signal event counts in each
of the µ true bins. Because uncertainties related to inter-
action modeling of signal events will affect cross-section
extraction only through their influence on unfolding, the
background Ba and the response matrix elements ∆aµ

are varied in each relevant universe while the signal pre-
diction ϕCV

µ is held constant. When the central-value
response matrix is used, the second term in Eq. 18 is just

the nominal prediction for the number of signal events in
the a-th reconstructed bin.

Since background subtraction involves shifting the con-
tent of each reconstructed bin by a constant, the covari-
ance on the background-subtracted event counts da from
Eq. 8 is the same as the covariance before subtraction:

Cov(da, db) = Cov(Da, Db) . (19)

Final uncertainties on the differential cross section
measurement are obtained by analytically propagating
the covariance matrices through the extraction proce-
dure, which is applied only once. Using the abbreviated
notation from Eq. 12, the covariance matrix describing
the measurement may be written as

Cov(sµ, sλ) =
Cov(ϕ̂µ, ϕ̂λ)

Φ2 T 2 ∆xµ ∆xλ
. (20)

Here the covariance on the unfolded signal event counts

ϕ̂µ =
∑
a

Uµa da (21)

is computed via

Cov(ϕ̂µ, ϕ̂λ) =
∑
a,b

Eµa Cov(da, db)E
T
bλ . (22)

In general, the elements of the error propagation matrix
E are the partial derivatives

Eµa ≡ ∂ϕ̂µ
∂da

. (23)

For Wiener-SVD and similar methods where the unfold-
ing matrix does not depend on the data, this becomes
simply

Eµa = Uµa . (24)

3. Uncertainty propagation for D’Agostini

One recent MicroBooNE cross-section analysis [87]
used D’Agostini unfolding together with analytic prop-
agation of uncertainties according to the prescription
above. In this case, the unfolding matrix depends on
the measured event counts when multiple iterations i are
used, and the expression for the error propagation matrix
becomes [88, 89]

Ei+1
µa =

∂ϕ̂i+1
µ

∂da
= U i

µa+
ϕ̂i+1
µ

ϕ̂iµ
Ei
µa−

∑
λ,b

ϵλ
db

ϕ̂iλ
U i
µb U

i
λb E

i
λa .

(25)
with E0

µa = 0. The covariance matrix describing the
uncertainty on the unfolded event counts obtained from
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the final iteration f is given by

Cov(ϕ̂fµ, ϕ̂
f
λ) =

∑
a,b

Ef
µa Cov(da, db)E

f
λb . (26)

4. Reference-flux measurement

In contrast to MINERvA-style cross-section extrac-
tion, the MicroBooNE approach produces a measurement
in the reference flux estimated from the nominal simula-
tion. This is a consequence of the choice to directly vary
the expected event counts na in the flux systematic uni-
verses rather than using the prescription from Eq. 18 in
which signal events are only adjusted through variations
in the detector response matrix ∆aµ. A key assumption
in this choice is that the neutrino energy dependence of
the total cross section σ(Eν) from the nominal simula-
tion is sufficiently realistic to be used to propagate beam
flux uncertainties into the expected event counts na.

This also leads to a subtle change in the interpreta-
tion of the measured event counts Da. These are ob-
served numbers of events measured in the real flux, and
they are interpreted as such under a MINERvA-like ap-
proach. However, the MicroBooNE uncertainty prescrip-
tion treats them as estimators of the event counts that
would have been measured in the reference flux. Since
the reference flux used is the best available estimate of
the real flux, no correction is needed to the values of the
Da in the analysis.

Because the full effect of the flux and target-counting
systematic variations is already included in the pre-
unfolding covariance matrix, the denominator in Eq. 20
uses the central-value estimates of Φ and T without as-
signing any additional uncertainty.

5. Use of the regularization matrix

To account for the bias introduced by unfolding meth-
ods that use regularization, occasionally an ad hoc sys-
tematic uncertainty is added to an analysis. For example,
because the D’Agostini method approaches direct inver-
sion in the limit of many iterations, an implicit regular-
ization is applied by the choice of the total iteration count
f . Some neutrino cross-section analyses have therefore
taken the spread between the results obtained with dif-
ferent numbers of iterations as an additional uncertainty
on the unfolding procedure itself [60, 64, 65].

Although well-intended, application of this extra un-
certainty decreases the statistical power of the measure-
ment unnecessarily. The authors of Ref. [82] recommend
instead that the regularization matrix AC be reported
together with the unfolded cross-section results. If one
multiplies a theoretical prediction in the true bins by AC

before a goodness-of-fit metric is calculated, then the reg-
ularization is applied to the prediction and the data in a

consistent way, avoiding the need for any additional un-
certainty. The degree to which AC differs from the iden-
tity matrix also provides a convenient way of quantifying
the level of bias introduced by the chosen regularization.

All MicroBooNE cross-section publications to date
that have used Wiener-SVD unfolding have followed this
approach [76–81]. However, the calculation of AC is sim-
ple for any unfolding method expressible as a linear trans-
formation of the data. For an arbitrary unfolding matrix
U , it follows immediately from the definitions in Eqs. 14
and 15 that

AC = U ·∆ . (27)

For MINERvA-like uncertainty treatments in which the
unfolding matrix is recalculated in each systematic uni-
verse, the central-value version should be used to obtain
AC for use in a data release.

C. T2K-style extraction

Like MicroBooNE, the T2K collaboration has devel-
oped a unique cross-section extraction procedure that
has become the preferred method in their recent anal-
yses [90–97]. In two early publications [52, 55], the new
T2K technique was used to report some results while oth-
ers were obtained using a MINERvA-style approach.

The core of the T2K strategy is a binned likelihood fit
to the data involving a large number of parameters. This
fit is used for unfolding, background removal, and at least
the first stage of uncertainty quantification. The Minuit2
code [98], a C++ translation of the Fortran software pack-
age MINUIT [99], provides the algorithms used for nu-
merical optimization. An initial implementation of the
T2K fitting framework is publicly available in the form
of the xsLLhFitter [100] code. However, further software
development effort appears to be focused instead on a
forked version called GUNDAM [101].

1. Binned likelihood fit

For the T2K fitting framework, the task of interest is
minimization of minus two times the logarithm of the
likelihood function:

−2 log(L) = −2 log(Lstat)− 2 log(Lsyst)− 2 log(Lreg) .
(28)

This quantity is identical to the chi-squared statistic
(χ2) when all parameters of interest follow a multivariate
Gaussian distribution. This is true for the Lsyst term but
not the others.

a. Statistical term The statistical contribution to
the log-likelihood may be written as

−2 log(Lstat) = 2
∑
a

Pa , (29)
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where the sum runs over all reconstructed bins a. In the
earliest versions of the T2K fitter, Pa took the simple
form [55]

Pa = na −Da +Da log

(
Da

na

)
(30)

where Da (na) is the measured (predicted) number of
events in the a-th reconstructed bin. This expression is
the negative log-likelihood for a Poisson distribution after
applying Stirling’s approximation [102]

log(Da!) ≈ Da log(Da)−Da . (31)

More recent updates to the T2K fitter described in
Refs. [91, 92] have added corrections to the Poissonian
likelihood for finite Monte Carlo (MC) statistics in
the calculation of the na using the Barlow-Beeston ap-
proach [103, 104]. This yields a new expression

Pa = βana −Da +Da log

(
Da

βana

)
+
β2
a − 1

2σ2
a

(32)

where σ2
a is the relative MC statistical variance of na and

βa =
1

2

[
1− naσ

2
a +

√
(naσ2

a − 1)2 + 4Daσ2
a

]
. (33)

In the limit of infinite simulated events, the expression
in Eq. 30 is recovered via σ2

a → 0.
b. Systematic term The systematic contribution in

Eq. 28 takes the form

−2 log(Lsyst) = (p− pCV)T · V −1
syst · (p− pCV) (34)

and acts as a Gaussian penalty term that prevents the
systematic parameters p varied in the fit from deviat-
ing implausibly far from their fixed central values pCV.
The covariance matrix Vsyst describes the prior uncertain-
ties on the systematic parameters, including their corre-
lations.

The predicted events na in each reconstructed bin are
calculated as a function of the systematic parameters via

na =
∑
µ

[
cµ ϕµa(p) +Bµa(p)

]
(35)

where ϕµa (Bµa) is the simulated number of signal (back-
ground) events that fall simultaneously into the µ-th true
bin and the a-th reconstructed bin. An additional param-
eter cµ is included in the fit for each true bin µ. Since
the cµ are unconstrained by the systematic log-likelihood
in Eq. 34, the signal prediction is allowed to float in the
fit to match the data.

Due to the large computational cost of running the
simulation repeatedly, the dependence of the signal (ϕµa)
and background (Bµa) predictions on the systematic pa-
rameters p is evaluated via reweighting. Under this ap-
proach, a large set of MC events is first generated using

the nominal simulation. To obtain a prediction for an
alternative simulation (p ̸= pCV), a statistical weight is
assigned to each event based on its relative likelihood of
occurring in the systematic universe of interest.

c. Regularization term Minimization of the log-
likelihood formed by the first two terms from Eq. 28 is
similar to directly inverting the detector response matrix
(see Sec. II B 1) and gives an equivalent result under cer-
tain conditions [52, Sec. IV D1]. While the best-fit values
of the parameters cµ and p are obtained with minimal
bias, the procedure suffers from the same difficulties as
direct inversion. In particular, the fit tends to be highly
sensitive to small statistical fluctuations in the measured
event counts Da and to yield a corresponding estimator
of the observed signal event counts with strong negative
correlations between neighboring bins.

Similarly to the D’Agostini and Wiener-SVD unfold-
ing strategies, which address these concerns by modify-
ing direct matrix inversion using prior information about
the expected result, regularization can also be applied in
the T2K fitting technique. In this case, the prior infor-
mation is represented by an optional third term in the
log-likelihood function. The form of this third term is
ultimately arbitrary and may be defined in an analysis-
specific way. However, a choice used in multiple T2K
publications [52, 93, 96] is a version of Tikhonov-Phillips
regularization [105, 106] in which a smoothness condition
is imposed on the signal scaling parameters cµ via

−2 log(Lreg) = τreg
∑
µ

(cµ+1 − cµ)
2 . (36)

Here the sum runs over pairs of neighboring true bins µ
and µ+ 1 representing the same observable. The quan-
tity in parentheses is proportional to the first derivative
of the cµ under a forward difference approximation.

The regularization strength τreg is a constant that con-
trols the relative importance of this term in the likelihood
fit. In the T2K analyses adopting regularization of this
kind, the value of τreg was chosen using using an L-curve
technique [107]. This approach seeks an optimal regu-
larization strength by repeating the fit many times for
different τreg values. Each fit result contributes a point
to a parametric curve in which the x and y coordinates
are given by

X = −2 log(Lstat)− 2 log(Lsyst) , (37)

and

Y =
−2 log(Lreg)

τreg
. (38)

Both coordinates are evaluated after minimizing the full
log-likelihood −2 log(L) at fixed τreg. Because X tends
to increase and Y tends to decrease as the regularization
strength grows, the parametric curve (X ,Y) is expected
to have a characteristic L shape. Choosing the τreg value
corresponding to the point of maximum curvature (i.e.,
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the kink in the L) thus represents an optimal balance
between compatibility with the regularization criterion
(minimal Y) and compatibility with the measured data
(minimal X ).

d. Fit results To minimize the log-likelihood func-
tion defined in Eq. 28, the T2K fitter uses the MIGRAD
algorithm [90, 99] as implemented in Minuit2. The un-
folded signal event counts ϕ̂µ in each true bin µ are then
calculated after minimization via

ϕ̂µ =
1

ϵµ

∑
a

cPF
µ ϕµa(p

PF) , (39)

where the sum includes all relevant reconstructed bins a.

This leads to the measured differential cross section

sµ =
ϕ̂µ

ΦT ∆xµ
. (40)

where the abbreviation defined in Eq. 12 is used once
again. The superscript PF that appears in Eq. 39 de-
notes the post-fit values of the parameters. The efficiency
ϵµ, integrated flux Φ, and number of scattering targets
T are also evaluated using the post-fit parameters. For
example, the efficiency can be estimated from the T2K
simulation as

ϵµ =

∑
a ϕµa(p

PF)

ϕµ(pPF)
(41)

where ϕµ is the total number of simulated signal events
in the µ-th true bin.

2. Fit parameter covariances

In addition to providing a means of extracting the
measured differential cross sections sµ, the log-likelihood
function from Eq. 28 encodes detailed information about
the relationships between all parameters included in the
fit. Using the HESSE algorithm [90, 99] from Minuit2,
an approximate covariance matrix describing uncertain-
ties on the fit parameters may be obtained by calculating
the elements of the Hessian matrix

Hчъ = − ∂2 log(L)
∂Kч ∂Kъ

∣∣∣∣
K=KPF

(42)

and then inverting it:

Cov(Kч,Kъ) ≈ (H−1)чъ . (43)

Here the signal scaling factors cµ and the systematic pa-
rameters included in p all appear as individual elements

Kч of a combined vector of fit parameters

K =


c0
c1
...
p

 . (44)

Cyrillic subscripts (ч, ъ) are used as parameter indices
to avoid confusion with those used to identify the true
and reconstructed bins. The post-fit values KPF define
the point in parameter space where the Hessian matrix
elements Hчъ are evaluated. The approximate equality
in Eq. 43 becomes exact when all of the Kч follow a
multivariate Gaussian distribution [108] and when the
second partial derivatives in Eq. 42 are exactly calculable.

3. Uncertainty propagation

Two distinct strategies have been used in T2K analy-
ses for assigning an uncertainty to the differential cross
sections sµ measured using a binned likelihood fit.

In Ref. [93, Sec. IV E1], a MINERvA-like multiple-
universe extraction approach (see Sec. II A 2 herein) is
adopted. In this case, a single set of universes is gen-
erated by varying all systematic parameters simultane-
ously, and the fitting procedure is repeated in each uni-
verse u to yield a new measurement suµ. The arithmetic
mean of the results s̄µ is taken to be the final measured
cross section, and the covariance matrix describing its
uncertainty is calculated according to Eq. 11. Statistical
uncertainties are included in the multiple-universe treat-
ment by fluctuating the contents of the reconstructed
bins according to a Poisson distribution.

In Refs. [91, 92], repetition of the likelihood fit is
avoided by use of the parameter covariance matrix men-
tioned above. Each of the Nuniv universes is now gen-
erated by sampling a set of parameter values Ku from
the multivariate Gaussian distribution with mean KPF

and covariance matrix Cov(Kч,Kъ). The final measured
cross section is taken to be the value calculated with the
post-fit parameters sPF

µ ≡ sµ(K
PF), and the elements of

the corresponding covariance matrix are obtained via

Cov(sµ, sλ) =
1

Nuniv

Nuniv∑
u=1

(
suµ − sPF

µ

)(
suλ − sPF

λ

)
, (45)

where suµ = sµ(K
u) is the differential cross section evalu-

ated in the u-th universe. Note that the values of ϵµ, Φ,
and T are updated in each universe to be consistent with
the other parts of the calculation in Eqs. 39 and 40.

4. Flux treatment

The standard T2K method for cross-section extrac-
tion produces a real-flux result with the same require-
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ments for properly treating the flux shape uncertainty as
MINERvA’s measurements (see Sec. II A 3). However,
one recent T2K analysis [90] reported a reference-flux
cross section instead by applying an extrapolation dis-
cussed in Ref. [46], which I summarize here.

Without loss of generality, arrange the elements of the
vector of systematic parameters p so that

p =

(
ψψψ

θθθ

)
, (46)

where the vector ψψψ contains the subset of parameters
that affect the neutrino flux model, while θθθ contains those
that do not. To extract a cross-section measurement in
a specific reference flux, the binned likelihood fit and, if
needed, the parameter covariance calculation from Eq. 43
are carried out unaltered. However, when evaluating the
differential cross section in a systematic universe (suµ) or
at the post-fit point (sPF

µ ), the values of the flux param-
eters ψψψ that would normally be used are ignored and
replaced with constants corresponding to the reference
flux: ψψψ → ψψψref . This replacement applies to all com-
ponent parts of the cross-section calculation, including
ϵµ and Φ. Thus, as is the case for the MicroBooNE ex-
traction procedure (see Sec. II B 4), the measurement be-
comes an estimator for the cross section that would have
been observed in the reference flux.

III. BLOCKWISE UNFOLDING

In recent years, there has been growing recognition
of the importance of correlated uncertainties in the in-
terpretation of neutrino cross-section data, particularly
for quantitative comparisons and model parameter tun-
ing. While early cross-section results from MiniBooNE
established many analysis techniques that remain influ-
ential for modern experiments, a notable but not univer-
sal [58, 59, 61] omission in some of the collaboration’s
data releases [109] is the lack of a full covariance matrix
describing bin-to-bin correlations in the measurement un-
certainties [60, 62–64]. Such correlations arise from both
systematic and statistical effects, the latter as a result
of unfolding even when the reconstructed bins are dis-
joint. Difficulties created by the missing MiniBooNE cor-
relations in assessing agreement of predictions with the
data [74, 110] and in fitting model parameters [111, 112]
led to widespread consensus on the need for this in-
formation and multiple calls for its inclusion in future
results [4, 113]. Problems with missing correlations of
this kind are not limited to neutrino data sets; efforts
to constrain uncertainties on intranuclear cascade mod-
els using hadron-nucleus data have also had to confront
them [114].

Happily, data reporting strategies in the field were
quick to adapt in light of these limitations, and presenting
a flux-averaged differential cross section together with a
corresponding uncertainty covariance matrix is now stan-

dard practice. Although the value of this step forward
should not be understated, a primary goal of the present
work is to recommend and enable the inclusion of still
more detailed information about measurement correla-
tions in cross-section data releases by neutrino experi-
ments.

A. Missing correlations

Specifically, there are two types of covariances that
are usually not reported but nevertheless highly valu-
able for data interpretation. The first type arises for
measurements in which multiple kinematic distributions
are presented, typically using a consistent signal def-
inition, event selection, and data set in the analysis.
A recent example is Refs. [78, 79] from MicroBooNE,
in which various one- and two-dimensional differential
cross sections are measured using a single set of 9051
quasielastic-like event candidates. Each differential cross
section reported therein thus represents a particular pro-
jection of a higher-dimensional joint distribution describ-
ing the relationship between all relevant kinematic vari-
ables. In the absence of a measurement of the full joint
distribution, the most stringent test of an interaction
model is obtained by requiring it to describe all of the
low-dimensional projections simultaneously. However,
inter-projection covariances, i.e., those correlating a bin
from one measured differential cross section with a bin
from another, are rarely provided in the literature. This
presents a major problem when attempting to quantify
overall goodness-of-fit between a model prediction and a
multi-projection data set; strong inter-distribution cor-
relations are expected from both systematic uncertain-
ties (e.g., beam flux modeling) and statistical fluctuations
(shared events).

A second type of covariance that is typically unavail-
able is evaluated between cross-section results obtained
by distinct analyses from the same experiment. Many of
the motivations and challenges for reporting this infor-
mation are shared with the first type, but there are addi-
tional practical concerns, such as a possibly long time de-
lay between execution of the two measurements. Careful
planning to ensure that inter-analysis covariances can be
evaluated, however, would do much to overcome difficul-
ties encountered by multiple groups examining neutrino
scattering data over the past decade. In Refs. [111] and
[115], for example, presumably strong correlations be-
tween neutrino and antineutrino cross sections measured
separately by the same experiment had to be neglected
due to the lack of a suitable data release.2

Missing covariances of both types posed a challenge
for a model fitting study [116] in which the MINERvA

2 Note, however, that the T2K data studied in Ref. [115] included
such correlations while the MINERvA data did not.
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collaboration tuned parameters in the GENIE event gen-
erator [117, 118] to four of their published pion pro-
duction cross-section measurements [25, 28, 36]. Inter-
distribution correlations (first type) were handled with
an ad hoc approach to calculating the χ2 statistic, while
inter-analysis correlations (second type) were neglected
entirely. The authors are forthright in the paper about
the limitations of these approximations, which were
adopted despite unfettered access to MINERvA’s data
and analysis tools. This suggests that, even when an ex-
periment has dedicated substantial effort to data preser-
vation [119], retroactively obtaining correlations between
existing analyses may be prohibitively difficult in many
cases.

B. Precedents

Since retrofitting existing results with more detailed
uncertainty quantification may not be feasible, one may
instead design future neutrino cross-section analyses in
a way that facilitates reporting complete covariances of
both types. In the remainder of this section, I describe
a mathematical procedure intended to accomplish this
goal.

Some elements of this procedure appear to have al-
ready been applied in recent T2K analyses that made si-
multaneous measurements of neutrino and antineutrino
cross sections [95] and neutrino cross sections on both
carbon and oxygen targets [93]. However, in that con-
text, the primary motivation was robust separation of
signal and background, and the presentation is entirely
specific to a T2K-style cross-section extraction. Several
MINERvA publications have also reported simultaneous
measurements of neutrino cross sections on multiple tar-
gets [8, 11, 26]. Although these publications report un-
certainty covariance matrices only for each individual dis-
tribution and its ratio to the corresponding distribution
for hydrocarbon, a proper handling of the uncertainties
for the latter suggests that a full set of covariances be-
tween hydrocarbon and the other targets must have been
obtained at some stage of the analysis. Since the uncer-
tainty treatment is not described in detail, however, it is
difficult to generalize to other applications.

With the aim of encouraging experimental collabora-
tions to further strengthen their neutrino cross-section
data releases, I build upon these precedents to develop
a general recipe called blockwise unfolding for evaluat-
ing covariances between distinct flux-averaged differential
cross section measurements. I also discuss this method’s
possible application to evaluating covariances between re-
sults obtained by separate analyses from the same exper-
iment. This includes identifying the specific information
that must be preserved to avoid time-consuming repeti-
tion of an earlier analysis for this purpose.

The blockwise unfolding technique is compatible with
at least some versions of all three cross-section extraction
strategies reviewed in Sec. II. Since incorporating block-

wise unfolding within a MicroBooNE-style measurement
is the case that requires the most detailed explanation, I
assume it for an initial presentation below. Adjustments
appropriate for MINERvA- and T2K-style cross-section
extraction are then considered as an expansion of the
prior material.

C. MicroBooNE-style measurements

As discussed in Sec. II B, MicroBooNE’s cross-section
extraction method involves evaluating a complete set
of uncertainties on the number of events measured in
each reconstructed bin. A final result is obtained by
applying consistent linear transformations to both the
background-subtracted data and the total covariance ma-
trix describing the reconstructed event counts. To gen-
eralize the procedure to allow reporting the covariances
between bins in distinct kinematic distributions, two sig-
nificant problems must be solved. First, the covariance
matrix describing the statistical uncertainty on the mea-
sured event counts must be constructed in a way that
respects the correlations that arise due to events that are
shared between distributions. Second, the linear trans-
formation applied to the data, which amounts to un-
folding and division by a few constant scaling factors,
must be performed in a way that preserves the inter-
distribution covariances evaluated between reconstructed
bins.

1. Statistical correlations

In the traditional case where neutrino cross sections
are reported individually for each kinematic distribution,
calculation of the statistical covariance matrix is sim-
ple. Each measured event belongs to exactly one recon-
structed bin, and hence the individual bin contents before
unfolding follow independent Poisson distributions. The
statistical covariance matrix is diagonal, and the number
of observed counts Da in the a-th reconstructed bin is an
estimator of its variance.

When multiple distributions are extracted simultane-
ously from the same data set, events can be shared be-
tween bins, and the assumption of independent Poisson
fluctuations in each bin is no longer valid. However,
a general expression for an estimator of the statistical
covariance between an arbitrary pair of kinematic bins,
which I will label X and Y , is easy to derive when the
problem is framed suitably.

As illustrated in Fig. 1, the key trick is to subdivide
binsX and Y into three non-overlapping bins u, v, and w.
Bin v is defined to contain only those events that belong
simultaneously to bins X and Y , while bin u (w) contains
the events that belong solely to bin X (Y ). By definition,
then, bins u, v, and w have no events in common, and
the measured event counts in each follow independent
Poisson distributions. It follows from the descriptions
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Figure 1: A pair of arbitrary kinematic bins X and Y
(top) can always be subdivided into three

non-overlapping bins u, v, and w (bottom). This
observation allows a straightforward derivation of the

statistical covariance between bins X and Y .

above that the covariance between the measured event
counts in bin X and bin Y is given by

Cov(DX , DY ) = Cov(Du +Dv, Dv +Dw)

= Cov(Du, Dv) + Cov(Du, Dw)

+ Cov(Dv, Dw) + Cov(Dv, Dv)

= 0 + 0 + 0 + Var(Dv) ≈ Dv . (47)

In the last approximate equality, the measured number
of events Dv in bin v is used as an estimator of its vari-
ance. Thus, the statistical covariance between any two
reconstructed bins can be estimated simply by calculat-
ing the number of events that they have in common. This
result becomes particularly intuitive in the limits where
X and Y are identical and where they are disjoint.

The same derivation can also be applied to evaluate
Monte Carlo statistical uncertainties on a simulation pre-
diction. In the case of weighted events, which are used
to adjust a nominal simulation by the NOvA [120] and
MicroBooNE [86] collaborations among others, the ap-
propriate estimator for the variance of bin v is the sum
of the squared weights of the events that it contains. In
the limit of unit weights for all events, this reduces to the
simple event count appropriate for measured data and an
unweighted MC prediction.

2. Unfolding complete covariances

Unlike the statistical covariances, evaluation of the
systematic covariances between bins from different kine-
matic distributions proceeds without any subtleties. For
the case of a MicroBooNE-style analysis, the formula
from Eq. 17 can be used unaltered for all pairs of re-
constructed bins a and b to be included in the final mea-
surement. To avoid double-counting, however, the sum
over µ in Eq. 18 should include only the true bins belong-
ing to the same block (defined below) as reconstructed
bin a.

To simplify propagation of the results through unfold-
ing, I recommend a specific scheme for organizing the
analysis bins. Define the term block to refer to a group
of related true and reconstructed bins intended for use in
a measurement of the same distribution of observables x.
Apart from individual bin limits on the values of these
observables, the same signal definition should be shared
by all true bins belonging to the same block, and a single
set of selection criteria should apply to all reconstructed
bins in the block. Within a properly-formed block, there
should also not be any phase-space gaps or bin overlaps;
any simulated signal interaction that fulfills all relevant
event selection criteria should belong to exactly one true
bin and exactly one reconstructed bin within the block.
Note that there is no requirement for distinct blocks to
have the same signal definition, event selection criteria,
or observables of interest x. I will assume below, how-
ever, that all bins in the analysis of interest have been
grouped into valid blocks.

To proceed with the remainder of MicroBooNE-style
cross-section extraction, an unfolding matrix Ub should
be constructed separately for each individual block b.
There is no restriction on the specific recipe to be used
for computing Ub, and a unique unfolding method can be
used in each block if desired. The formulas for calculating
the unfolding matrix, given in the preceding sections and
in Appendix A, can still be used in this case as long as
they are evaluated while ignoring all bins outside of the
block of interest b. For example, the sums over true and
reconstructed bins that appear in Eqs. 7, 9, and 10 for
D’Agostini unfolding should include only bins belonging
to the current block. When computing the per-block er-
ror propagation matrix Eb needed for MicroBooNE-style
propagation of uncertainties (see Sec. II B 2), bins outside
of block b should also be ignored in the same way.

The matrices for the individual blocks may be used to
form an overall unfolding matrix U and an overall error
propagation matrix E via direct sums:

U =
⊕
b=0

Ub = U0⊕U1⊕· · · =


U0 0 0 . . .
0 U1 0 . . .

0 0
. . . . . .

...
...

...
. . .

 , (48)
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and

E =
⊕
b=0

Eb . (49)

These can then be used to extract final cross-section re-
sults involving all bins. Likewise, if one forms an overall
detector response matrix from the response matrices cal-
culated for individual blocks,

∆ =
⊕
b=0

∆b , (50)

then Eq. 27 can be used to compute the regularization
matrix AC describing the entire measurement.

In the most general case, bins belonging to different
blocks may involve different observables, and different
scaling factors may be appropriate for converting their
unfolded contents to a differential cross section. I thus
update the notation from prior sections to obtain the new
formulas〈

dnσ

dx

〉
µ

=
ϕ̂µ

Φµ Tµ ∆xµ
=

∑
a Uµa (Da −Ba)

Φµ Tµ ∆xµ
, (51)

and

Cov

(〈dnσ
dx

〉
µ
,
〈dmσ
dy

〉
λ

)
=

∑
a,b Eµa Cov(Da, Db)Eλb

Φµ Φλ Tµ Tλ ∆xµ ∆yλ
.

(52)
Here n (m) is the number of observables x (y) for which a
differential cross section is reported in true bin µ (λ), and
∆xµ (∆yλ) is the corresponding product of bin widths.

True bin indices µ and λ appear above as subscripts on
the integrated flux Φ and number of scattering targets T .
In this context, they indicate that the value of Φ or T that
should be used is the one for the block containing the true
bin µ or λ. Differences in the signal definition between
blocks may necessitate the use of distinct values in some
cases, such as a discrepancy between the neutrino flavors
of interest (Φ) or the fiducial volumes in which events are
accepted (T ) by the analysis. All other notation in these
expressions is defined as in previous sections, and all bin
indices may refer to an element of any block.

Because the overall unfolding and error propagation
matrices from Eqs. 48–49 are block diagonal, the mea-
sured cross sections and covariances within block b are
identical to the results that would have been obtained if
a standalone measurement had been performed for block
b alone using the unfolding matrix Ub and error propaga-
tion matrix Eb. However, since the reconstructed-space
covariance matrix Cov(Da, Db) includes complete inter-
block correlations and is propagated through the extrac-
tion procedure, these correlations are appropriately pre-
served in the final result.

D. Simplifying data releases

When working with multiple blocks involving different
observables (x ̸= y above), an unfortunate feature of
the expression given in Eq. 52 is that the units needed to
express the covariance matrix elements will vary with the
true bin indices µ and λ. In particular, it is possible for
the units of the off-diagonal elements of the covariance
matrix connecting two separate blocks to differ from the
units of the covariances contained within either block.
Especially for an analysis involving many distinct blocks,
expressing the measurement in this form is cumbersome
and unnecessarily confusing.

To avoid this issue entirely, I recommend an alterna-
tive but entirely equivalent way of representing the data.
Using the same notation as in Sec. I, define the flux-
averaged total cross section in true bin µ by

⟨σ⟩µ ≡
∫ xµ+1

xµ

〈
dnσ

dx

〉
dx . (53)

As implied by Eq. 6, this quantity is just the product of
the average differential cross section in the bin multiplied
by the n bin widths:

⟨σ⟩µ =

〈
dnσ

dx

〉
µ

·∆xµ . (54)

It follows from this that Eqs. 51–52 may be rewritten in
terms of the flux-averaged total cross sections as

⟨σ⟩µ =
ϕ̂µ

Φµ Tµ
=

∑
a Uµa (Da −Ba)

Φµ Tµ
, (55)

and

Cov
(
⟨σ⟩µ, ⟨σ⟩λ

)
=

∑
a,b Eµa Cov(Da, Db)Eλb

Φµ Φλ Tµ Tλ
. (56)

Since the bin widths ∆xµ and ∆yλ are exactly known by
definition, conversion to this new representation is trivial.
The absence of these widths in Eqs. 55–56 conveniently
allows a single set of units to be used to report all of the
measured ⟨σ⟩µ values (e.g., cm2) and their covariances
(e.g., cm4).

For future cross-section analyses adopting blockwise
unfolding, I therefore recommend the following format for
an associated data release. The measured flux-averaged
total cross sections ⟨σ⟩µ should be expressed as a col-
umn vector of values ordered by bin number µ and shar-
ing the same units. The covariances from Eq. 56 should
likewise be expressed in a single matrix whose rows and
columns correspond to the bin indices µ and λ, respec-
tively. Each element of the matrix should be expressed
in units equal to the square of the units used to report
⟨σ⟩µ. If available, the regularization matrix AC should
also be included with the results using the same ordering
of the bin indices. The elements of AC are dimensionless.
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A table listing the bin definitions and block boundaries
in order of bin number should also be provided to allow
for straightforward evaluation (by dividing by the appro-
priate bin widths) of differential cross sections.

In addition to reducing the potential for unit-related
confusion, this data presentation strategy has an addi-
tional advantage. Since division by the bin widths is
performed by downstream users of the data only when
needed, underflow and overflow bins for which at least
one of the widths is infinite can be reported alongside
ordinary bins without any required changes. This avoids
the need for the ad hoc treatments that are sometimes
employed in the literature, e.g., including events belong-
ing to underflow and overflow bins in their closest finite-
width neighbors as in Refs. [78, 79, 81].

E. MINERvA-style measurements

For blockwise unfolding within MINERvA’s approach
to cross-section extraction, the guidelines above for or-
ganizing and presenting a measurement may be ap-
plied largely unaltered. However, instead of building a
reconstructed-space total covariance matrix Cov(Da, Db)
and transforming it with the error propagation matrix
E, uncertainties are now quantified by re-extracting the
cross sections in multiple alternative universes as de-
scribed in Sec. II A 2. For the statistical uncertain-
ties, these may include bootstrapping-based universes in
which the observed bin contents are resampled according
to the appropriate underlying distribution.

Provided that the full multi-block unfolding matrix U
from Eq. 48 is recomputed in each universe, the change
in uncertainty quantification strategy presents no special
difficulties for the systematic variations. However, boot-
strapping to evaluate the statistical uncertainties raises
a new challenge. For a MicroBooNE-like analysis, con-
sidering correlations between individual pairs of bins is
sufficient to calculate statistical covariance matrix ele-
ments (see Sec. III C 1). Construction of universes for
this purpose, on the other hand, requires statistical re-
sampling that accounts for correlations between all of the
bins simultaneously.

To explain how this may be accomplished, I will spe-
cialize to the case of data statistical uncertainties, i.e.,
those on the vector of measured event counts D in each
reconstructed bin. Under a bootstrapping approach,
these uncertainties are propagated by re-extracting the
cross section in alternative universes u in which the el-
ements Da of D are resampled according to Poissonian
statistics to create a new vector Du. All other quantities
involved in cross-section extraction for these universes
are evaluated according to the nominal simulation.

When events are shared between the reconstructed
bins a, resampling the values of each of the Du

a accord-
ing to independent Poisson distributions will incorrectly
neglect inter-bin statistical correlations. Like the simpler
two-bin case considered in Sec. III C 1, a suitable choice

of rebinning enables a straightforward solution.
For a total of R reconstructed bins in D (i.e., included

in the measurement of interest), define an alternate set of
2R−1 reconstructed bins that I will call the bootstrapping
basis. The measured event counts expressed in this new
basis are contained in the vector F, which may be written
in terms of smaller vectors as

F =


f1
f2
...
fR

 . (57)

For k ∈ {1, 2, . . . , R}, the smaller vector fk has a total of

RCk =

(
R

k

)
=

R!

k! (R− k)!
(58)

elements, each corresponding to one of the unique com-
binations of k of the original bins from D. For ex-
ample, each new bin represented by f1 collects events
that uniquely belong to a single reconstructed bin in D,
the bins represented by f2 do the same for events that
uniquely belong to a specific pair of the original bins,
and the single element of fR is the number of events that
are shared by all of the original bins.

Since the definitions of all of the new bins in the boot-
strapping basis are mutually exclusive, the elements of
F follow independent Poisson distributions. One may
therefore form a new universe to evaluate statistical un-
certainties by resampling the elements of F and then
summing over those needed to recalculate each element of
D. All statistical correlations between the original bins
will be respected automatically by construction.

A similar approach can be employed for bootstrapping
MC statistical uncertainties, but the distribution appro-
priate for resampling will be binomial, and all quantities
derived from simulation must be updated within each
universe before cross-section extraction.

F. T2K-style measurements

Thanks to the flexibility of the T2K collabora-
tion’s likelihood fitting technique, extracting blockwise-
unfolded cross sections under their approach is largely
automatic once a suitable binning scheme has been de-
fined. Either of the two strategies for uncertainty prop-
agation described in Sec. II C 3 may be applied, but see
Sec. IIIG 2 below for an important caveat. Statistical un-
certainties can be handled by creating alternate universes
using the bootstrapping basis described above.

G. Inter-analysis covariances

Blockwise unfolding is general enough to handle cases
in which measurements in distinct blocks are obtained
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from different analyses of data from the same experi-
ment. Nevertheless, evaluating correlated uncertainties
between cross-section results produced asynchronously
raises practical difficulties related to data preservation.
To alleviate these difficulties, I consider below the min-
imal information that must be available in order to cal-
culate inter-analysis covariances.

1. Event lists

Similar to blockwise unfolding within a single analysis,
the major challenge for computing statistical covariance
matrix elements between separate analyses is the need
to treat the correlations arising from shared events. As
discussed previously in Secs. III C 1 and III E, properly
doing so requires knowledge of the overlaps between the
contents of all reconstructed bins from all analyses of
interest. In general, this is only feasible by tracking the
reconstructed bin contents on an event-by-event basis.

The bookkeeping required for this task is ponderous
but uncomplicated to implement if it is prepared in ad-
vance. First, a unique identifier needs to be assigned to
each data and MC event considered in any of the relevant
analyses. Experimental collaborations typically do this
as a matter of course.3 Second, an event list must be
prepared for each analysis. Each entry in the list must
specify a unique event identifier together with an array of
zero or more indices that represent the reconstructed bins
to which the event belongs. In the case of weighted MC
events, the statistical weights should also be included in
each list entry if they are not otherwise easily accessible.

2. Universes

For systematic uncertainty quantification, the main re-
quirement is access to the full sets of alternative universes
adopted by each of the analyses. Situations in which
these sets are inconsistent, such as when a collaboration’s
approach to estimating specific systematic uncertainties
has changed over time, must necessarily be handled on
a case-by-case basis. I will therefore assume full consis-
tency here while recognizing that careful work may be
needed to relate different descriptions of the same sys-
tematic effect across analyses.

For MicroBooNE-style measurements, the most con-
venient representation of the u-th systematic universe
is the vector nu, whose elements are the expected to-
tal event counts nua in each reconstructed bin a. The
nu from each analysis can be used to construct an over-
all reconstructed-space covariance matrix according to
Eq. 17.

3 An example identification scheme is the set of run, subrun,
and event indices used within the art event-processing frame-
work [121] adopted by multiple Fermilab experiments.

For MINERvA-style measurements, the universes are
represented directly as alternative values of the unfolded
measurement suµ in each true bin µ. In this form, they can
easily be re-used to compute inter-analysis covariances
according to Eq. 11.

For T2K-style measurements, calculation of inter-
analysis systematic covariances is only well-defined un-
der the first of the two uncertainty propagation strate-
gies described in Sec. II C 3. Under that approach, there
is a one-to-one correspondence between each alternative
universe and the extracted cross sections suµ obtained in
its individual likelihood fit. This allows the same uni-
verse definition u to be used across all analyses when
computing covariances via Eq. 11. When the universes
are instead constructed under the second approach, i.e.,
based upon the post-fit parameter covariance matrix
Cov(Kч,Kъ) from Eqs. 42–43, this is no longer prac-
ticable. Separate analyses will, in general, have different
post-fit parameter values KPF and covariances. Relating
the distinct sets of universes generated from these differ-
ent inputs may not be achievable in any rigorous way.

3. Calculating the covariances

With the event lists and universes in hand, there are
two main recipes that can be used to obtain the final
inter-analysis uncertainties. When all measurements of
interest were performed in the MicroBooNE style, one
may calculate both systematic and statistical contribu-
tions to the multi-analysis total covariance matrix in re-
constructed space according to the prescriptions from
Secs. II B 2 and III C 1. Using the overall error propa-
gation matrix E from Eq. 49, the covariances between
the final cross-section results can then be evaluated ac-
cording to Eq. 52. Central values should be used for all
of the scaling factors (e.g., Φµ) that appear therein.

In the more general case where at least one analysis
was performed using a different cross-section extraction
approach, a separate step is needed for the statistical un-
certainties. These must be handled by preparing alter-
nate universes using a bootstrapping basis (see Sec. III E)
that considers the full set of R reconstructed bins from
all of the measurements. The cross sections should then
be re-extracted in each of these universes to propagate
the uncertainties. In the re-extractions, central values
should be assumed for all quantities not subject to the
relevant kind of statistical fluctuation (data, MC). The
results of this first step may be combined with the sys-
tematic universes, which are evaluated on the unfolded
measurements via Eq. 11, to obtain a total inter-analysis
covariance matrix.

When MicroBooNE-style measurements are included
in this calculation, one must transform the expected
event counts nua used to represent each systematic uni-
verse u into a corresponding unfolded differential cross
section suµ. Fortunately, Eq. 52 implies that this amounts
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to the simple expression

suµ =
1

Φµ Tµ ∆xµ

∑
a

Eµa n
u
a . (59)

IV. CONDITIONAL COVARIANCE
BACKGROUND CONSTRAINT

Scientific interest in neutrino cross-section measure-
ments is primarily driven by the need to refine nuclear
interaction simulations4 and their underlying theoretical
ingredients. Because these simulations play an essential
role in the design and execution of the measurements
themselves, great care must be taken to avoid biasing re-
sults toward the interaction model used to obtain them.
In appreciation of the challenges posed by this poten-
tial bias, experimental collaborations invest considerable
effort toward quantifying relevant systematic uncertain-
ties, and best practices for minimizing model dependence
in cross-section analyses are a subject of ongoing discus-
sion [5, 74, 110, 132].

Regardless of the specific methods employed in any
given analysis, neutrino cross-section extraction inher-
ently relies upon simulation predictions in ways that
make interaction model deficiencies a significant concern.
While a thoughtful choice of the signal definition, mea-
surement observables, and binning scheme for an analysis
can help to prevent problematic unfolding [74], mock-
data studies in which a cross section is extracted from an
alternative simulation are also routinely used to detect
and diagnose bias. In analyses for which the expected
background rate remains appreciable after all event se-
lection criteria have been applied, robust estimation of
the residual contamination becomes important. For some
classes of background, notably cosmic-ray and radiolog-
ical activity, this can often be done by means of a di-
rect measurement performed when the neutrino beam is
not active. However, background mismodeling presents
a hazard in the frequent cases where a simulation predic-
tion must be used.

Although details of procedures for revealing and rem-
edying inaccurate background estimates are often highly
analysis-specific, an overall strategy is widely adopted in
the neutrino scattering literature. As a supplement to the
binning scheme used to extract the final cross-section re-
sults, one or more sets of additional reconstructed bins,
which are referred to as control samples or sidebands [5],
are defined with alternative selection criteria intended
to enhance the contribution of background events. To
provide the best possible constraints on the background
prediction in the signal region (i.e., the original bins), the

4 Established neutrino scattering simulation codes for GeV ener-
gies include GENIE [117, 118], GiBUU [122–124], NEUT [125,
126], and NuWro [127–129], while ACHILLES [130, 131] is an
emerging effort.

sidebands are typically designed to cover a similar range
of kinematic phase space and involve minimal changes
to the event selection. Good agreement between mea-
sured and predicted event counts in the sideband bins
is interpreted as evidence that the simulation is reliable
enough to use for background subtraction. When signifi-
cant discrepancies are found, corrective adjustments can
be applied to the simulation in various ways.

A. Use of sideband constraints by experiments

A methodological strength of the T2K fitting technique
for cross-section extraction (Sec. II C) is that sideband-
based background constraints can be incorporated simply
by including the new bins in the likelihood fit. Correla-
tions between the sideband bins and those used in the fi-
nal measurement will automatically be described accord-
ing to the experiment’s full simulation of beam produc-
tion, interaction physics, and the detector response.

Many MINERvA cross-section analyses [6, 7, 10, 11,
17, 18, 20, 21, 24, 26, 29, 30, 32] share a general approach
to the use of sidebands that has also been employed in
a few measurements by T2K [50, 53, 54] while extract-
ing cross sections in the MINERvA style (Sec. II A). To
apply this method, one may re-express the background
prediction Ba in the a-th reconstructed bin (see Eq. 3)
as

Ba =
∑

þ

αþ Baþ (60)

where the varieties of background are indexed by the
Icelandic letter thorn (þ) and Baþ is the expected number
of background events of type þ in the a-th reconstructed
bin. Prior to inspection of the sideband data, the scale
factors αþ are all set to unity, and Ba thus takes a value
unaltered from the nominal simulation.

By fitting the normalization of the predicted back-
ground components þ to the data in the sideband bins,
updated values of the scale factors are obtained. Specifics
of the fitting procedure are not always exhaustively doc-
umented and can differ substantially between analyses,
including whether the signal prediction is also allowed to
vary in the fit, whether multiple sidebands are fit sepa-
rately or simultaneously, and whether the bins that will
be used for the final measurement are fit together with
the sidebands. Ultimately, the updated scale factor αþ is
assigned a value based upon the ratio of the post-fit and
pre-fit predictions of the number of background events of
type þ in the relevant sideband(s). The updated scale
factors are then applied in Eq. 60 to compute the values
of Ba actually used in cross-section extraction.5

5 In some analyses, the scale factors are evaluated separately in
different kinematic regions. This can be handled in the formal-
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Although rarely described explicitly [30, 54], the stan-
dard method of incorporating this background model-
ing constraint into a MINERvA-style uncertainty treat-
ment appears to be repeating the sideband fits during
cross-section re-extraction in each systematic universe
(Sec. II A 2). The statistical uncertainty on the fit results
may be addressed by adding new universes in which the
scale factors themselves are varied appropriately.

While comparatively simple to incorporate into a cross-
section analysis, the most straightforward implementa-
tion of the MINERvA background constraint strategy
has some limitations relative to the T2K likelihood fit.
First, since the MINERvA method adjusts only normal-
ization scale factors, sideband constraints are by con-
struction unable to influence the shape of the individual
classes of background to be subtracted. Second, in cases
where the original bins to be used for the cross-section
measurement are not included in the scale factor fit, a
100% correlation is implicitly assumed to exist between
the background normalization in the sidebands and in
the signal region. Obvious problems arising from these
limitations can be detected by examining the level of
agreement between the constrained simulation and data.
If necessary, modifications can be made to improve the
agreement, such as assigning separate scale factors in dif-
ferent kinematic ranges.

In contrast to T2K and MINERvA, MicroBooNE has
not reported the use of control samples to validate the
background model or apply a data-driven constraint for
any of their differential cross section measurements re-
leased so far [65, 71–73, 76–81, 87]. The predicted back-
ground from simulation is simply used as-is without any
analysis-specific changes to the central value or the mod-
eling uncertainties. Such an approach has occasionally
also been used by MINERvA [14–16], but only in cases
where the expected background is very small.

A possible reason for the omission of sidebands in many
of these analyses by MicroBooNE is that it may not
necessarily be obvious how to incorporate a background
model constraint into the systematics treatment needed
to apply the Wiener-SVD unfolding method (Sec. II B 2).
However, multiple MicroBooNE measurements of flux-
averaged total cross sections have included the use of
sidebands [133–135]. One of these, a measurement of η
meson production [133], used a unique background con-
straint method that appears to be new to the neutrino
cross-section literature. In the remainder of this section,
I adapt and generalize this procedure to provide a recipe
for incorporating sideband-based refinements to back-
ground estimation in MicroBooNE-style measurements
of unfolded differential cross sections. I call the gener-
alized technique the conditional covariance background
constraint (CCBC).

ism of Eq. 60 by either subdividing the background categories
þ in terms of kinematics or by assigning the scale factors bin-
dependent values αþ → αaþ as in Ref. [7].

B. Conditional covariance formalism

The mathematical foundation for the CCBC is the con-
ditional multivariate Gaussian distribution. Let the ran-
dom vector X follow a multivariate Gaussian distribution
with mean vector µµµ and covariance matrix V . Without
loss of generality, choose the ordering of the elements of
X such that it can be partitioned into two smaller ran-
dom vectors

X =

(
X1

X2

)
. (61)

The mean vector and covariance matrix can thus be writ-
ten in the form

µµµ =

(
µµµ1

µµµ2

)
, (62)

and

V =

(
V11 V12
V21 V22

)
(63)

respectively. By construction, V12 = V T
21, and X1 (X2)

follows a multivariate Gaussian distribution with mean
µµµ1 (µµµ2) and covariance matrix V11 (V22). Given the
observation that the elements of X2 have some defi-
nite values d2, the conditional probability distribution
P (X1 |X2 = d2) of X1 is multivariate Gaussian with
mean

µµµconstr
1 = µµµ1 + V12 · V −1

22 · (d2 −µµµ2) , (64)

and covariance matrix

V constr
11 = V11 − V12 · V −1

22 · V21 . (65)

A proof in which the results from Eqs. 64–65 are derived
is given in Ref. [136].

C. Application to low-energy excess analyses

A primary motivation for the MicroBooNE exper-
iment was the observation by LSND [137–140] and
MiniBooNE [141, 142] of an anomalous excess of electron
(anti)neutrino candidate events at low energies. In all of
MicroBooNE’s first analyses investigating possible expla-
nations for the excess, including true νe appearance [143–
146] and an unexpectedly large rate of neutral-current
∆ baryon production followed by radiative decay [147],
the conditional covariance formalism from the previous
subsection played a major role. Since the presence or
absence of an LSND/MiniBooNE-like low-energy excess
could only be judged relative to an expectation derived
from simulation, robust predictions for the selected event
rates were an essential ingredient for interpretation of the
measurements.
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MicroBooNE’s strategy for bolstering confidence in
their simulation predictions involved both global im-
provements adopted for general collaboration use6 as
well as analysis-specific model constraints. Each of the
specific constraints assumed that the expected event
counts in the signal region and one or more control sam-
ples jointly followed a multivariate Gaussian distribution.
The mean of this distribution was taken to be the central-
value prediction of the nominal simulation, and the sys-
tematic portion of the covariance matrix was evaluated
as in Eq. 17, except that there was no special treatment
(see Eq. 18) for the interaction model uncertainties. By
conditioning on the measured event counts in each of the
control sample bins and applying Eqs. 64–65, a refined
signal-region prediction with a smaller uncertainty was
obtained and used to evaluate the final results.

D. Application to ηηη production measurement

The MicroBooNE analysis reported in Ref. [133] mea-
sured a flux-averaged total cross section for neutrino-
induced η production. Since the event selection relied
upon identification of photon pairs with kinematics con-
sistent with the decay η → γγ, photons arising from
neutral pion decays represented the dominant source of
background. To provide a data-driven constraint of this
background, the single bin used to accumulate candidate
signal events was supplemented with two control sample
bins. The first (second) control sample bin used a mod-
ified selection to enhance the contribution from events
containing exactly one (two or more) π0 in the final state.

Inspired by the conditional covariance technique used
in the low-energy excess analyses, a similar approach
was used to obtain updated estimates for the single- and
multi-π0 background contributions in the signal region.
In this case, each of these two dominant backgrounds
is constrained individually using the appropriate control
sample bin. Let BS

þ denote the expected number of back-
ground events of type þ (either single- or multi-π0) in
the signal region bin. The constrained prediction for this
quantity used in Ref. [133] was calculated via an expres-
sion equivalent to

BS,constr
þ = BS

þ +
Cov(BS

þ , B
C
þ )

Var(BC
þ )

· (DC − nC) . (66)

In the control sample bin of interest, BC
þ is the expected

number of background events of type þ, DC is the mea-
sured total number of events, and nC is the total number
of events of all kinds predicted by the nominal simulation.

6 An example is the “MicroBooNE Tune” [86] of the GENIE neu-
trino event generator.

The covariance Cov(BS
þ , B

C
þ ) and variance

Var(BC
þ ) = Cov(BC

þ , B
C
þ ) (67)

were calculated using an expression similar to Eq. 17 ex-
cept that only background events of type þ were included
rather than all events.

By analogy with Eq. 65, the uncertainty on the con-
strained background prediction in the signal region was
represented by the variance

Var(BS,constr
þ ) = Var(BS

þ )−
[
Cov(BS

þ , B
C
þ )

]2
Var(BC

þ )
. (68)

This procedure was repeated twice to obtain updated pre-
dictions and uncertainties for both the single- and multi-
π0 backgrounds in the signal region.

Although innovative as a first application of the con-
ditional covariance formalism to a sideband-based back-
ground constraint for a neutrino cross-section measure-
ment, the approach adopted for the MicroBooNE η pro-
duction result has some limitations that must be ad-
dressed to create a more general technique. First, the
expressions given in Eqs. 66 and 68 are appropriate only
for a single-bin analysis. However, adapting them for a
multi-bin measurement is straightforward in light of the
matrix notation used in Eqs. 64 and 65. Second, the η
analysis considers each class of background þ in isolation
from the others and the signal, which neglects potentially
important relationships between event categories in the
general case. Third, while the present approach provides
a recipe for updating the background prediction and its
uncertainty in the signal region, the Wiener-SVD unfold-
ing technique favored by MicroBooNE requires an input
covariance matrix describing the uncertainty on the total
event counts (both signal and background) in each recon-
structed bin. Due to systematic uncertainties that may
be strongly correlated between signal and background
events (e.g., those due to the neutrino flux model), one
cannot simply assume that the constraint procedure will
leave the signal contribution to the total covariance ma-
trix unchanged. The CCBC procedure described below
removes all three of these limitations.

E. Assumption of joint Gaussian distribution

In the MicroBooNE approach to cross-section extrac-
tion, a covariance matrix Cov(na, nb) is constructed that
describes the uncertainty on the expected event counts na
in each reconstructed bin a (Sec. II B 2). The multiple-
universe expression (Eq. 17) used to evaluate the covari-
ance matrix elements is based on the assumption that
the na jointly follow a multivariate Gaussian distribution
with the mean values given by the central-value predic-
tion nCV

a from the nominal simulation. This description
is also compatible with a somewhat more stringent as-
sumption that will form the basis of the CCBC.
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Divide the expected event counts into signal (ϕa) and
background (Ba) contributions:

na = ϕa +Ba . (69)

The covariance matrix element can thus also be subdi-
vided according to

Cov(na, nb) = Cov(ϕa, ϕb) + Cov(ϕa, Bb)

+ Cov(Ba, ϕb) + Cov(Ba, Bb) . (70)

By substituting the right-hand side of Eq. 69 into Eq. 17,
one may obtain separate multiple-universe expressions
for each term on the right-hand side of Eq. 70. For ex-
ample,

Cov(ϕa, Bb) =
1

Nuniv

Nuniv∑
u=1

(
ϕua−ϕCV

a

)(
Bu

b −BCV
b

)
. (71)

To follow the MicroBooNE prescription for handling
neutrino interaction model uncertainties, the signal pre-
diction in the u-th alternate universe ϕua should be com-
puted as in Eq. 18. That is, for any alternate universe u
in which the neutrino interaction model is varied,

ϕua =
∑
µ

∆u
aµ ϕ

CV
µ , (72)

where the response matrix elements ∆u
aµ are evaluated in

the u-th universe, ϕCV
µ is the central-value prediction for

the number of signal events in the µ-th true bin, and the
sum runs over all true bins in the block of interest (see
Sec. III C 2).

As demonstrated above, the total covariance matrix
Cov(na, nb) is separable into components describing the
uncertainty on the signal, the background, and their co-
variances with each other. The individual components
are calculable using essentially the same procedure as
the combined matrix, which is based on an assumption
of joint Gaussianity of the na. I will therefore assume
that the signal and background event counts (as opposed
to just their sums na) are jointly multivariate Gaussian
random variables with means given by the central-value
predictions ϕCV

a and BCV
a , respectively.

F. Generalized constraint

To adapt the background constraint strategy from
Ref. [133] to be suitable for MicroBooNE-style cross-
section extraction, updated predictions for both the ex-
pected background Ba and the total covariance matrix
Cov(na, nb) must be obtained from the procedure. This
can be accomplished by simultaneously conditioning the
total (nS) and the background-only (BS) vectors of pre-
dicted event counts in the signal region on the measure-
ment (DC) in the control sample bins.

The procedure for doing so is well-defined thanks to

the assumption of joint Gaussianity of both signal and
background discussed in the previous section. From this
assumption, it is shown in Appendix B that the elements
of the combined vector

Y ≡

nS

BS

nC

 (73)

are jointly multivariate Gaussian with means equal to
their central values (nCV

S , BCV
S , nCV

C ) and with the co-
variance matrix

VYY =

VnSnS
VnSBS

VnSnC

VBSnS
VBSBS

VBSnC

VnCnS
VnCBS

VnCnC

 . (74)

Here VnCnC
is the covariance matrix describing uncer-

tainties on the elements of the vector nC of expected total
event counts in the control sample bins, VBSnC

= V T
nCBS

is the matrix containing covariances between the ele-
ments of BS and nC , etc. Systematic contributions to
each of the component covariance matrices in VYY are
evaluated according to the generalized multiple-universe
procedure discussed in the previous subsection. Statisti-
cal covariances, especially between elements of nS and its
background portion BS , should be calculated accounting
for shared events as described in Sec. III C 1.

As shown in Appendix C, evaluating the conditional
joint distribution of nS and BS on the measured total
event counts DC in the control sample bins leads to the
constrained background prediction

Bconstr
S = BCV

S + VBSnC
· V −1

nCnC
·
(
DC − nCV

C

)
(75)

in the signal region. Simplifying to the case of a single
background category þ and single bins for both the signal
region and the control sample, this expression only be-
comes equivalent to Eq. 66 under the approximation that
the contributions of the signal and non-þ backgrounds to
the control sample are either negligible or exactly known.
Using the covariance matrix VBSnC

above thus enables
constraints from sidebands in which the background(s)
of interest are imperfectly isolated from other kinds of
events.

The corresponding constrained prediction for the total
event counts in the signal region is given by

nconstr
S = nCV

S + VnSnC
· V −1

nCnC
·
(
DC − nCV

C

)
, (76)

with an uncertainty described by the covariance matrix

V constr
nSnS

= VnSnS
− VnSnC

· V −1
nCnC

· V T
nSnC

. (77)

A quality check of the results can be performed by assess-
ing quantitative agreement between the prediction and
the signal-region measurement DS via the chi-squared
statistic before

χ2
pre =

(
DS − nCV

S

)T · V −1
nSnS

·
(
DS − nCV

S

)
, (78)
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and after

χ2
post =

(
DS − nconstr

S

)T ·
(
V constr
nSnS

)−1 ·
(
DS − nconstr

S

)
.

(79)
the constraint. Successful application of the CCBC
should yield a smaller post-constraint value (χ2

post <

χ2
pre) together with an improved description of the signal-

region data within smaller uncertainties. Deviations from
this expected behavior are symptomatic of deficiencies in
the simulation and/or poorly-designed sidebands, either
of which may require adjustments to an analysis.

G. Use in cross-section extraction

The constrained background prediction Bconstr
S can

be removed from the signal-region data in each recon-
structed bin to yield a vector of background-subtracted
event counts

d = DS −Bconstr
S (80)

needed as input for cross-section extraction. The other
required inputs for MicroBooNE’s approach are the con-
strained total covariance matrix V constr

nSnS
, the detector re-

sponse matrix (∆, see Eqs. 10 and 13) and the expected
signal event counts in each true bin (ϕCV

µ ). The latter
two items may be calculated using the nominal simu-
lation provided that the CCBC does not have a strong
impact on the expected signal contribution in the recon-
structed bins ϕϕϕconstr

S ≈ ϕϕϕCV
S , where

ϕϕϕconstr
S = nconstr

S −Bconstr
S , (81)

and

ϕϕϕCV
S = nCV

S −BCV
S . (82)

Cases in which ϕϕϕconstr
S differs from ϕϕϕCV

S noticeably outside
of the prior uncertainties from the covariance matrix

VϕϕϕSϕϕϕS
= VnSnS

− VnSBS
− VBSnS

+ VBSBS
(83)

deserve special scrutiny. They may require analysis
changes before an unfolding based on the nominal simu-
lation inputs ∆ and ϕCV

µ can be considered trustworthy.
Since the T2K extraction procedure allows for control

sample bins to be included in the likelihood fit, a back-
ground constraint that shares some similarities to the
CCBC is already included in their scheme automatically.
The formalism presented here offers no special advantage
over the existing technique.

For MINERvA-style analyses, since the systematic uni-
verses are evaluated on the cross sections obtained during
repeated unfoldings rather than on reconstructed event
counts (see Sec. IIA 2), the covariances from Eq. 74 may
not be readily available. However, if the covariance ma-
trices VBSnC

and VnCnC
are computed prior to unfold-

ing, then a background constraint based upon them can

be applied in the following way. When re-extracting the
cross section in each systematic universe, subtract a new
constrained background prediction computed by making
the substitutions BCV

S → Bu
S and nCV

C → nu
C in Eq. 75.

Here the superscript u indicates that the relevant quan-
tity should be evaluated in the systematic universe of
interest u. Apart from this adjustment to background
subtraction, the remainder of the extraction workflow
proceeds normally. The CCBC in this case serves as an
alternative to the various methods for fitting the back-
ground scale factors αþ (see Sec. IV A) used in many
MINERvA measurements.

V. SUMMARY AND CONCLUSIONS

As neutrino experimentalists continue to seek answers
to compelling open questions via increasingly precise
measurements, corresponding improvements to the pre-
cision of neutrino interaction models and simulations will
be essential. For accelerator-based experiments oper-
ating at GeV energies, a sizeable literature of neutrino
cross-section measurements already exists to guide these
improvements, and multiple experiments continue to ex-
pand the available data sets at an increasing pace.

Cross-section extraction, a concept central to the large
majority of neutrino scattering measurements, describes
a family of analysis techniques by which event counts
measured by a detector are converted into cross-section
results directly comparable to theoretical calculations.
While the major approaches to cross-section extrac-
tion, as typified herein by the standard strategies from
MINERvA, MicroBooNE, and T2K, are superficially sim-
ilar and share a common goal, their mathematical im-
plementations contain significant differences in unfolding
method, uncertainty quantification, and interpretation of
the results in light of how flux shape modeling uncertain-
ties are handled [46]. In this paper, I have reviewed these
similarities and differences in the hope of spurring further
community discussion on best practices for the field.

I have also proposed two techniques intended to ad-
vance the state of the art in cross-section extraction
methods and thus enhance the power of future measure-
ments to inform neutrino interaction model development.
The first technique, blockwise unfolding, seeks to remedy
the long-standing omission of correlated uncertainties be-
tween separate kinematic distributions reported in the
same cross-section data release. The lack of information
about such correlations limits the full model discrimina-
tion potential of current neutrino data sets, but an un-
certainty treatment that makes them available is readily
achievable if planned ahead of time. Blockwise unfold-
ing defines a way of organizing and presenting neutrino
cross-section measurements that allows inter-distribution
covariances to be reported, including the possibility of
doing so for distributions obtained from distinct analy-
ses from the same experiment.

The second technique proposed in this paper, the con-
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ditional covariance background constraint (CCBC), seeks
to improve the precision of the removal of background
events in the context of MicroBooNE-like cross-section
analyses. In many analyses performed by other exper-
iments, background estimation based upon a nominal
simulation prediction is refined in a data-driven way us-
ing ancillary measurements known as sidebands. While
highly useful for improving the quality of measurements
in which background contamination is significant, this
general approach has not yet been adopted for any of
MicroBooNE’s differential cross section results released
to date. Recognizing that this may be due in part to a
lack of a clear way to incorporate the use of sidebands in
MicroBooNE’s preferred method of cross-section extrac-
tion, I build upon an approach first described in Ref. [133]
to construct the CCBC as a fully compatible recipe.
Although devised primarily to solve a problem specific
to MicroBooNE-style measurements, analyses adopting
MINERvA-like cross-section extraction may also poten-
tially employ a version of the CCBC as an alternative to
the standard method based on fits of normalization scale
factors.
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Appendix A: Wiener-SVD regularization matrix

In the Wiener-SVD method, the regularization matrix
is calculated according to the expression [82]

AC = C−1 · VC ·WC · V T
C · C . (A1)

The assisting matrix C determines how AC relates to
a prior prediction of the expected unfolded event counts.
Common choices for C include the identity matrix and
forms based on estimation of derivatives using finite dif-
ferences. The matrix VC is obtained in a two-step pro-
cedure. First, Cholesky decomposition is applied to the
inverse of a covariance matrix

Eab ≡ Cov(Da, Db) (A2)

representing the total statistical and systematic uncer-
tainty on the measured event counts. This yields

E−1 = QT ·Q (A3)

where Q is a lower triangular matrix. Second, singular
value decomposition is applied to the matrix

G ≡ Q ·∆ · C−1 (A4)

to obtain

G = UC ·DC · V T
C . (A5)

Here UC (VC) is an orthogonal matrix with a number of
rows equal to the number of reconstructed (true) bins,
while DC is a diagonal matrix.

To calculate the Wiener filter matrix WC , a linear
transformation g of a vector ϕϕϕ of predicted signal event
counts in each true bin

g ≡ V T
C · C · ϕϕϕ (A6)

is first evaluated. Define the symbol

hµ ≡ gµ dµµ , (A7)

where gµ is the element of g corresponding to the µ-th
true bin, and dµµ is the µ-th diagonal element of DC .
Then one may write the elements wµλ of WC in the form

wµλ =
h2µ

h2µ + 1
δµλ , (A8)

where δµλ is the Kronecker delta.

Appendix B: Joint Gaussianity of the elements of Y

Define the vector X in terms of four smaller vectors:

X ≡

ϕϕϕS
BS

ϕϕϕC
BC

 . (B1)

Here ϕϕϕS and BS have the same number of elements
and respectively denote the signal and background event
counts in each reconstructed bin from the signal region.
The vectors ϕϕϕC and BC have similar meanings for the re-
constructed bins belonging to one or more control sam-
ples. There is no restriction on the details of how the
control samples are defined nor on the number of blocks
used in the signal region.

According to the joint Gaussianity assumption from
Sec. IV E, the elements of X follow a multivariate Gaus-
sian distribution with means equal to their central values

XCV =


ϕϕϕCV
S

BCV
S

ϕϕϕCV
C

BCV
C

 (B2)
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and with the covariance matrix

VXX =

VϕϕϕSϕϕϕS
VϕϕϕSBS

VϕϕϕSϕϕϕC
VϕϕϕSBC

VBSϕϕϕS
VBSBS

VBSϕϕϕC
VBSBC

VϕϕϕCϕϕϕS
VϕϕϕCBS

VϕϕϕCϕϕϕC
VϕϕϕCBC

VBCϕϕϕS
VBCBS

VBCϕϕϕC
VBCBC

 . (B3)

Here VϕϕϕSϕϕϕS
is the covariance matrix describing the ele-

ments of the ϕϕϕS vector, VϕϕϕSBC
= V T

BCϕϕϕS
is the matrix

describing covariances between the elements of ϕϕϕS and
BC , etc.

Define the auxiliary matrix

A ≡

1SS 1SS 0SC 0SC

0SS 1SS 0SC 0SC

0CS 0CS 1CC 1CC

 . (B4)

Here 1 (0) denotes the identity (zero) matrix. When
the first (second) superscript is S, then the matrix has a
number of rows (columns) equal to the number of recon-
structed bins in the signal region. The superscript C uses
the same convention but represents the total number of
reconstructed bins in the control sample(s).

Since X is multivariate Gaussian, it can be shown [148,
Result 5.2.5] that the vector Y given by the linear trans-
formation

Y = A ·X (B5)

is also multivariate Gaussian with mean

YCV = A ·XCV (B6)

and covariance matrix

VYY = A · VXX ·AT . (B7)

By defining the total event count vectors

nS = ϕϕϕS +BS (B8)

and

nC = ϕϕϕC +BC , (B9)

one may obtain the simplified expressions for Y and VYY

shown in Eqs. 73 and 74 from the results above.

Appendix C: Conditional constraint derivation

Define the signal-region vector

Z ≡
(
nS

BS

)
(C1)

so that Y and its covariance matrix from Eqs. 73 and 74
may be expressed in the form

Y =

(
Z
nC

)
(C2)

and

VYY =

(
VZZ VZnC

VnCZ VnCnC

)
. (C3)

Note that

VZZ =

(
VnSnS

VnSBS

VBSnS
VBSBS

)
(C4)

is the covariance matrix for Z, and

VZnC
=

(
VnSnC

VBSnC

)
= V T

nCZ (C5)

contains the covariances between the elements of Z and
nC .

One may now obtain the conditional distribution of Z
given the measured total event counts DC in the control
sample bins. Applying the results from Sec. IV B yields
the constrained signal-region prediction

Zconstr = ZCV + VZnC
· V −1

nCnC
·
(
DC − nCV

C

)
(C6)

with its corresponding covariance matrix

V constr
ZZ = VZZ − VZnC

· V −1
nCnC

· VnCZ . (C7)

Here the superscript CV indicates the central value of the
quantity of interest as predicted by the nominal simula-
tion. Substituting the expressions above for Z, VZZ, and
VZnC

in terms of their components into Eqs. C6 and C7
leads immediately to the results given in Eqs. 75–77.
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