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We present a set of new generalized kinematic imbalance variables that can be measured in
neutrino scattering. These variables extend previous measurements of kinematic imbalance on the
transverse plane, and are more sensitive to modeling of nuclear effects. We demonstrate the enhanced
power of these variables using simulation, and then use the MicroBooNE detector to measure them
for the first time. We report flux-integrated single- and double-differential measurements of charged-
current muon neutrino scattering on argon using a topolgy with one muon and one proton in the
final state as a function of these novel kinematic imbalance variables. These measurements allow us
to demonstrate that the treatment of charged current quasielastic interactions in GENIE version 2 is
inadequate to describe data. Further, they reveal tensions with more modern generator predictions
particularly in regions of phase space where final state interactions are important.

I. INTRODUCTION

All current and upcoming accelerator neutrino oscillation experiments rely on the precise modeling of neutrino-
nucleus interactions to perform high-accuracy measurements [1–6]. The experimental sensitivity of these measurements
can be limited by interaction modeling uncertainties related to nuclear effects [7]. Significant progress has been
made in understanding these effects and improving their modeling in neutrino event generators. Yet, outstanding
tensions between measurement and theory still remain unresolved [8]. A major challenge in the study of neutrino-
nucleus interactions originates from the wide-band accelerator neutrino beams, since nuclear effects cannot be easily
disentangled when averaged over a broad energy spectrum. Examples of these are Fermi motion, final state interactions
(FSI), and nucleon-nucleon correlations. However, it has been shown that kinematic imbalance variables in the plane
transverse to the neutrino direction of travel are powerful tools that can be used to separate these nuclear effects in
a neutrino energy independent way [9].

In this work, we extend these measurements to generalized kinematic imbalance (GKI) variables by considering the
longitudinal components along the beam direction. We illustrate with generator-level studies that these generalized
variables achieve improved sensitivity to nuclear effects. Furthermore, we present the first flux-integrated single- and
double-differential cross-section measurements for muon-neutrino charged-current (CC) reactions on argon (νµ-Ar) as
a function of these generalized variables. Here we focus on reactions where a single muon-proton pair is reconstructed
with no additional detected particles, similar to previous measurements [10, 11] We refer to these events as CC1p0π,
and they are dominated by quasielastic (QE) interactions as it is required that there are no pions above the detection
threshold. The results reported here use the MicroBooNE detector [12] with an exposure of 6.79 × 1020 protons on
target from the Booster Neutrino Beam (BNB) [13] at Fermi National Accelerator Laboratory.

In Sec. II we define the GKI variables. Sec. III shows the enhanced sensitivity of GKI variables to nuclear effects
by presenting comparisons to their transverse plane equivalents. In Sec. IV we present the first flux-integrated single-
and double-differential cross section measurements in these variables using νµ-Ar CC1p0π interactions recorded by
the MicroBooNE detector. Finally, conclusions are presented in Sec. V.

∗ microboone info@fnal.gov
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II. OBSERVABLES

Variables based on the transverse kinematic imbalance are powerful discriminators between interaction models as
reported by multiple experiments using a number of final states [9–11, 14–19]. The simplest case is for charged current
quasielastic (CCQE) interactions, where the final state can be characterized by a muon with transverse momentum
p⃗µ
T and a proton with transverse momentum p⃗ p

T . To extend to other hadronic final states, the proton’s momentum
is replaced with the momentum of the combined hadronic system. In this work, however, we assume a final state
containing only a muon and a proton. The kinematics of the two particle final state on the transverse plane can be
fully characterized by a magnitude δpT = |δp⃗T | = |p⃗µ

T + p⃗ p
T |, as well as two angles,

δϕT = cos−1
(−p⃗µ

T · p⃗ p
T

|p⃗µ
T ||p⃗ p

T |

)
, (1)

δαT = cos−1
(−p⃗µ

T · δp⃗T
|p⃗µ

T ||δp⃗T |

)
. (2)

The muon transverse momentum (p⃗µ
T ) is equal and opposite to the transverse component of the momentum transfer

to the nucleus (q⃗T ). The vector δp⃗T is the struck nucleon transverse momentum, and should be zero in the absence
of initial state nucleon transverse momentum and final state interactions. Any non-zero value of δp⃗T can therefore
be described as the missing transverse momentum (or rather, the negative thereof). Fermi motion inside the nucleus
produces non-zero values of δp⃗T for QE interactions, but values far above the Fermi momentum are usually due
to final state interactions. The variable δϕT corresponds to the angle between the transverse momentum transfer
vector and the final state proton momentum (p⃗ p

T ). These vectors would be aligned in the case of a free stationary
nucleon target and this angle would be zero. Small values of δϕT are produced by initial state motion, while larger
values are indicative to final state interactions. The angle δαT is defined between the transverse momentum transfer
vector (– p⃗µ

T ) and the transverse missing momentum vector (δp⃗T ). The angle is sensitive to final state interactions
but much less sensitive to initial state nucleon motion. In the absence of final state interactions, δαT does not have
a preferred orientation and yields a fairly flat distribution. A representation of the kinematic imbalance variables on
the transverse plane is shown in Fig. 1(a).
A more recent investigation identifies an alternative representation of the transverse missing momentum vector

using the projection components perpendicular and parallel to the momentum transfer [16] [see Fig. 1(b)], given by

δpT,x = (ẑ × p̂µT ) · δp⃗T , (3)

δpT,y = −p̂µT · δp⃗T . (4)

These are the components of δp⃗T perpendicular and parallel, respectively, to the transverse momentum transfer vector.

(a)

y

z x
ppTδϕT

qT

δpT

δαT

(b)

y

z x
δpTx

δpTy

δpT

FIG. 1. (a) Representation of the kinematic imbalance variables on the transverse plane and (b) alternative representation
using the projections parallel and perpendicular to the transverse momentum transfer vector. The finely dashed lines correspond
to the direction of the momentum transfer (blue) and the proton (orange). The z axis corresponds to the neutrino direction of
travel.

The interpretation of these variables on the transverse plane can be generalized to their three-dimensional equiva-
lents. To do this, the longitudinal components of the missing momentum and momentum transfer vectors are required,
and therefore an assumption of the incoming neutrino energy has to be made. An initial attempt to perform this
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generalization is reported in Ref. [20], which assumes that a neutrino interacts via a CCQE interaction with a bound
stationary neutron at rest inside a nucleus. This is then used to obtain an estimate for the neutrino energy and the
three components of the missing momentum vector, labeled p⃗n.
We present a slightly different formalism which relies on conservation of energy and momentum. For the notation

presented below, the speed of light c is assumed to be unity. For a massless neutrino, if the entire final state is visible,
then the total visible energy and the longitudinal momentum will be the same. If any missing momentum is carried
away by the residual nucleus, the kinetic energy of the residual nucleus can be assumed negligible, given its large
mass. The “calorimetric visible energy” is constructed as the primary neutrino energy estimator

Ecal = Eµ +Kp +B, (5)

where Eµ is the total muon energy, Kp is the proton kinetic energy, and B the argon binding energy set to 30.9
MeV [21].
The second estimator of the neutrino energy is the total momentum along the neutrino direction of travel. This

should be equal to the calorimetric energy if all final state particles have been observed. Therefore the difference
between the total longitudinal momentum and the calorimetric energy provides the longitudinal component of the
missing momentum,

pL = pµL + ppL − Ecal, (6)

where p
µ(p)
L is the longitudinal component of the muon (proton) momentum vector. This definition of pL is numerically

very close to that in Ref. [20], but it enables a generalization to other final states without having to make an assumption
about the underlying interaction.
The missing momentum vector p⃗n is obtained as the vector sum of the transverse missing momentum δp⃗T and the

longitudinal component pL. The definitions given here produce a vector that aligns with the initial struck neutron
momentum, consistent with the definitions used in previous work [20]. Assuming a neutrino traveling in the z direction
of a detector coordinate system, the momentum transfer q⃗ of the interaction is derived as the difference between the
inferred neutrino and the muon momentum vectors

q⃗ = Ecalẑ − p⃗µ. (7)

With these definitions, we generalize the transverse missing momentum variables to three dimensions [see Fig 2(a)]
to be

pn = |p⃗n| =
√
p2L + δp2T , (8)

ϕ3D = cos−1
(

q⃗ · p⃗ p

|q⃗ ||p⃗ p|

)
, (9)

α3D = cos−1
(

q⃗ · p⃗n
|q⃗ ||p⃗n|

)
. (10)

The vector p⃗n accounts for the missing momentum and is an estimate of the initial struck nucleon momentum; ϕ3D
is the opening angle between the total momentum transfer vector q⃗ and the proton momentum vector p⃗ p; and α3D
is the angle between the momentum transfer vector q⃗ and the missing momentum vector p⃗n. These variables are the
three-dimensional analogues to the ones on the transverse plane p⃗T , δαT , and δϕT .
Likewise, the alternative reprentation on the transverse plane can also be extended to three dimensions [Fig. 2(b)],

in the form

pn⊥,x = (q̂T × ẑ) · p⃗n, (11)

pn⊥,y = (q̂ × (q̂T × ẑ)) · p⃗n, (12)

pn⊥ =
√
(pn⊥,x)2 + (pn⊥,y)2 = |pn| sin(α3D), (13)

pn∥ = q̂ · p⃗n = |pn| cos(α3D). (14)
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(a)

y

z
x

pνpp
ϕ3D

q

pn
pµ

α3D

(b)

y

z
x

pν

pn⊥
q

pn
pn∥

FIG. 2. (a) Representation of the generalized kinematic imbalance variables and (b) alternative representation using the
projections parallel and perpendicular to the missing momentum vector. The z axis corresponds to the neutrino direction of
travel.

Here, pn∥ (pn⊥) is the component of the missing momentum vector parallel (perpendicular) to the momentum transfer
vector, pn⊥,x (pn⊥,y) is the component of pn⊥ in the neutrino-muon scattering plane (perpendicular to the neutrino-
muon scattering plane), q̂ is the unit vector aligned with q⃗, q̂T is the unit vector aligned with the transverse component
of q⃗, and ẑ is the unit vector aligned with the neutrino direction of travel (the z-axis).
These variables have been defined for a CCQE interaction with only a muon and a proton in the final state, however

this is easily extended to other final states by summing the hadron momenta, and adjusting the assumed binding
energy depending on the nucleon multiplicity.

III. GENERATOR COMPARISONS

To demonstrate the power of these novel variables, we use the CC1p0π signal definition included in Refs. [10, 11] with
several commonly-used neutrino interaction generators and model configurations, convoluted with the MicroBooNE νµ
flux prediction [13]. A number of simulation predictions used for comparison correspond to GENIEmodel configurations,
an event generator commonly used by Fermilab-based experiments. Our comparisons include an older GENIE version
which was extensively used in the past, as well as more modern GENIE tunes currently used by MicroBooNE [10, 11, 22].
Additionally, comparisons to alternative event generators used by other neutrino experiments, such as T2K, or in the
theory community, are included. Overflow (underflow) values are included in the last (first) bin. Table I lists a
summary of the abbreviations of the generators and configurations used in this analysis, which are presented in more
detail below.

TABLE I. Generators and configurations abbreviations used.

Name Generator / Configuration

Gv2 GENIE v2.12.10 [23, 24]
G18 GENIE v3.0.6 G18 10a 02 11a [25]
G18T G18 with tune [22]
G21 GENIE v3.2.0 G21 11b 00 000 [25]
GiBUU GiBUU 2021 [26]
NuWro NuWro v19.02.1 [27]
NEUT NEUT v5.4.0 [28]

The GENIE configurations used are:

• GENIE v2.12.10 (Gv2) [23, 24]: This version corresponds to a historical reference extensively used in cross
section analyses in the past and includes the Bodek-Ritchie Fermi Gas model, the Llewellyn Smith CCQE
scattering prescription [29], the empirical meson exchange current (MEC) model [30], a Rein-Sehgal resonance
(RES) and coherent (COH) scattering model [31], the Bodek-Yang deep inelastic scattering (DIS) model [32],
and a data driven FSI model denoted as “hA” [33].
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• GENIE v3.0.6 G18 10a 02 11a (G18) [25]: This more modern model configuration uses the local Fermi gas
(LFG) model [34], the Nieves CCQE scattering prescription [35] which includes Coulomb corrections for the
outgoing muon [36], and random phase approximation (RPA) corrections [37]. Additionally, it uses the Nieves
MEC model [38], the KLN-BS RES [39–42], Berger-Sehgal COH [43], and Bodek-Yang DIS [32] scattering
models, and the hA2018 FSI model [44].

• G18T [22]: Corresponds to the same G18 configuration with additional MicroBooNE-specific tuning.

• GENIE v3.2.0 G21 11b 00 000 (G21) [25]. This configuration includes the SuSAv2 prediction for the QE and
MEC scattering modes [45] and the hN2018 FSI model [46]. The modeling options for RES, DIS, and COH
interactions are the same as for G18.

The alternative event generator predictions are:

• GiBUU 2021 (GiBUU) [26]: Uses similar models to GENIE, but they are implemented in a coherent way by
solving the Boltzmann-Uehling-Uhlenbeck transport equation [26]. The modeling includes the LFG model [34], a
standard CCQE expression [47], an empirical MEC model, and a dedicated spin dependent resonance amplitude
calculation following the MAID analysis [26]. The DIS model is from PYTHIA [48]. GiBUU’s FSI treatment
propagates the hadrons through the residual nucleus in a nuclear potential consistent with the initial state.

• NuWro v19.02.1 (NuWro) [27]: Includes the LFG model [34], the Llewellyn Smith model for QE events [29],
the Nieves model for MEC events [49], the Adler-Rarita-Schwinger formalism to calculate the ∆ resonance
explicitly [42], the BS COH [43] scattering model, and an intranuclear cascade model for FSI [49].

• NEUT v5.4.0 (NEUT) [28]: Corresponds to the combination of the LFG model [34], the Nieves CCQE scattering
prescription [35], the Nieves MEC model [38], the BS RES [39–42] and BS COH [43] scattering models, and FSI
with medium corrections for pions [23, 24].

If the interacting neutrino scatters off a stationary neutron and all final state particles are observed, pn and
δpT become zero. Within the dense nuclear medium of a heavy nucleus like argon, these variables follow a broad
distribution due to the struck nucleon motion before the interaction, with a high missing momentum tail from non-
CCQE events. Figure 3 shows the pn distribution for interaction types using G18 and shows the corresponding
breakdown for δpT for the selected CC1p0π events. Both results illustrate a CCQE dominance that is driven by the
CC1p0π signal definition. The non-CCQE events in the pn distribution are concentrated at higher momentum values
than in the δpT distribution. Therefore, the missing momentum pn illustrates enhanced discrimination capabilities
between CCQE and non-CCQE events when compared to δpT , as already demonstrated in Ref. [20].
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FIG. 3. The flux-integrated single-differential cross section interaction breakdown as a function of (a) pn and (b) δpT for the
selected CC1p0π events. Colored lines show the results of theoretical cross section calculations using the G18 prediction for QE
(blue), MEC (red), RES (orange), and DIS (green) interactions.

To quantify this improved separation ability, we form signal acceptance-background rejection curves for both kine-
matic imbalance variables using G18, as shown in Fig. 4(a). Assuming events with a value of pn less than a given “cut
value” are retained, the fraction of true CCQE events accepted and the fraction of true non-CCQE events rejected
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can be calculated as a function of this cut value. An improved ability to isolate true CCQE events is observed for
pn compared to δpT , while rejecting a larger fraction of non-CCQE background events. The evolution of the product
between the signal acceptance and the background rejection denoted by “rejection × acceptance” as a function of the
cut value yields an optimal requirement at pn ≈ 0.3GeV/c and at δpT ≈ 0.2GeV/c [Fig. 4(b)]. The application of the
corresponding selection criteria results in a CCQE loss of 25.3% for pn and 29.7% for δpT . The looser requirement on
pn results in a slightly more pure CCQE sample (95% CCQE purity) with higher statistics compared to the equivalent
case with δpT (92% CCQE purity). The same behavior is observed across all event generators and is shown in the
Supplemental Material.

0 0.2 0.4 0.6 0.8 1
signal acceptance

0

0.2

0.4

0.6

0.8

1

ba
ck

gr
ou

nd
 re

je
ct

io
n

G18
T

pd
np

(a)

0 0.2 0.4 0.6 0.8
minimum requirement [GeV/c]

0

0.2

0.4

0.6

 a
cc

ep
ta

nc
e

·
re

je
ct

io
n 

G18
T

pd
np

(b)

FIG. 4. (a) Signal acceptance fraction vs background rejection fraction as a function of the minimum requirement on either the
missing momentum pn (orange) or the transverse missing momentum δpT (blue) for CC1p0π events using the G18 prediction.
(b) Evolution of the product between the signal acceptance and the background rejection denoted as “rejection × acceptance”
as a function of the minimum requirement.

If a neutrino scatters off a moving, but unbound, neutron, α3D becomes the angle of the struck nucleon direction
before the interaction relative to the momentum transfer vector. There is no directional preference since the nucleus
is at rest, so α3D follows an approximately sinusoidal curve due to the phase space for a randomly distributed three-
dimensional direction. However, final state interactions [46] in the nucleus introduce missing momentum, which
is transferred from the hadronic system to the residual nucleus, reducing the magnitude of p⃗ p and enhancing the
magnitude of the components transverse to q⃗. This effect enhances the contribution of events with higher values of
α3D. Like α3D, the angular orientation δαT has been shown to be sensitive to FSI effects [9]. The distribution of δαT

illustrates a transition from a uniform angular orientation in the absence of FSI to one that peaks close to 180◦ due
to the reduction of p⃗ p in the presence of FSI. Figure 5 shows the distribution of α3D and δαT for the G18 predictions
with and without FSI, illustrating the impact of FSI on the shapes. Figure 6 shows the simulation predictions using
several event generators for α3D and δαT . The Gv2 model predicts a significantly different shape that peaks at the
edges of the distribution. The GiBUU distribution is more sharply peaked in α3D than the other generators and shows
a larger discrepancy. All other event generators yield consistent predictions.
The third transverse kinematic imbalance variable, δϕT , has the benefit of not depending on the magnitude of the

particles’ momenta, but only their direction. Therefore, it is often more precisely measured. The other two variables
in the transverse plane rely on an accurate momentum reconstruction for the muon and the hadronic system. Unlike
δϕT , the definition of ϕ3D requires an estimation of the momentum transfer. Figure 7 shows the interactions using the
G18 prediction for ϕ3D with a turnover at low values. The corresponding δϕT distribution monotonically decreases at
higher values.
The ratios with and without FSI are shown in Fig. 8 for the stuck nucleon-missing momentum opening angles (δαT

or α3D) and the proton-missing momentum opening angles (δϕT or ϕ3D) using several event generator predictions.
Shape differences become more pronounced and yield a larger range of ratios when the GKI variables are used when
compared to the equivalent TKI results, indicating greater sensitivity to the details of FSI modeling.
The projection variables pn∥ and pn⊥ vary when studied using several generators. Like its transverse equivalent,

δpTy
[11, 16], pn∥ shows an asymmetric behavior due to the tendency for FSI to decelerate reinteracting hadrons

[Fig. 9(a)]. In addition, GiBUU exhibits an offset by 0.15GeV/c to smaller values, unlike any of the other event
generators where the peak is centered around 0GeV/c. The GiBUU interaction breakdown in Fig. 10(a) shows that
the shift is driven both by the QE and MEC contributions. In the absence of FSI, the QE offset is no longer present
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FIG. 5. Comparison of the flux-integrated single-differential cross section as a function of (a) α3D and (b) δαT with (solid)
and without (dashed) final state interaction effects using the G18 prediction for the selected CC1p0π events.
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FIG. 6. The flux-integrated single-differential cross section as a function of (a) α3D and (b) δαT for the selected CC1p0π
events. Colored lines show the results of cross section calculations using the G18 (solid black), Gv2 (blue), NEUT (dashed pink),
NuWro (red) and GiBUU (green) predictions.

and the asymmetric behavior is driven by the MEC contribution.
GiBUU shows a shift to higher values compared to the other generators for the pn⊥ (Fig. 9). The Gv2 distributions

are significantly different compared to the other more modern generators, especially at lower values. In this older
version, the hadronic and leptonic kinematics are generated independently which violates required correlations. This is
modified for QE interactions in more recent versions (such as G18), resulting in smooth distributions that are similar to
the other generators. The corresponding pn⊥,x and pn⊥,y distributions predict a much sharper peak around 0GeV/c
for Gv2 compared to the other generators (Fig. 11). The results without FSI are presented in the Supplemental
Material.
The two perpendicular projection variables, pn⊥,x and pn⊥,y, show some differences which naively might not be

expected. Due to the way these variables are defined, pn⊥,y is always perpendicular to the neutrino-muon scattering
plane, which contains the vector q⃗. As there is no directional preference for nuclear motion, this is symmetric.
Similarly, pn⊥,x is also perpendicular to q⃗, so naively it should also be symmetric. However, the variable is defined
in the scattering plane. In this case missing energy can lead to small differences between the estimated direction of
q⃗ and the true momentum transfer vector. This leads to a slightly wider distribution with a tail at negative pn⊥,x

values.
The sensitivity to nuclear effects of these variables becomes even more pronounced when performing double-

differential measurements. As mentioned earlier, the angle α3D is sensitive to FSI, with higher values of α3D
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FIG. 7. The flux-integrated single-differential cross section interactions as a function of (a) ϕ3D and (b) ϕT for the selected
CC1p0π events. Colored lines show the results of cross section calculations using the G18 prediction for QE (blue), MEC (red),
RES (orange), and DIS (green) predictions.
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FIG. 8. Ratios with and without FSI for G18, NEUT, and NuWro predictions as a function of (a) the struck nucleon-missing
momentum angle (δαT or α3D) and (b) the proton-missing momentum angle (δϕT or ϕ3D) for the selected CC1p0π events.

corresponding to events that primarily undergo FSI. The double-differential pn cross section illustrates significant
differences depending on whether FSI have been added or not (Fig. 12). For events with α3D < 45◦, FSI leads to a
significant reduction in the normalization of the peak, while the high missing momentum tail is largely unaffected.
Conversely, events with 135◦ < α3D < 180◦ yield a significantly enhanced high-pn tail when FSI are included. That
feature makes the high-α3D region ideal to study the impact of FSI effects. We can study the FSI impact on pn
by isolating two groups of events, those with α3D values > 135◦ and with α3D < 45◦. Figure 13(a) shows the QE-
dominated low-α3D region with a tail that vanishes at ≈ 0.5GeV/c. The primary cause of the high-pn tail in this
region is interactions that produce additional undetected particles, and therefore consist mainly of non-QE interac-
tions. Conversely, the high-α3D region shown in Fig. 13(b) illustrates a much wider tail that extends up to ≈ 1GeV/c.
This tail has a significant contribution from MEC and RES events, as well as a large population of events from QE
interactions that undergo FSI and therefore yield higher pn values.
A complementary way to group the selected events is by missing momentum (pn < 0.2GeV/c and pn > 0.4GeV/c).

The double-differential cross section in α3D yields a distribution that approximately follows the expected sine-curve
behavior when events with low missing momentum are used [Fig. 14(a)]. The same shape is observed when FSI are
turned off [Fig. 15(a)]. A different shape is observed in Fig. 14(b) for events with high missing momentum with a
pronounced peak at high α3D values, which is driven by QE events. On the other hand, MEC and RES events result in
a wider range of α3D angles and less peaked distributions, illustrating that the missing momentum has less directional
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FIG. 9. The flux-integrated single-differential cross section as a function of (a) pn ∥ and (b) pn⊥ for the selected CC1p0π
events. Colored lines show the results of cross section calculations using the G18 (solid black), Gv2 (blue), NEUT (dashed pink),
NuWro (red) and GiBUU (green) generators.
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FIG. 10. The flux-integrated single-differential cross section interaction breakdown as a function of pn∥ (a) with FSI and
(b) without FSI for the selected CC1p0π events. Colored lines show the results of cross section calculations using the GiBUU

prediction for QE (blue), MEC (red), RES (orange), and DIS (green) generators.

preference. Furthermore, the region where α3D < 90◦ is dominated by MEC events across all event generators due to
the missing momentum introduced by undetected particles. The prediction without FSI yields a smoother distribution
[Fig. 15(b)].

IV. MICROBOONE CROSS SECTION MEASUREMENT

To perform the first measurement of the cross section as a function of these variables, we use three years of data
collected by the MicroBooNE detector. MicroBooNE is an 85-tonne active mass liquid argon time projection chamber
in the Booster Neutrino Beam (BNB). The MicroBooNE detector is described in detail in Ref. [12]. We use the same
event selection and measurement strategy as used in Refs. [10, 11], and the same CC1p0π definition for the variables
of interest as described in Sec. II.
Data are processed by filtering noise and deconvolving the wire response to produce unipolar signals, which are

then fitted with Gaussian functions to produce hits. The Pandora multi-algorithm pattern recognition package [50]
is used to cluster hits, match them across wire planes, and construct tracks and showers. Topological and optical
information are used to identify and remove cosmic tracks. The remaining tracks and showers are grouped into
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FIG. 11. The flux-integrated single-differential cross section as a function of (a) pn⊥,x and (b) pn⊥,y for the selected CC1p0π
events. Colored lines show the results of cross section calculations using the G18 (solid black), Gv2 (blue), NEUT (dashed pink),
NuWro (red) and GiBUU (green) generators.
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FIG. 12. Comparison of the flux-integrated double-differential cross section as a function of pn for (a) α3D < 45◦ and (b)
135◦ < α3D < 180◦ with (solid) and without (dashed) final state interaction effects using the G18 prediction for the selected
CC1p0π events.

neutrino candidates. Events are selected by requiring a neutrino candidate with exactly two reconstructed tracks by
applying particle identification requirements based on dE/dx measurements to ensure the tracks are muon-like or
proton-like, respectively. More details on the selection can be found in Ref. [11].
Uncertainties related to the incident neutrino flux [13], interaction model [22], particle propagation [51], and detector

response [52] are assessed separately to produce a covariance matrix describing the uncertainty of the predicted event
rate. The binning is chosen to balance resolution and statistics. The Wiener-Singular Value Decomposition unfolding
technique [53] is used to transform both the data measurement and covariance matrix into a regularized phase space.
Each measurement is accompanied by an additional smearing matrix AC which performs the conversion from the true
to the regularized phase space. The AC matrix is included in the Supplemental Material and needs to be applied to
all theory predictions in order to compare to the data measurements.
The unfolded event rate has the predicted background subtracted. It is further divided by the integrated neutrino

flux and number of argon nuclei in the fiducial volume to report a differential cross section. In the results presented
below, the inner error bars on the cross sections correspond to the statistical uncertainties. The systematic uncertain-
ties are decomposed into shape- and normalization-related sources following the procedure outlined in Ref. [54]. The
cross-term uncertainties are incorporated in the normalization. The outer error bars on the reported cross sections
correspond to statistical and shape uncertainties added in quadrature. The normalization uncertainties are presented
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FIG. 13. The flux-integrated double-differential cross section interaction breakdown as a function of pn ∥ for (a) α3D < 45◦ and
(b) 135◦ < α3D < 180◦ for the selected CC1p0π events. Colored lines show the results of theoretical cross section calculations
using the G18 prediction for QE (blue), MEC (red), RES (orange), and DIS (green) interactions.
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FIG. 14. The flux-integrated double-differential cross sections as a function of α3D for (a) pn < 0.2GeV/c and (b) pn >
0.4GeV/c for the selected CC1p0π events. Colored lines show the results of cross section calculations using the G18 prediction
for QE (blue), MEC (red), RES (orange), and DIS (green) predictions.

as a band at the bottom of each plot. Overflow (underflow) values are included in the last (first) bin. The degrees of
freedom correspond to the number of bins. The χ2/ndf data comparison for each generator shown on all the figures
takes into account the total covariance matrix. More details on the systematic uncertainties and the cross-section
extraction technique can be found in Ref. [11].
Figures 16-18 show the single-differential cross sections as a function of the pn, α3D, and ϕ3D compared to several

predictions. We conclude that Gv2 is a poor description of the data and results in large χ2 values. Among the other
generator predictions, GiBUU provides the best description of the data in α3D. There is a spread in pn and ϕ3D
with G21 describing the data best. Unlike these variables, G21 shows a poor agreement with the data in α3D. G18T
illustrates a similar pattern as G21 with a better agreement in pn and ϕ3D and a worse performance in α3D.
The different projections of pn parallel and perpendicular to the momentum transfer are shown in Figs. 19 - 22.

Again Gv2 provides a poor description of the data, particularly in the case of pn⊥. The data show a large tail at
negative values of pn∥ as expected from the effects of FSI. The predictions in this region show large variation due to

the different ways of modeling FSI. Based on the χ2/ndf, GiBUU provides the best description of this data in most
variables. G18T provides the best performance in the case of p⊥ and p⊥,x. Conversely, there is a spread in performance
among the generators in the description of p⊥,y with G21 yielding the lowest χ2/ndf ratio.
As discussed in Sec. III, the sensitivity of the generalized kinematic imbalance variables can be further enhanced
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FIG. 15. The flux-integrated double-differential cross sections as a function of α3D for (a) pn < 0.2GeV/c and (b) pn >
0.4GeV/c with (solid) and without (dashed) final state interaction effects using the G18 prediction for the selected CC1p0π
events.
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FIG. 16. The flux-integrated single-differential cross sections as a function of pn with (a) generator and (b) GENIE configuration
predictions compared to data. Inner and outer error bars show the statistical and total (statistical and shape systematic)
uncertainty at the 1σ, or 68%, confidence level. The gray band shows the normalization systematic uncertainty. The numbers
in parentheses give the χ2/ndf calculation for each one of the predictions.

when performing multi-differential measurements. Following the approach outlined in Refs. [10, 11], we present
double-differential measurements as a function of pn and α3D.
FSI effects are minimal for the double-differential cross section of pn with α3D < 45◦ and, as expected, the tail of the

pn distribution is significantly suppressed (Fig. 23). The χ2/ndf is reasonably consistent across all event generators
apart from Gv2. This observation could be driven by the fact that the more modern CCQE models used by GENIE v3
and alternative event generators are very similar. This improved picture originates from the fairly well-understood
QE interaction channel that has been extensively investigated. Conversely, the region α3D > 135◦ (Fig. 24) contains
a large fraction of events that undergo FSI, leading to an enhanced high-pn tail, which is under-predicted by most
generators. Furthermore, GiBUU shows an offset to the right compared to other event generators and demonstrates
the best agreement with the data.
Figures 25 and 26 show the double-differential measurement in α3D for events with low and high values of pn,

respectively. For events with low missing momentum, the distribution is very symmetric and approximately follows
the sin(α3D) shape as expected. Final state interactions predominantly remove events from this region of phase space,
leading to normalization differences between generators, with the exception of Gv2 which illustrates a significantly
different behavior. Conversely, events with high missing momentum (Fig. 26) show a large asymmetry with strong
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FIG. 17. The flux-integrated single-differential cross sections as a function of α3D with (a) generator and (b) GENIE configura-
tion predictions compared to data. Inner and outer error bars show the statistical and total (statistical and shape systematic)
uncertainty at the 1σ, or 68%, confidence level. The gray band shows the normalization systematic uncertainty. The numbers
in parentheses give the χ2/ndf calculation for each one of the predictions.
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FIG. 18. The flux-integrated single-differential cross sections as a function of ϕ3D with (a) generator and (b) GENIE configuration
predictions compared to data. Inner and outer error bars show the statistical and total (statistical and shape systematic)
uncertainty at the 1σ, or 68%, confidence level. The gray band shows the normalization systematic uncertainty. The numbers
in parentheses give the χ2/ndf calculation for each one of the predictions.

enhancement in the FSI-driven region at high values of α3D. Apart from Gv2, all generator predictions show similar
shapes with some normalization differences. Gv2 predicts an enhanced tail at low values of α3D which does not appear
in the data. This low-α3D, high-pn region contains a large contribution (≥ 50%) from MEC according to generator
predictions. Most models provide a reasonable description of the data in this region.



15

0 0.2 0.4 0.6 0.8
  [GeV/c]np

0

10

20

30

40

50

60
G

eV
/c

 A
r

2
cm

 
-3

8
10

n
dp

sd
MicroBooNE Data
6.79e+20 POT

 Shape¯Stat 
Norm

NuWro (30.2/8)
GiBUU (20.6/8)
NEUT (20.3/8)
G18T (8.8/8)

(a)

0 0.2 0.4 0.6 0.8
  [GeV/c]np

0

10

20

30

40

50

60

G
eV

/c
 A

r
2

cm
 

-3
8

10
n

dp
sd

MicroBooNE Data
6.79e+20 POT

 Shape¯Stat 
Norm

Gv2 (206.1/8)
G18 (13.9/8)
G21 (10.4/8)
G18T (8.8/8)

(b)

FIG. 19. The flux-integrated single-differential cross sections as a function of pn⊥ with (a) generator and (b) GENIE configuration
predictions compared to data. Inner and outer error bars show the statistical and total (statistical and shape systematic)
uncertainty at the 1σ, or 68%, confidence level. The gray band shows the normalization systematic uncertainty. The numbers
in parentheses give the χ2/ndf calculation for each one of the predictions.
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FIG. 20. The flux-integrated single-differential cross sections as a function of pn⊥,x with (a) generator and (b) GENIE

configuration predictions compared to data. Inner and outer error bars show the statistical and total (statistical and shape
systematic) uncertainty at the 1σ, or 68%, confidence level. The gray band shows the normalization systematic uncertainty.
The numbers in parentheses give the χ2/ndf calculation for each one of the predictions.
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FIG. 21. The flux-integrated single-differential cross sections as a function of pn⊥,y with (a) Generator and (b) GENIE

configuration predictions compared to data. Inner and outer error bars show the statistical and total (statistical and shape
systematic) uncertainty at the 1σ, or 68%, confidence level. The gray band shows the normalization systematic uncertainty.
The numbers in parentheses give the χ2/ndf calculation for each one of the predictions.
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FIG. 22. The flux-integrated single-differential cross sections as a function of pn∥ with (a) Generator and (b) GENIE configura-
tion predictions compared to data. Inner and outer error bars show the statistical and total (statistical and shape systematic)
uncertainty at the 1σ, or 68%, confidence level. The gray band shows the normalization systematic uncertainty. The numbers
in parentheses give the χ2/ndf calculation for each one of the predictions.
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FIG. 23. The flux-integrated double-differential cross sections as a function of pn for α3D < 45◦ with (a) generator and
(b) GENIE configuration predictions compared to data. Inner and outer error bars show the statistical and total (statistical
and shape systematic) uncertainty at the 1σ, or 68%, confidence level. The gray band shows the normalization systematic
uncertainty. The numbers in parentheses give the χ2/ndf calculation for each one of the predictions.
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FIG. 24. The flux-integrated double-differential cross sections as a function of 135◦ < α3D < 180◦ with (a) Generator and
(b) GENIE configuration predictions compared to data. Inner and outer error bars show the statistical and total (statistical
and shape systematic) uncertainty at the 1σ, or 68%, confidence level. The gray band shows the normalization systematic
uncertainty. The numbers in parentheses give the χ2/ndf calculation for each one of the predictions.
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FIG. 25. The flux-integrated double-differential cross sections as a function of α3D for pn < 0.2GeV/c with (a) generator
and (b) GENIE configuration predictions compared to data. Inner and outer error bars show the statistical and total (statistical
and shape systematic) uncertainty at the 1σ, or 68%, confidence level. The gray band shows the normalization systematic
uncertainty. The numbers in parentheses give the χ2/ndf calculation for each one of the predictions.
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FIG. 26. The flux-integrated double-differential cross sections as a function of α3D for pn > 0.4GeV/c with (a) Generator
and (b) GENIE configuration predictions compared to data. Inner and outer error bars show the statistical and total (statistical
and shape systematic) uncertainty at the 1σ, or 68%, confidence level. The gray band shows the normalization systematic
uncertainty. The numbers in parentheses give the χ2/ndf calculation for each one of the predictions.

A simultaneous extraction of the double-differential results across all parts of the available phase-space is presented
in the Supplemental Material.

V. CONCLUSIONS

We report measurements of flux-integrated differential cross sections for event topologies with a single muon and a
single proton in the final state using the Booster Neutrino Beam at Fermi National Accelerator Laboratory. The data
are recorded with the MicroBooNE detector and studied for the first time in the form of single- and double-differential
cross sections in novel generalized kinematic imbalance variables that consider not only the transverse, but also the
longitudinal component of the missing momentum. These generalized kinematic imbalance variables show sensitivity
to nuclear effects, leading to some significant differences between generator predictions and data.
The GENIE v2.12.10 (Gv2) cross section predictions are systematically a poor fit to data with significant shape and

normalization differences across almost all variables of interest. This is in contrast to several recent measurements
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(e.g., [55–58]) where Gv2 and the more modern GENIE v3 predictions show similar shapes across many variables that
only depend on either the muon or the proton kinematics, whereas these kinematic imbalance variables also depend on
correlations between the leptonic and hadronic system. Gv2 is therefore no longer able to provide a good description
of the data.

GiBUU 2021 (GiBUU) is able to describe most distributions well, with the exception of ϕ3D, pn, and pn⊥. GiBUU
agrees particularly well in areas of phase space where final state interactions have a very large effect, for example pn
for events with α3D > 135◦, whereas all of the other generators show large disagreements in those regions of phase
space.

The GENIE v3.0.6 G18 10a 02 11a cross section predictions with the MicroBooNE-specific tuning (G18T), on the
other hand, fit the ϕ3D, pn, and pn⊥ data well. This contrasts with the GENIE v3.0.6 G18 10a 02 11a configuration
without additional tuning (G18) which shows a systematic deficit of ≈ 20%. The MicroBooNE-specific tuning modifies
the normalization of QE and MEC events, as well as the shape of MEC and RPA suppression, and none of the tuning
relied on data that included hadron kinematics. This difference indicates that the underlying physics models in G18
can describe the correlation between lepton and hadron kinematics, although the normalization of some components
need to be adjusted to better agree with data. However, in regions of phase space sensitive to FSI, this model does
not perform as well as GiBUU, and the tuning does not improve the agreement.

The GENIE v3.2.0 G21 11b 00 000 configuration (G21) serves as an example of a GENIE configuration that shows
good agreement with data in most variables without the need for additional tuning. NEUT produces similar agreement
as G21 across many distributions. However, NEUT provides a better description of the α3D data, though a worse
description of the pn data. In regions of phase space sensitive to FSI, both of these models provide poor agreement
with data. In most variables and parts of the phase space, NuWro results in χ2/ndf ratios fairly higher than unity.

The reported results provide precision data in new GKI variables that are more sensitive to nuclear effects for the
first time. This data could be used to benchmark and tune neutrino-nucleus interaction models, particularly the
modeling of final state interactions.
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Measurement of Nuclear Effects in neutrino-argon interactions using Generalised Kinematic
Imbalance Variables with the MicroBooNE Detector

(Dated: October 11, 2023)

I. DATA RELEASE

Overflow (underflow) values are included in the last (first) bin. The additional smearing matrix
AC should first be applied to the event distribution of an independent theoretical prediction when a
comparison is performed to the data reported, and then divided by the bin width. The AC matrices
are dimensionless. The double-differential cross sections include correlations between the phase-space
slices. The data release with the data results, the covariance matrices, and the additional smearing
matrices is included in the DataRelease.root file. Instructions on how to use the data release and
the description of the binning scheme are included in the README file.

Cross Section pn, All events

Bin # Low edge [GeV/c] High edge [GeV/c] Cross Section [10–38 c 2

(GeV/c) 40Ar
] Uncertainty [10–38 c 2

(GeV/c) 40Ar
]

1 0 0.07 6.4406 1.1679

2 0.07 0.14 21.314 2.2968

3 0.14 0.2 36.266 3.6505

4 0.2 0.3 27.206 2.6118

5 0.3 0.4 15.223 2.2399

6 0.4 0.47 12.758 2.6894

7 0.47 0.55 9.1936 2.3617

8 0.55 0.65 6.3845 1.4767

9 0.65 0.75 4.0277 0.99182

10 0.75 0.85 3.5047 1.0892

Cross Section α3D, All events

Bin # Low edge [deg] High edge [deg] Cross Section [10–38 c 2

(deg) 40Ar
] Uncertainty [10–38 c 2

(deg) 40Ar
]

1 0 25 0.0092428 0.0026782

2 25 50 0.028455 0.0037331

3 50 70 0.046157 0.0061733

4 70 90 0.064527 0.0091935

5 90 110 0.099771 0.011189

6 110 130 0.1413 0.014805

7 130 150 0.13613 0.015257

8 150 180 0.05499 0.0088809
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Cross Section φ3D, All events

Bin # Low edge [deg] High edge [deg] Cross Section [10–38 c 2

(deg) 40Ar
] Uncertainty [10–38 c 2

(deg) 40Ar
]

1 0 12.5 0.29579 0.029271

2 12.5 25 0.2562 0.023545

3 25 37.5 0.14256 0.016022

4 37.5 50 0.09325 0.014113

5 50 60 0.076748 0.013939

6 60 75 0.045579 0.0089236

7 75 90 0.030827 0.0066006

8 90 106 0.02087 0.0050552

9 106 126 0.012219 0.0034782

10 126 180 0.0037828 0.0011726

Cross Section pn⊥, All events

Bin # Low edge [GeV/c] High edge [GeV/c] Cross Section [10–38 c 2

(GeV/c) 40Ar
] Uncertainty [10–38 c 2

(GeV/c) 40Ar
]

1 0 0.07 18.062 2.6968

2 0.07 0.14 32.544 3.8819

3 0.14 0.2 36.013 4.2935

4 0.2 0.3 23.116 2.813

5 0.3 0.4 18.544 2.4476

6 0.4 0.47 11.629 2.0983

7 0.47 0.55 4.7832 1.4637

8 0.55 0.85 0.91941 0.34749
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Cross Section pn⊥,x, All events

Bin # Low edge [GeV/c] High edge [GeV/c] Cross Section [10–38 c 2

(GeV/c) 40Ar
] Uncertainty [10–38 c 2

(GeV/c) 40Ar
]

1 -0.55 -0.45 5.0018 1.0085

2 -0.45 -0.35 3.6489 0.7749

3 -0.35 -0.25 5.0634 1.047

4 -0.25 -0.15 11.465 1.4888

5 -0.15 -0.05 23.711 2.2797

6 -0.05 0.05 30.292 2.8632

7 0.05 0.15 20.399 2.1419

8 0.15 0.25 8.914 1.2885

9 0.25 0.35 3.112 0.7141

10 0.35 0.45 1.422 0.52351

11 0.45 0.55 0.96175 0.47493

Cross Section pn⊥,y, All events

Bin # Low edge [GeV/c] High edge [GeV/c] Cross Section [10–38 c 2

(GeV/c) 40Ar
] Uncertainty [10–38 c 2

(GeV/c) 40Ar
]

1 -0.55 -0.45 0.76402 0.47042

2 -0.45 -0.35 2.2345 0.69819

3 -0.35 -0.25 4.9074 0.9922

4 -0.25 -0.15 10.61 1.419

5 -0.15 -0.05 23.149 2.342

6 -0.05 0.05 32.125 3.2785

7 0.05 0.15 21.864 2.2828

8 0.15 0.25 10.255 1.4101

9 0.25 0.35 4.1982 0.84425

10 0.35 0.45 1.5029 0.52401

11 0.45 0.55 0.49323 0.36266
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Cross Section pn∥, All events

Bin # Low edge [GeV/c] High edge [GeV/c] Cross Section [10–38 c 2

(GeV/c) 40Ar
] Uncertainty [10–38 c 2

(GeV/c) 40Ar
]

1 -0.55 -0.45 7.3354 2.263

2 -0.45 -0.35 6.7636 1.4412

3 -0.35 -0.25 10.489 1.4262

4 -0.25 -0.15 17.696 1.7962

5 -0.15 -0.05 25.676 2.3889

6 -0.05 0.05 26.294 2.6477

7 0.05 0.15 14.997 1.5763

8 0.15 0.25 4.3977 0.81678

9 0.25 0.35 0.26795 0.41179

10 0.35 0.45 -0.22201 0.19504

Cross Section pn, α3D < 45o

Bin # Low edge [GeV/c] High edge [GeV/c] Cross Section [10–38 c 2

(GeV/c) 40Ar
] Uncertainty [10–38 c 2

(GeV/c) 40Ar
]

1 0 0.1 0.028159 0.0070451

2 0.1 0.2 0.09376 0.012414

3 0.2 0.3 0.04408 0.009544

4 0.3 0.4 0.015599 0.0058132

5 0.4 0.85 0.00083573 0.0008078

Cross Section pn, 135
o < α3D < 180o

Bin # Low edge [GeV/c] High edge [GeV/c] Cross Section [10–38 c 2

(GeV/c) 40Ar
] Uncertainty [10–38 c 2

(GeV/c) 40Ar
]

1 0 0.08 0.0167 0.011364

2 0.08 0.15 0.08459 0.016098

3 0.15 0.23 0.12713 0.019017

4 0.23 0.3 0.14042 0.02328

5 0.3 0.4 0.098465 0.017631

6 0.4 0.85 0.068701 0.014215
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Cross Section α3D, pn < 0.2GeV/c

Bin # Low edge [deg] High edge [deg] Cross Section [10–38 c 2

(deg) 40Ar
] Uncertainty [10–38 c 2

(deg) 40Ar
]

1 0 35 0.053491 0.0071818

2 35 70 0.12055 0.012314

3 70 92 0.20117 0.019441

4 92 114 0.21589 0.021971

5 114 136 0.19916 0.017257

6 136 158 0.11911 0.012186

7 158 180 0.044109 0.0072957

Cross Section α3D, pn > 0.4GeV/c

Bin # Low edge [deg] High edge [deg] Cross Section [10–38 c 2

(deg) 40Ar
] Uncertainty [10–38 c 2

(deg) 40Ar
]

1 0 35 0.00095038 0.00045408

2 35 70 0.0019962 0.0015217

3 70 90 0.01073 0.0044479

4 90 110 0.03376 0.0056656

5 110 130 0.070846 0.0076066

6 130 145 0.12594 0.014246

7 145 180 0.056519 0.0072774
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FIG. 1. (a) Signal acceptance fraction vs background rejection fraction as a function of the cut on the reconstructed missing
momentum pn (orange) and the transverse missing momentum δpT (blue) for CC1p0π events using the GiBUU prediction. (b)
Evolution of the product between the signal acceptance and the background rejection denoted as “rejection × acceptance” as
a function of the cut value.
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FIG. 2. (a) Signal acceptance fraction vs background rejection fraction as a function of the cut on the reconstructed missing
momentum pn (orange) and the transverse missing momentum δpT (blue) for CC1p0π events using the NuWro prediction. (b)
Evolution of the product between the signal acceptance and the background rejection denoted as “rejection × acceptance” as
a function of the cut value.
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II. ACCEPTANCE-REJECTION CURVES
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FIG. 3. (a) Signal acceptance fraction vs background rejection fraction as a function of the cut on the reconstructed missing
momentum pn (orange) and the transverse missing momentum δpT (blue) for CC1p0π events using the NEUT prediction. (b)
Evolution of the product between the signal acceptance and the background rejection denoted as “rejection × acceptance” as
a function of the cut value.

III. GENERALIZED AND TRANSVERSE KINEMATIC IMBALANCE CROSS SECTIONS WITHOUT
FSI

Both the GKI and the TKI variables are presented below in the absence of FSI effects.
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FIG. 4. The flux-integrated single-differential cross section interaction breakdown as a function of (left) pn and (right) δpT.
Colored lines show the results of theoretical cross section calculations using the G18 prediction without FSI for QE (blue), MEC
(red), RES (orange), and DIS (green) interactions.
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FIG. 5. The flux-integrated single-differential cross section interaction breakdown as a function of (left) α3D and (right) δαT.
Colored lines show the results of theoretical cross section calculations using the G18 prediction without FSI for QE (blue), MEC
(red), RES (orange), and DIS (green) interactions.

0 20 40 60 80 100 120 140 160 180
 [deg]

3D
f

0

0.1

0.2

0.3

0.4

0.5

de
g 

A
r

2
cm

 
-3

8
10

 
3Dfd
sd

Total QE MEC RES DIS

G18      

(a)

0 20 40 60 80 100 120 140 160 180
 [deg]

T
fd

0

0.1

0.2

0.3

0.4

0.5

de
g 

A
r

2
cm

 
-3

8
10

 Tfdd
sd

Total QE MEC RES DIS

G18      

(b)

FIG. 6. The flux-integrated single-differential cross section interaction breakdown as a function of (left) φ3D and (right) δφT.
Colored lines show the results of theoretical cross section calculations using the G18 prediction without FSI for QE (blue), MEC
(red), RES (orange), and DIS (green) interactions.
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FIG. 7. The flux-integrated single-differential cross section interaction breakdown as a function of (left) pn,⊥x and (right) pT,x.
Colored lines show the results of theoretical cross section calculations using the G18 prediction without FSI for QE (blue), MEC
(red), RES (orange), and DIS (green) interactions.

0.4- 0.2- 0 0.2 0.4
  [GeV/c] ,ynp

0

10

20

30

40

(G
eV

/c
) A

r
2

cm
 

-3
8

10
 ,y

n
dp

sd

Total QE MEC RES DIS

G18      

(a)

0.6- 0.4- 0.2- 0 0.2 0.4
 [GeV/c]

T,y
pd

0

10

20

30

40

(G
eV

/c
) A

r
2

cm
 

-3
8

10
 

T,
y

pdd
sd

Total QE MEC RES DIS

G18      

(b)

FIG. 8. The flux-integrated single-differential cross section interaction breakdown as a function of (left) pn,⊥y and (right) pT,y.
Colored lines show the results of theoretical cross section calculations using the G18 prediction without FSI for QE (blue), MEC
(red), RES (orange), and DIS (green) interactions.
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IV. TWO-DIMENSIONAL SIMULTANEOUS CROSS SECTION E TRACTION
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FIG. 9. The flux-integrated double-differential cross sections as a function of the pn bin number. (Left) Generator and (right)
GENIE configuration predictions are compared to data. Inner and outer error bars show the statistical and total (statistical
and shape systematic) uncertainty at the 1σ, or 68%, confidence level. The gray band shows the normalization systematic

uncertainty. The numbers in parentheses show the χ2/ndf calculation for each one of the predictions.
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FIG. 10. The flux-integrated double-differential cross sections as a function of the δα3D bin number. (Left) Generator
and (right) GENIE configuration predictions are compared to data. Inner and outer error bars show the statistical and total
(statistical and shape systematic) uncertainty at the 1σ, or 68%, confidence level. The gray band shows the normalization

systematic uncertainty. The numbers in parentheses show the χ2/ndf calculation for each one of the predictions.




