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ABSTRACT

Redshift measurements, primarily obtained from host galaxies, are essential for inferring cosmological

parameters from type Ia supernovae (SNe Ia). Matching SNe to host galaxies using images is non-
trivial, resulting in a subset of SNe with mismatched hosts and thus incorrect redshifts. We evaluate the
host galaxy mismatch rate and resulting biases on cosmological parameters from simulations modeled
after the Dark Energy Survey 5-Year (DES-SN5YR) photometric sample. For both DES-SN5YR data

and simulations, we employ the directional light radius method for host galaxy matching. In our SN Ia
simulations, we find that 1.7% of SNe are matched to the wrong host galaxy, with redshift difference
between the true and matched host of up to 0.6. Using our analysis pipeline, we determine the shift

in the dark energy equation of state parameter (∆w) due to including SNe with incorrect host galaxy
matches. For SN Ia-only simulations, we find ∆w = 0.0013± 0.0026 with constraints from the cosmic
microwave background (CMB). Including core-collapse SNe and peculiar SNe Ia in the simulation, we

find that ∆w ranges from 0.0009 to 0.0032 depending on the photometric classifier used. This bias is
an order of magnitude smaller than the expected total uncertainty on w from the DES-SN5YR sample
of ∼ 0.03. We conclude that the bias on w from host galaxy mismatch is much smaller than the
uncertainties expected from the DES-SN5YR sample, but we encourage further studies to reduce this

bias through better host-matching algorithms or selection cuts.

1. INTRODUCTION

Type Ia supernovae (SNe Ia) enabled the discovery of

accelerating cosmic expansion (Perlmutter et al. 1999;
Riess et al. 1998) and have since been an important
probe of the dark energy thought to cause it. To con-
strain cosmology, each SN Ia must have an accurate es-
timate of cosmological redshift as well as physical dis-
tance. Distance estimates are obtained from the stan-
dardized luminosities of SNe Ia, earning them the title
of standardizable candles, but redshift is difficult to de-
termine without spectroscopy. The depth of modern
photometric surveys has resulted in orders of magni-

tude more photometrically observed SNe than can be
followed up spectroscopically. Thus, the vast majority
of SNe Ia used for estimation of cosmological param-
eters are assigned the redshift of their matched host

galaxies. Moreover, galaxy redshifts are more precise
than redshifts measured from SN spectroscopy due to

the broadened features and phase-dependent nature of
SN spectra.
This work investigates the impact of mismatched host

galaxies and the resulting incorrect SN redshifts on the
measurement of cosmological parameters. Using im-
ages alone, host galaxy matching is a nontrivial prob-
lem when there are multiple galaxies near the SN loca-
tion. Two-dimensional images have little distance infor-
mation, and galaxies in a crowded field can be difficult
to disentangle without distance measurements to each.

In addition, the large scale structure of the universe dic-
tates that many galaxies occur in pairs, groups, or clus-
ters, making it difficult to determine which galaxy is the
host. Finally, some “hostless” SNe explode in extremely
faint or distant galaxies that fall below the threshold



3

of detection, even in the deep coadded images created
for this work described in Section 3.2. These SNe could
be incorrectly matched to brighter, nearby galaxies that
are close in projected distance and thus assigned an in-
correct redshift. Figure 1 illustrates a challenging ex-
ample of host galaxy matching, where the larger and
more likely host galaxy is further in terms of SN-galaxy
separation than the smaller galaxy on the right.
Though automated methods for host galaxy match-

ing have been in use since the SuperNova Legacy Sur-
vey (SNLS) analysis (Sullivan et al. 2006, S06), accu-
rate characterization of systematic uncertainties such as
the effect of mismatched host galaxies has become more
pressing with the advent of wider and deeper SN sur-
veys. Future surveys such as the Legacy Survey of Space
and Time (LSST) at the Vera Rubin Observatory will
observe hundreds of thousands more SNe in the coming
decade (LSST Science Collaboration et al. 2009), further
shrinking statistical uncertainties and necessitating ac-

curate measurements of systematic uncertainties. This
work represents the first thorough exploration of system-
atics related to the host galaxy mismatch problem and
its effect on cosmological parameter estimates as part of

an ongoing cosmology analysis.
A commonly used method for matching SNe with

a host galaxy is the directional light radius (DLR)

method, initially developed to characterize host proper-
ties for the SNLS survey by S06 and tested extensively
on simulations by Gupta et al. (2016). More details

about the DLR method can be found in Section 2.1. Re-
cently, Popovic et al. (2020, P20) performed the first ret-
rospective estimate of cosmological biases resulting from
host galaxy mismatches by applying the DLR method on

simulations based on SDSS data. P20 found a mismatch
rate of 0.6% with a resulting bias on w of ∆w = 0.0007.
In this work, we focus on understanding the cosmo-

logical biases arising from host galaxy mismatch using
the DLR method on the full Dark Energy Survey 5-
Year photometric SNe Ia sample (DES-SN5YR; Vin-
cenzi et al. 2021; Möller et al. 2022). Section 2 details the
DLR host matching algorithm and an overview of our
analysis strategy. Section 3 describes the DES-SN5YR
data sample along with the host galaxy catalog used in
this analysis. Section 4 reviews the simulations used to
model the host mismatch rate and characterize its effects
on the cosmological parameters, and Section 5 describes

the methods and results used to ensure consistency be-
tween the DES-SN5YR data and our simulations. Sec-
tion 6 reviews the framework used for cosmological pa-
rameter estimation in this work, and Section 7 describes
the cosmological biases resulting from host galaxy mis-
match.

Figure 1. An illustration adapted from Gupta et al. (2016)
showing an example of a challenging host galaxy matching
problem. The supernova (labeled “SN”) is closer in angular
separation (red arrows) to the smaller galaxy on the right,
but it is closer to the edge of the larger galaxy on the left.
The directional light radius (DLR) of each galaxy is shown
in the blue arrows. According to the DLR method, the most
likely host galaxy is the one with minimal dDLR value, or
ratio of the angular separation to the DLR, which would
correctly identify the larger galaxy on the left as the more
likely host.

2. HOST GALAXY MATCHING

2.1. The DLR Method

The directional light radius (DLR) method for host
galaxy matching, developed in S06, involves computing

a dimensionless distance (dDLR) for each potential host
galaxy measured between the SN position and the cen-
troid of the galaxy normalized by the galaxy size in the

direction of the SN. Explicitly, dDLR is defined as

dDLR =
∆θ

DLR
(1)

where ∆θ is the angular separation (arcsec) between the
galaxy centroid and the SN, and DLR (arcsec) is the ra-
dius of the galaxy in the direction of the SN. We require
all galaxies in our catalog (see Section 3.2) to be well
modeled by ellipses parameterized by a semi-major axis
a, a semi-minor axis b, and a position angle ϕ, which is
defined relative to the positive RA axis. Thus, the DLR
value for each SN-galaxy pair is computed as follows:

DLR =
ab√

(a sinϕ)2 + (b cosϕ)2
. (2)

For our DLR calculations, the values for the a, b, ϕ
parameters are the A IMAGE, B IMAGE (converted into
arcsec), and THETA IMAGE parameters output by Source
Extractor (Bertin 2011, sextractor). The galaxy with

the lowest dDLR value is chosen as the host galaxy.
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2.2. Analysis Overview

We quantify the cosmological biases resulting from
host galaxy mismatch by generating two sets of simu-
lated SNe, one with and one without host galaxy mis-
matches, and comparing the fitted cosmological param-
eters. Details about the DES data can be found in Sec-
tion 3 and the simulations are described in Section 4.
To ensure that our results from simulations are appli-

cable to real DES data, we show consistency between
simulations and data across relevant parameter distri-
butions, following Popovic et al. (2020):

• angular SN-galaxy separation (∆θ),

• directional light radius (DLR),

• the DLR-normalized SN-galaxy separation,
dDLR = ∆θ

DLR

• r-band host galaxy magnitude (mr,gal),

• the ratio between smallest and second small-
est dDLR values, rDLR =

dDLR,HOSTGAL1

dDLR,HOSTGAL2
, where

dDLR,HOSTGAL{i} is the ith smallest dDLR value,
i.e. the dDLR value of the ith most likely host

galaxy.

Further description of these parameters and the results

of our consistency checks can be found in Section 5.
Host matching is performed on one set of simulated
SNe to model mismatches as well as the DES-SN5YR

data with the DLR method using the catalog of galaxies
generated from deep DES imaging stacks, as described
in Section 3.2. Finally, we estimate biases by compar-
ing the fitted cosmological parameters from simulations

with matched hosts and an identical set of simulations
with true hosts, i.e. those assigned by the simulation.

3. DATA AND HOST GALAXY CATALOG

3.1. Dark Energy Survey 5-Year Photometric Sample

DES is an optical imaging survey designed to deliver
precision cosmological results and constraints on dark
energy by combining the probing power of weak gravita-
tional lensing, baryon acoustic oscillations, galaxy clus-
ters, and SNe Ia (Abbott et al. 2019). DES imaged
5000 deg2 of the southern sky for 6 years using the Dark
Energy Camera (Flaugher et al. 2015) mounted on the
4m Blanco Telescope at the Cerro Tololo Inter-American

Observatory. The time-domain survey component of the
DES survey strategy covers a smaller area on the sky (10
supernova fields covering 27 deg2), but exposures were
repeated approximately weekly over the course of the
survey. Eight of the ten fields were surveyed to a depth

of ∼ 23.5 mag per visit (‘shallow fields’), and the re-
maining two to a deeper limit of ∼ 24.5 mag per visit
(‘deep fields’), thus extending the SN detection limit to
z ∼ 1.2. Transient identification from images was per-
formed using difference imaging (DiffImg; Kessler et al.
2015, hereafter K15). Spectroscopic follow-up of SN Ia
candidates as well as their host galaxies was performed
as described in Smith et al. (2020); Lidman et al. (2020).

3.2. Host Galaxy Catalog

To ensure sufficient depth and density of potential
host galaxies as well as consistency between the galaxy
catalogs used for real data matching and simulation, we
produce a deep galaxy catalog by coadding DES im-
ages, identifying sources, and estimating photometric
redshifts and galaxy parameters for each source.
The coadd procedure is similar to those described in

Wiseman et al. (2020) with several updates. First, we
apply stricter selection requirements (cuts) on the qual-
ity of the single-epoch images. Images with effective ex-

posure time ratio 1 τeff ≤ 0.3 and those with point spread
function full width at half maximum (PSF FWHM)
≥ 1.3′′, 1.2′′, 1.1′′, 1.0′′ in griz, respectively, are excluded
to ensure higher quality images across the focal plane

and to mitigate source confusion. Second, each image is
scaled to a common zeropoint using the same framework
adopted in DiffImg (see K15). Third, rather than ex-

cluding images from the season in which the supernova
candidate was discovered, we instead use all images from
the 5-year survey and perform a median coaddition with

swarp (Bertin 2011). Although median coaddition is not
statistically optimal, it loses only ∼ 0.1 mag in depth
compared to other weighted average methods and is a
more robust way to exclude light from transients and im-

age artifacts when adding hundreds of images. Finally,
we determine the PSF model of the coadded images with
psfex (Bertin 2011) using our tertiary standard stars.
The PSFs are used by sextractor (Bertin 2011) to fit
for the true (unblurred) Sérsic profiles and derive their
parameters, which are necessary for the placement of
simulated SNe in their host galaxies.
Sources from all 10 DES SN fields are identified us-

ing sextractor. Magnitudes are corrected for Milky
Way dust using E(B − V ) values from Schlegel et al.

(1998) and extinction coefficients for DECam filters from
Schlafly & Finkbeiner (2011) and assuming RV = 3.1.

1 τeff =
(

FWHMfid

FWHM

)2(Bfid

B

)
Ftrans, where FWHM and

FWHMfid are the measured and fiducial PSF full width half
max, respectively; B and Bfid are the measured and fiducial sky
background; Ftrans is the atmospheric transmission relative to a
nearly clear night. See Morganson et al. (2018) for details.
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Figure 2. i-band MAG MODEL magnitude distribution of all
galaxies in our deep DES galaxy catalog with a spectroscopic
or photometric redshift estimate. The catalog cuts off at i ∼
26 because photometric redshifts are unavailable for galaxies
fainter than i = 25.5 mag.

These coefficients are A/E(B−V ) = 3.237, 2.176, 1.595,
and 1.217 in DECam griz, respectively.
The galaxies were matched to a spectroscopic red-

shift catalog compiled from multiple surveys including

OzDES (Lidman et al. 2020), SDSS (Sako et al. 2008),
6dF (Jones et al. 2004), ATLAS (Cappellari et al. 2011),
GAMA (Driver et al. 2009), VVDS (Le Fèvre, O. et al.

2005), VIPERS (Guzzo et al. 2014), ACES (Cooper
et al. 2012), DEEP2 (Newman et al. 2013), 2dFGRS
(Colless et al. 2001), UDS/VANDELS (McLure et al.
2018), and PRIMUS (Coil et al. 2011). Among the 7.8

million galaxies, a total of 124,824 have secure spectro-
scopic redshifts. Although we require a spectroscopic
redshift for the DES data, the simulation needs a com-

plete galaxy catalog to accurately model mis-matches.
We therefore use photometric redshifts when spectro-
scopic redshifts are not available.
For the vast majority of galaxies without a spectro-

scopic redshift, we estimate photometric redshifts of
galaxies that are brighter than i = 25.5 mag using the
method described in Section 3.2.1. Sources fainter than

this limit do not have reliable photo-z estimates and are
not included in the galaxy catalog. Figure 2 shows the
magnitude distributions of the remaining sources.

3.2.1. Host Galaxy Photometric Redshifts

Host galaxy photometric redshift estimation is per-
formed independently for the deep and shallow SN fields,
consisting of two and eight fields, respectively, as de-
scribed in Section 3.2. For each galaxy in each field,

we have a set of griz photometric flux measurements
and their corresponding uncertainties. Using this data,
we train a Self-Organizing Map (SOM) to characterize
and discretize the photometric space of host galaxies,

using the SOM algorithm described in the Appendix of
Sánchez et al. (2020). This SOM algorithm uses un-
supervised learning to project the 4-dimensional photo-
metric data (griz) onto a lower-dimensional grid, in our
case a 2-dimensional grid, while attempting to preserve
the topology of the 4-dimensional space. This means
that similar objects in the 4-D space will be grouped
together in the SOM, enabling a visual understanding
of features.
The particular SOM algorithm used in this work dif-

fers from the SOM algorithm used in previous DES anal-
yses (such as Myles et al. 2021; Giannini et al. 2022) in
order to improve the classification of galaxies with low-
and modest-S/N photometry, which is relevant given the
faint nature of many SN host galaxies. First, we alter
the distance metric used by the SOM algorithm to in-
corporate flux uncertainties. Next, we include flux infor-
mation, not just colors, and we do not impose periodic
boundary conditions on the map. For the application in
this work, we build a SOM of size 22 × 22, with a total

of 484 cells. These alterations are described in detail in
Sánchez et al. (2020).
After the SOM is constructed, we use the subset of

SN host galaxies with spectroscopic redshifts to popu-
late the SOM and compute the redshift distribution of
each SOM cell. The spectroscopic subset for deep SN
fields has a total of 45,937 galaxies, while the one for

shallow SN fields has a total of 78,887 galaxies. Once
we populate the SOMs with redshift information, we as-
sign to each galaxy the redshift distribution of the cell

it is assigned to. Even if these spectrosopic subsets pro-
vide a good coverage of the corresponding photometric
spaces, some SOM cells do not contain redshift infor-

mation and therefore we do not estimate redshifts for
galaxies in them. This is the case for 3.9% of galaxies in
the deep SN fields, and 6.7% of galaxies in the shallow
SN fields.

To validate this procedure, we split the spectroscopic
samples into separate training and validation samples,
with a random 90% of galaxies going into training and
the remaining 10% into validation. Next, we compare
the estimated and spectroscopic redshifts for galaxies
in the validation sample to assess the quality of the
reconstruction. For this purpose, and to enable com-

parisons with previous DES estimates, we use photo-z
metrics from Sánchez et al. (2014). We construct the
∆z ≡ zphot − zspec distribution, and we compute two
different metrics:

1. We estimate the photo-z precision by calculating
the 68-percentile width σ68 of the ∆z distribu-
tion around its median value. This estimator, σ68,
measures the width of the core of the ∆z distri-



6

bution. In particular, it is defined as half of the
width of the distribution, measured with respect
to the median, where 68% of the data are enclosed.

2. We estimate the fraction of photo-z outliers by
calculating the fraction of objects with 3σ devia-
tions in ∆z, out3σ ≡ |∆z| > 3σz, where σz is the
standard deviation of the ∆z distribution.

For the photo-z estimation procedure described above,
we find σ68 = 0.124 and out3σ = 0.017 for the deep
SN fields, and σ68 = 0.124 and out3σ = 0.015 for the
shallow SN fields. For the wide-field DES survey, the
photo-z requirements set prior to the start of the sur-
vey specified σ68 < 0.12 and out3σ < 0.015 for 90% of
the sample of galaxies. The values we find are slightly
above these requirements, but it is important to point
out that galaxy samples from the SN fields reach signifi-
cantly fainter magnitudes than wide-field DES galaxies,
and hence it is more difficult to satisfy the wide-field

requirements. However, the SOM model is constructed
such that it is primarily sensitive to color, and the color-
redshift relation should be agnostic to galaxy bright-

ness. In addition, the numbers we find are similar to
those reported by several photo-z codes in Sánchez et al.
(2014), demonstrating the comparable performance of
our method when applied to fainter galaxies.

3.2.2. Profile Fitting

Both the measured profile, which was used to calcu-
late DLR values and described in Section 2.1, and the
intrinsic galaxy light profile are used in this work.

The intrinsic light profile is used to determine the loca-
tion of each simulated SN within its assigned host galaxy
(see Section 4.1.2). To calculate the intrinsic light pro-
file, each galaxy in the catalog is fit with a Sérsic profile

(Sérsic 1963) that describes the variation of galaxy in-
tensity I with radius R:

I(R) = Ie exp
{
−bn

[( R

Re

)1/n

− 1
]}

(3)

Ie is the galaxy intensity at the half-light radius Re, n is
the Sérsic index describing the cuspiness of the profile,
and bn is a known function of n. The fitting was per-
formed by sextractor, which fits for Re as well as ad-
ditional parameters theta and aspect, which describe
the angle relative to the positive RA axis and the el-
lipticity of the galaxy, respectively. These additional
parameters enable us to model each galaxy as an el-

lipse and determine its semimajor and semiminor axes,
which we denote a, b. These quantites are calculated
withRe =

√
ab, aspect = a

b . The fitted Sérsic half-light

radii were scaled by a factor of 0.8 to obtain better data-
simulation agreement (see Section 5.2 for details on the

Table 1. Cuts applied to the host galaxy library and result-
ing galaxy counts.

Cut Requirement Galaxies Remaining

Full catalog 8,401,139

Removed duplicate galaxies 7,860,305

Has photo-z or spec-z 5,118,585

Has CIGALE galaxy parameter fit 5,108,812

5 < log(M⋆/M⊙) < 14 4,938,372

Has reasonable Sérsic fit 4,221,001

Final 4,221,001

data-simulation matching procedure and Section 7.3.3
for comparisons with and without this scaling factor).
This is notably the same scaling factor found to best
match the DES3YR data when comparing distributions
of host galaxy surface brightness at the SN position (see

Figure 6 of Kessler et al. 2019).

3.2.3. Catalog Cuts and Parameter Fitting

Several selection criteria are applied to select
sextractor sources that balance the trade-off between
preserving realistic catalog depth/density, and main-

taining the quality of the galaxy photometry. The list
of cuts as well as the number of galaxies remaining after
each is shown in Table 1.

First, duplicate observations of galaxies are removed,
prioritizing deep field observations when possible. The
duplication is due to the slight overlap of certain DES
SN fields, causing galaxies in the overlapping regions

to appear in multiple coadded images. Next, galaxies
without a spectroscopic redshift determination or pho-
tometric redshift estimate are removed, because simu-

lated SNe cannot be associated with such galaxies. As
stated in Section 3.2, galaxies fainter than i = 25.5 mag
do not have reliable photometric redshift estimates and
are removed. In addition to the i = 25.5 mag cut, 3.9%
of galaxies in the deep SN fields and 6.7% of galaxies
in the shallow SN fields were not successfully assigned a
redshift estimate by the SOM and are removed as well.
Certain galaxy properties are known to be correlated

with SN Ia rate (S06; Mannucci et al. 2005; Graur et al.
2017; Wiseman et al. 2021), and we use these known
correlations to assign suitable host galaxies in the simu-
lation. We estimate the total stellar mass (M⋆) and the
star formation rate (SFR) for galaxies in our catalog us-
ing CIGALE (Boquien et al. 2019). CIGALE uses grid

search to find the best-fit (lowest-χ2) combination of
user-specified model parameters given galaxy photom-
etry and redshift estimates. For the galaxy parameter
fits, we assume a delayed star formation history, where
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Table 2. Summary of host galaxy matching for the DES Y5
sample.

Number of SNe Percent of Total

Total sample size 2,186 100%

Has ≥ 1 host match 2,047 94%

Has ≥ 2 host matches 126 6%

SFR is defined by

SFR(t) ∝ t

τ2
exp(−t/τ ), 0 ≤ t ≤ t0 (4)

with t0 the age of the onset of star formation and τ the
time at which the SFR peaks. The bc03 (Bruzual &
Charlot 2003) library of single stellar populations with
a Salpeter initial mass function is used to compute the
intrinsic stellar spectrum. Attenuation from dust and
other sources is parameterized by the Calzetti et al.

(2000) starburst attenuation curve extended with the
Leitherer et al. (2002) curve. Nebular emission is mod-
eled by templates from Inoue (2011). We remove a small
subset of galaxies with poorly constrained CIGALE pa-

rameter fits by restricting our library to galaxies with
5 < log(M⋆/M⊙) < 14.
We found by manual inspection that in some cases,

such as very diffuse galaxies with low Sérsic index,
the Sérsic profile fit fails catastrophically and produces
greatly exaggerated estimates of Re. This will result in
SNe placed very far from the galaxy center in simula-

tions, potentially creating a clear mismatch with SN-
galaxy separations measured from the DES data. To re-
move galaxies with these pathological fits, we calculate

ellipse areas from sextractor parameters (Asextractor =
A IMAGE ∗ B IMAGE) as well as from Sérsic ellipse param-
eters (ASérsic = ab). We select galaxies with a “reason-

able” Sérsic fit, which we define to be Asextractor

ASérsic
≥ 0.25.

3.3. DES Data Host Matching

Host galaxy matching for the DES Y5 sample is per-
formed using the DLR method with the host galaxy cat-
alog described in Section 3.2. dDLR values are computed
for all galaxies in the catalog within 15′′of the SN po-
sition. Galaxies with dDLR > 4 are discarded, follow-
ing the SDSS convention (Sako et al. 2018), and those
with lowest and second lowest dDLR values are identi-
fied as the most likely and next most likely host match
(HOSTGAL1 and HOSTGAL2). If fewer than two galaxies
have dDLR ≤ 4, those SNe are considered to be missing

a host match or (if one galaxy has dDLR ≤ 4) missing
a second host match. Summary statistics for the DES
data with host matches is shown in Table 2.
Ideally, matching should be done with the full catalog,

including galaxies without a known redshift. This would

allow for us to remove SNe hosted by galaxies without
known redshifts, rather than match them incorrectly to
a galaxy with known redshift. However, we find that
∼ 98% of DES SNe have the same host match when
matched with the full catalog, and those that do not
mostly become “hostless” when the cuts are employed.
Thus, we conclude that matching with the cut catalog
is a valid method, as these SNe are ineligible for the
analysis regardless of the cuts.

4. SIMULATIONS AND EVENT SELECTION

4.1. Simulations

All simulations for this work are produced with the
SuperNova ANAlysis (SNANA) software (Kessler et al.
2009). The SNANA simulation starts with a SN spectral
template and generates survey-specific photometry un-

der realistic observing conditions by utilizing a cadence
library containing zero points, sky noise, and PSF in-
formation for each telescope pointing on each observing
night.

We note that overlaying simulated SNe on actual
galaxy images is the ideal method of performing a host
matching analysis; however, it would be very compu-

tationally expensive to run the volume of simulations
needed to develop and constrain the host mismatch sys-
tematic. For improved computational efficiency, we use
the catalog-level simulation from SNANA.

4.1.1. SN Models

SN Ia simulations for this work are created using the

SALT2 model (Guy et al. 2007) with training param-
eters determined from the Joint Lightcurve Analysis
(JLA, Betoule et al. 2014). The SALT2 model defines

several restframe parameters for SN lightcurves: the
time of SN peak brightness t0, a stretch-like parameter
x1, a color parameter c and the lightcurve normaliza-
tion parameter x0. Nuisance parameters α, β are deter-

mined according to Scolnic & Kessler (2016), while the
color (c) and stretch (x1) populations follow Popovic
et al. (2021). The SNe Ia are simulated with a redshift-
dependent volumetric rate, using measured rates from
Dilday et al. (2010) and Perrett et al. (2012) and recom-
puted by Frohmaier et al. (2018). To model empirically
measured Hubble scatter after the SN Ia standardization
procedure, we use the spectral-variation intrinsic scatter
model in Kessler et al. (2013) that is based on the model
uncertainties determined in Guy et al. (2010). The sim-

ulations include two separate populations: the DES-like
photometric sample and a spectroscopically confirmed
low-z anchor. For simplicity, the low-z anchor is an ad-
hoc DES simulation applied to 0 < z < 0.1 with an
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Figure 3. Redshift distribution of matched host galaxies
in one realization of the SNIa-only simulations. Since we
find the mismatch rate resulting from the DLR method to
be quite low (see Table 3), the true redshift distribution is
not visibly different and was not included in this plot.

inflated rate to match the true number of low-z events
in the DES-SN5YR sample.
Two types of core-collapse SNe as well as two types

of peculiar SNe Ia are simulated alongside the SNe
Ia to evaluate the effects of host galaxy mismatch
on redshift-dependent photometric classification: SNII,

SNIbc, SNIax, and SNIa-91bg. These simulations use
the SED templates introduced in Vincenzi et al. (2019)
with luminosity functions and rates following Vincenzi
et al. (2021). We use relative rates as measured by Shiv-

vers et al. (2017) anchored by an overall rate following
the cosmic star formation history presented in Madau &
Dickinson (2014) normalized by the local SN rate from

Frohmaier et al. (2021).
All simulations are generated assuming a flat ΛCDM

cosmology with H0 = 70 km s−1 Mpc−1 and ΩM =
0.311.

4.1.2. Host Association and Matching

To associate a simulated SN with a host galaxy, the
simulation first generates properties for each SN, in-
cluding color, stretch, redshift, and sky location (RA,

DEC). Subsequently, all galaxies whose redshifts match
the true SN redshift within a small tolerance (dztol =
max|zSN − zGAL| = 0.002 + 0.04z) are selected. The
assigned host galaxy is chosen from this subset using
the host mass-dependent weighting shown in Wiseman
et al. (2021). The simulated host association and match-
ing use the same deep coadded DES galaxy catalog used
for the data analysis.
Note that the process of assigning a host for a simu-

lated SN does not take into account the locations of the

host or the SN, only the redshifts of the SN and galaxy

as well as the galaxy stellar mass. The host and its
neighboring galaxies are moved near the SN such that
it satisfies the simulated SN-host separation as well as
models host confusion in the analysis. This strategy is
efficient for modeling SN-host correlation and incorrect
host matches, but it does not model large scale struc-
ture.
The SN-host separation is determined by placing the

SN at a radial distance R from the center of the as-
signed host galaxy according to the probability distri-
bution p(R) ∼ I(R), where I(R) is the galaxy intensity
at radius R described by the galaxy’s fitted Sérsic pro-
file (see Equation 3). This approach follows past work
using SNANA such as Kessler et al. (2019).
To replicate the host matching procedure used for real

data, we apply host galaxy matching with the DLR
method to the simulated SNe. The simulation com-
putes dDLR values for up to 10 galaxies within a 10′′ ra-
dius of the assigned host and saves the galaxies with the
lowest and second lowest dDLR values as the most and

next most likely host match (HOSTGAL1 and HOSTGAL2),
as long as dDLR ≤ 4. The redshift distribution of the
matched host galaxies for one realization of a SNIa-only

simulation is shown in Figure 3. The host matching pro-
cedure is run for the full set of simulations, including the
low-z population, though low-z mismatches are rare.

4.2. Event Selection

4.2.1. Lightcurve Fitting

All DES-SN observed and simulated SN lightcurves
are fit with the same SALT2 model with JLA param-

eters that was used to simulate the SNe Ia. The fit is
performed with a χ2-minimization program included in
SNANA and determines several parameters under the

assumption that the event is a SN Ia: the time of SN
peak brightness t0, a stretch-like parameter x1, a color
parameter c and the lightcurve normalization parameter

x0, as well as their uncertainties and covariances (i.e.,
σt0 , etc.). These parameters are used to calculate the
distance modulus µ, allowing the SNe to be placed on
the Hubble diagram.
We apply selection cuts on these fitted parameters

and select SN lightcurves well described by the SALT2
model. Specifically, we restrict our sample to SNe satis-
fying the following criteria:

• |x1| < 3,

• |c| < 0.3,

• σx1
< 1, and

• σt0 < 2 days.



9

A summary of these cuts on our simulations can be
found in Table 3. The right panel of Figure 4 shows the
effect of these cuts on the redshift error distribution be-
tween the matched and true hosts. These data show that
the cuts not only reduce the average mismatch rate over
25 realizations from 2.5% to 1.7%, but also significantly
reduce the spread in redshift error. Quantitatively, the
cuts reduced the middle 90% of the zmatch − ztrue dis-
tribution for mismatched pairs from 1.1 (left panel of
Figure 4) to 0.6 after cuts (right panel).

4.2.2. Photometric Classification

In the absence of SN spectra, we rely on photomet-
ric classifiers to remove non-Ia contaminants from the
cosmological sample. We choose two recent neural-
network-based classifiers with high demonstrated accu-
racies for this work: SuperNNova (SNN, Möller & de
Boissière 2020) and SCONE (Qu et al. 2021). High
quality SN redshifts have been shown to improve SNN
accuracy classifying SN Ia vs. non-Ia, so we test SNN in

both redshift-dependent and redshift-independent con-
figurations to evaluate the impact of misidentified red-
shifts. SNN models were trained in both the redshift-

independent and dependent configurations following
Vincenzi et al. (2022). SCONE is redshift-independent
and performs classification based on SN lightcurves
alone, so these results should not be affected by host

misidentification. Each classifier outputs PIa values, the
predicted probability of each SN to be a type Ia. The
SNIa-only simulations are not run through photometric

classification; all objects are simply labeled as SNe Ia.

5. COMPARING DATA WITH SIMULATIONS

5.1. Host Matching Rates and Hostless SNe

First, we compare the fraction of simulated and ob-
served DES SNe that pass our selection cuts with one
or more matched hosts. Since we have reliable SN Ia
photometric classifiers, we compare simulated true SNe
Ia with DES SNe Ia as predicted by SCONE (Qu et al.
2021). Since most of the redshifts for the DES SNe come
from host galaxies, we chose to use SCONE for this com-
parison as it does not require redshift information.
After applying the cuts specified in Table 3 to both

data and simulations, the DLR algorithm is able to find
at least one host galaxy match in 98.3% of SNe in our
SN Ia-only simulations compared to 98.2% of SCONE-
classified SNe Ia in the DES data. The remaining ∼ 2%
of SNe in our data and simulations is the rate of “host-

less” SNe. SNe can appear hostless because their host
galaxies are too faint to be detected and our imposed
dDLR ≤ 4 cut on potential host matches avoids match-
ing to unrealistically faraway galaxies.

SNe in galaxy-dense regions have multiple potential
host matches with dDLR ≤ 4. We find that (9.35±0.09)%
of simulated SN Ia have more than one host match, com-
pared to (8.71±1.06)% of SCONE-classified DES SNe Ia.
The agreement in the fraction of hostless and multiple-
host events provides confidence in our simulated data
sample.

5.2. Comparing Parameter Distributions

To further verify that the host mismatch rate esti-
mates and resulting cosmological biases derived from our
simulations are representative of the DES sample, we
compare simulations and data over five relevant param-
eter distributions: SN-galaxy separation (∆θ), DLR,
dDLR, r-band host galaxy magnitude (mr,gal), and the
HOSTGAL1 to HOSTGAL2 dDLR ratio (rDLR), following
Popovic et al. (2020). A comparison of these distribu-
tions for the DES-SNY5YR sample (shown in points)

and the simulations (shown in filled/unfilled bars) used
for this analysis is shown in Figure 5.
The top row of Figure 5 shows the parameter distribu-

tions of data and simulations for SNe with a single host

galaxy match (i.e. only one galaxy with dDLR ≤ 4). The
second row shows the same parameter distributions for
SNe with at least two host galaxy matches, where green

show distributions for the closest host galaxy match
(smallest dDLR value, labeled HOSTGAL1) and orange
denotes the second closest host galaxy match (labeled

HOSTGAL2).
The angular separation between the center of the

galaxy and the SN position, ∆θ, is shown in panels a)
and e) of Figure 5. Good agreement in the data vs.

simulation ∆θ distribution validates that (1) the algo-
rithm used by the simulation to place SNe within their
host galaxies is representative of real observations, and

(2) the Sérsic ellipse parameters a, b used to place SNe
within their host galaxies are well estimated. Note that,
as described in Section 3.2.2, the fitted Sérsic parameters
were scaled by a factor of 0.8. The distributions from
data and simulations match very well overall, but the
simulations slightly underestimate HOSTGAL1 matches at
the very low end of the ∆θ distribution.

DLR, shown in panels b) and f), corresponds to the
size of the matched host and is measured as in Sec-
tion 2.1. Agreement in this parameter verifies that
matched hosts are similar in size between data and sim-
ulations. The data and simulations agree well for both
HOSTGAL1 and HOSTGAL2.
The distribution of dDLR values is shown in panels

c) and g). dDLR agreement is an important quantity,
since it is used to determine which galaxies are host
matches, and shows that simulated SNe are placed at
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Figure 4. Redshift differences (∆z ≡ zmatch − ztrue) for simulated SNe Ia with mismatched hosts. (left) ∆z as a function
of ztrue for the full simulated sample prior to applying any selection cuts. (right) ∆z as a function of ztrue after all selection
cuts (described in Section 4.2.1) and removal of SNe without a valid bias correction (described in Section 6.2). Our selection
process not only reduces the mismatch rate (see Table 3) but also removes SNe with extremely biased redshift estimates from
mismatched hosts, reducing the spread in ∆z. Quantitatively, the spread in zmatch − ztrue characterized by the middle 90% of
the distribution is reduced from 1.1 before cuts to 0.6 after cuts.

Table 3. Summary of the mismatch rate averaged over 25 realizations after each selection cut on the SNIa+CC simulated
dataset, split by Ia vs. non-Ia SNe. The non-Ia SNe include SNIax, SNIa-91bg, SNII, and SNIbc. All results using SNe Ia only
are using the SN Ia subset of this dataset.

Cut SN Ia non-Ia SNe

Mismatches Total Mismatch Rate Mismatches Total Mismatch Rate

No cuts 233 9,356 2.5% 151 5,957 2.5%

|x1| < 3, |c| < 0.3 95 5,562 1.7% 22 800 2.8%

σx1 < 1 83 4,886 1.7% 15 545 2.8%

σt0 < 2 83 4,870 1.7% 15 543 2.8%

reasonable distances from the host center. These distri-
butions largely show the same trend as the ∆θ distribu-
tions, where the HOSTGAL2 distributions match very well
but the HOSTGAL1 distributions from simulations appear
to be skewed slightly higher than those of the DES data.
mr,gal, the host galaxy r-band magnitude, is shown in

panels d) and h). Agreement in this parameter is an

additional validation of similarity in the overall popu-
lations of host galaxies between data and simulations.
The slight discrepancy between these distributions can
likely be attributed to the fact that the spectroscopic
efficiency is defined using MAG AUTO, but we applied the
efficiency to MAG MODEL magnitudes, which tend to be
slightly fainter.

Finally, we define

rDLR =
dDLR,HOSTGAL1

dDLR,HOSTGAL2
. (5)

Figure 6 shows the distributions of this parameter for
DES data and our simulations. Since the definition re-
quires dDLR,HOSTGAL2, only SNe with at least 2 host
galaxy matches are included. Consistency in rDLR and
the HOSTGAL2 distributions indicate that the galaxy cat-
alog is sufficiently dense, since the spacing between
galaxies will affect the HOSTGAL2 parameter distributions

much more than HOSTGAL1.

6. COSMOLOGICAL PARAMETER ESTIMATION

6.1. Cosmology Analysis Overview

The cosmology analysis pipeline is orchestrated end-

to-end by the Pippin framework (Hinton & Brout 2020),
beginning with simulations or data as input and con-
cluding with cosmological parameter estimates. After
SNe are simulated, the resulting lightcurves are fit with
an empirical model that outputs characteristics for each
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Figure 5. Histograms comparing our simulated SNe Ia against DES Y5 photometrically confirmed SNe Ia for angular SN-galaxy
separation (∆θ, arcsec), directional light radius (DLR), the DLR-normalized SN-galaxy separation (dDLR = ∆θ

DLR
), and r-band

host galaxy magnitude (mr,gal) (see Section 5 for explanations of each). For ease of comparison, the simulation histograms are
normalized to match the integral of the data histogram and the x axis limits of each histogram are determined by the middle
90% of the data distribution to remove outliers. In both rows, points with error bars represent parameter distributions measured
from the DES data and filled or unfilled histograms represent the analogous quantities for simulations. (top row) Histograms of
parameter values for closest host galaxy match (HOSTGAL1) for SNe with only one host galaxy match. (bottom row) Histograms
of parameter values for closest (HOSTGAL1) and second closest (HOSTGAL2) host galaxy match for SNe with 2 or more host galaxy
matches.
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Figure 6. Distributions of the ratio rDLR =
dDLR,HOSTGAL1

dDLR,HOSTGAL2

for DES Y5 photometrically confirmed SNe Ia and our sim-
ulated SNe Ia.

SN, such as color and stretch (see Section 4.2.1). SNe
that are fit successfully are then assigned a SN Ia proba-
bility by a photometric classifier (see Section 4.2.2) and
bias corrections on distance moduli are computed for

each SN based on its fitted parameters as well as SN Ia
probability. Finally, the bias corrected distance moduli
are used to determine constraints on cosmological pa-
rameters.

6.2. Bias Corrections

Biases due to core collapse contamination and sur-
vey selection are modeled and corrected for with
the BEAMS with Bias Corrections framework (BBC,

Kessler & Scolnic 2017), an extension of BEAMS (Kunz
et al. 2007), which allows photometrically classified SNe
Ia to be used for cosmology. The primary output of the
BBC framework applied on a SN sample is a redshift-
binned Hubble diagram corrected for biases from selec-
tion effects and non-SNIa contamination.
First, systematic biases due to selection effects are

modeled by a large simulation of SNe Ia (∼ 800, 000
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SNe Ia). We found empirically that our current frame-
work for modeling and correcting for biases, typically
used for e.g. the Malmquist bias, is not suited for in-
cluding wrong hosts in our bias correction simulations.
Thus, our bias correction simulation includes only as-
signed hosts for our primary results. In Section 7.3.2,
we explore incorporating host matching (and thus mis-
matched hosts) into the bias correction simulations.
Using this large SN sample, distance moduli are cal-

culated using the Tripp formula (Tripp 1998),

µobs = mB + αx1 − βc+MB +∆µbias (6)

for each SN. mB = −2.5log10(x0) and MB is the abso-
lute magnitude of a SN Ia with x1 = c = 0 and α, β
are nuisance parameters determined according to Scol-
nic & Kessler (2016). Biases from a reference cosmol-
ogy, ∆µbias, are calculated in a 3-dimensional grid of

{z, x1, c} bins using the method described above. We
use this grid of estimated biases to correct all of our
distance moduli prior to cosmology fitting. A small per-

centage of SNe with parameter values that do not fit into
the grid are discarded. Finally, the BEAMS method is
used to estimate binned distance moduli from the bias-
corrected distance moduli from the previous step in the

presence of core-collapse contamination. This is done by
minimizing the BEAMS likelihood, which models the
SNe Ia population and a population of contaminants

separately. These terms are weighted by PIa, the prob-
ability of each SN to be a type Ia as output by a pho-
tometric classifier. We omit the mass step correction in

Equation 6; details on the mass step and the impact of
host mismatches can be found in Section 7.1.1.

6.3. Cosmological Parameters

We fit for w and Ωm using wfit, a fast cosmology
grid-search program in SNANA, assuming a diagonal
covariance matrix Cstat and an approximate CMB prior
computed with the R-shift parameter (see e.g. Equation
69 in Komatsu et al. (2009)) from the same cosmolog-
ical parameters used to generate the SNe Ia. The R
uncertainty is σR = 0.006, tuned to have the same con-
straining power as Planck Collaboration et al. (2020).
As we are only interested in the impact of host mis-
matches on cosmology, the approximation of a diagonal
covariance matrix is sufficient for our purposes. wfit

calculates the χ2 of the SN likelihood to compute our
final cosmological fit,

χ2 = ∆µT
model · C−1

stat ·∆µmodel (7)

where

∆µmodel = µ− µmodel(Ωm, w). (8)

7. RESULTS AND DISCUSSION

We use the cosmological parameter estimation frame-
work described in Section 6 to evaluate the effects of host
galaxy mismatch on the resulting best fit cosmology. We
focus primarily on shifts in the best fit value for w, the
dark energy equation of state parameter. We quantify
this shift by creating two sets of identical simulations
that differ only in whether or not the DLR method is
run to determine the matched hosts using the procedure
described in Section 4.1.2. We define Smatch as simula-
tions with matched hosts and Struehost as simulations
with perfect host matching. In Struehost, we do not cal-
culate matched hosts using the DLR method; we instead
force a match to the true hosts assigned by the simula-
tion. This ensures that there will be no mismatches and
serves as a baseline for comparison.
We define the w shift as the difference between the

inferred w values from Smatch (wmatch) and Struehost

(wtruehost). We average over 25 realizations with the

same simulation parameters. Explicitly, we define the w
shift as

∆w = ⟨wmatch − wtruehost⟩(25 realizations) (9)

where ⟨⟩ denotes the inverse-variance weighted average.

We calculate the associated uncertainty on ∆w as fol-
lows:

σ∆w =

√∑
i(wmatch,i − wtruehost,i)2

25
. (10)

7.1. Cosmological Biases with SNe Ia Only

For simulations with SNe Ia only, we find ∆w =

0.0013 ± 0.0026, which is consistent with zero. In Fig-
ure 7, we show the biases on the binned Hubble diagram
comparing distance moduli µ from simulations with
DLR matched hosts (µmatch) and true hosts (µtruehost).
We define

∆µ = µmatch − µtruehost. (11)

We see that the bias is consistent with 0 until z ∼ 1,
where the sample becomes very sparse (see Figure 3 for

the redshift distribution of the sample).
Figure 8 shows the Hubble diagram and Hubble resid-

uals for a single realization of simulations with mis-
matches. In this particular realization, 79 SNe were
matched to the wrong host out of 5,811 total simu-
lated SNe, which translates to a 1.4% mismatch rate.
The mismatched SNe, shown in red circles, show simi-
lar Hubble residuals compared to the correctly matched
SNe, which is consistent with the small recovered bias on
w. The observed similarity in Hubble residuals is likely
due to the fact that catastrophic outliers in redshift are
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Figure 7. Biases in binned Hubble residuals for the SN Ia-
only sample between samples with and without mismatched
host galaxies, ∆µ = µmatch − µtruehost, as a function of red-
shift. Uncertainties are shown as the shaded region and cal-
culated from the binned standard deviations of µmatch and
µtruehost. Lines showing ∆w = ±0.03 are also plotted for
reference.

removed by the selection criteria described in Table 3

and shown in Figure 4.
The binned Hubble residuals for all 25 simulations

with mismatch are shown in Figure 9. This plot shows

∆µ = µmatch − µmodel, as opposed to Figure 7, which
shows µmatch−µtruehost. This allows us to compare resid-
uals from the subpopulations of SNe with wrong and

correct host match with respect to a fiducial cosmology.
Aggregated over all 25 simulations, the bias from SNe
with the wrong host match (shown in orange) is clearly
distinct from the nearly unbiased subset of SNe with

the correct host match (teal). Although wrong hosts
clearly lead to biases on the Hubble diagram, SNe with
the wrong host match make up < 2% of the sample,

resulting in the small ∆w value we observe.

7.1.1. Host Mismatch and the Mass Step

The ‘mass step’ is the observed correlation between
SNe Ia intrinsic luminosity and host galaxy stellar mass,
M⋆. Specifically, SNe Ia in more massive galaxies are
more luminous after lightcurve corrections than their
counterparts occurring in galaxies with lower stellar
mass, with the average corrected luminosity distribu-
tion following a two-part step function with a break
at log(M⋆/M⊙) ∼ 10 (Kelly et al. 2010; Sullivan et al.
2011; Betoule et al. 2014; Smith et al. 2020; Kelsey et al.
2021, 2023). Though the underlying astrophysical cause
is unknown, recent cosmological analyses have incorpo-
rated a correction in which SN luminosities in hosts with
log(M⋆/M⊙) ≥ 10 and those in hosts with log(M⋆/M⊙)

< 10 are fit for separately. When this two-part fit is em-
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Figure 8. Hubble diagram for a single realization of our
SNIa-only simulation with matched hosts. This realization
has 79 SNe matched to an incorrect host out of 5,811 total
SNe, a 1.4% mismatch rate. The low-z sample is omitted
from this plot, since it is not part of the main DES sample.
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Figure 9. Binned Hubble residuals (µmatch −µmodel) for all
25 realizations of our SNIa-only simulation with mismatch.
The percentages in the legend show the fraction of the sample
represented by each population in the plot.

ployed, incorrect host matches will produce additional
bias through incorrect host mass estimates, leading to
different best fit values for SN luminosities. We observe

that 34.3% of our simulated SNe Ia with the wrong host
match “switch sides”, i.e. the correct host is on one
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Classifier SNe ∆w Ia vs. non-Ia Classification Accuracy

with host mismatch no host mismatch change

Perfect Ia only 0.0013± 0.0026 100% 100% 0%

Perfect Ia+CC 0.0011± 0.0027 100% 100% 0%

SNN+Z Ia+CC 0.0032± 0.0040 97.94% 98.06% -0.1%

SNNNoZ Ia+CC 0.0009± 0.0028 97.05% 97.05% 0%

SCONE Ia+CC 0.0016± 0.0032 96.13% 96.13% 0%

Table 4. ∆w and classification accuracies for each classifier. Accuracy change is only expected for the SNN+Z classifier, as
it is the only classifier tested that requires redshift information. Accuracy change is defined as Accuracy (with mismatch) −
Accuracy (no mismatch).

side of the mass step but the matched host is on the
other. Given that the rate of mismatches averaged over
50 realizations is 1.7% after selection cuts for our Ia-
only sample, the overall fraction of SNe Ia that switch
sides of the mass step is ∼ 0.6%. We assume that such
a small percentage of the sample switching sides makes

little impact and we do not pursue this aspect of the
analysis further.

7.2. Cosmological Biases with Photometric
Classification

Some photometric classifiers, such as SuperNNova
(SNN), rely on SN redshift information to improve clas-
sification accuracy. To evaluate the impact of incorrect

redshifts from host galaxy mismatches on the predic-
tions from photometric classifiers, we jointly simulate
SNe Ia, two types of peculiar SNe Ia, and two types
of core collapse SNe: SNII, SNIbc, SNIax, and SNIa-

91bg. Details on these simulations can be found in Sec-
tion 4.1.1 and Table 3.
We tested 4 different photometric classifiers on our

SNIa+CC simulations: the baseline perfect classifica-
tion, SNN with redshift information (SNN+Z), SNN
without redshift information (SNNNoZ), and SCONE.
SNN is typically used with SN redshift information
and has been shown to produce highly accurate Ia vs.
non-Ia classification results in this paradigm, so testing
both redshift-dependent and redshift-independent con-

figurations will show which effect is more detrimental
to performance: incorrect redshift information or lack
of redshift information altogether. SCONE uses SN
lightcurves alone without the need for redshift informa-
tion, so its predictions are not affected by host matching.
For this analysis, we choose to define an SN Ia classifi-
cation as PIa ≥ 0.5.
Following the same approach as the Ia-only analysis,

w shifts were calculated for each photometric classifier
by comparing two sets of identical simulations with and
without mismatches. The results are shown in Table 4.

-2.0 -1.0 0.0 1.0 2.0
µ(zmatch)− µ(ztrue)

-1.0

-0.5

0.0

0.5

1.0

∆
P

Ia

true SNIa

true non-Ia

more likely Ia w/ zmatch

less likely Ia w/ zmatch

Figure 10. Visualization of the impact of incorrect redshifts
on SNN+Z predictions. ∆PIa = PIa,wronghost − PIa,correcthost

is the difference between PIa values output by the SNN+Z

classifier given the wrong host redshift (PIa,wronghost) and the
correct host redshift (PIa,correcthost) for SNe with mismatched
hosts. ∆PIa values are plotted against the difference between
the distance modulus µ calculated at the wrong (µ(zmatch))
and correct host redshifts (µ(ztrue)). As µ(zmatch)− µ(ztrue)
deviate from 0, we would expect larger deviations in PIa val-
ues, i.e. |∆PIa| > 0. Non-Ia SNe (orange points) more likely
to be misclassified as Ia with the wrong redshift will appear
in the upper half of the plot (∆PIa > 0), whereas SNe Ia
(blue points) more likely to be misclassified as non-Ia with
the wrong redshift will appear in the lower half. 7% of mis-
matched SNe are incorrectly classified as a result of wrong
host redshifts, leading to a overall 0.1% reduction in classifi-
cation accuracy compared to a simulation with correct host
redshifts.

SNN+Z is the only classifier that should be impacted
by host galaxy mismatches, and this relationship is ob-
served in the larger ∆w value and lower classification
accuracy for simulations with mismatched host galax-

ies. Figure 10 shows the difference between predicted
SN Ia probability output by the SNN+Z classifier given
the wrong host redshift (PIa,wronghost) as opposed to the
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µmatch and µtruehost. Lines showing ∆w = ±0.03 are also
plotted for reference.

correct host redshift (PIa,correcthost). Wrong redshifts
indeed cause SNN to produce incorrect predictions for

both Ia and non-Ia SNe, leading to the observed drop
in accuracy with wrong redshifts. SCONE and SNNNoZ

are oblivious to any host matching changes and produce

the same predictions for both sets of simulations, as ex-
pected.
Figure 11 shows the biases on the binned Hubble di-

agram for each of the photometric classifiers with ∆µ
defined as in Equation 11. Overall, the classifiers per-
form quite similarly and exhibit very small differences
in ∆µ over the full redshift range. As expected from the

small ∆w values, the ∆µ curves for the Ia+CC simu-
lations exhibit a slight redshift-dependent bias, though
still mostly consistent with 0 up to high redshifts. Fur-

ther validating the observed ∆w values for each clas-
sifier, we see that the two classifiers with most sim-
ilar w shifts, the perfect classifier (shown in orange)
and SNNNoZ (green), have the most similar ∆µ values.
SNN+Z (shown in blue), which has the largest w shift,
also consistently appears furthest from ∆µ = 0 across
all redshift bins.

The binned Hubble residuals of SNe Ia in the Ia+CC
simulations as predicted by the 4 photometric classi-
fiers are shown in Figure 12. This plot shows ∆µ =
µmatch − µmodel, as opposed to Figure 11, which shows
µmatch − µtruehost. This allows us to compare residuals
from the subpopulations of SNe with wrong and correct
host match with respect to a fiducial cosmology. The bi-
ases on Hubble residuals from SNe Ia with wrong hosts
(shown in teal diamonds on the top row) appear similar
between the four classifiers, reflecting the small recov-

Parameter with CMB prior no CMB prior

∆w 0.0013± 0.0026 −0.062± 0.072

∆Ωm 0.0014± 0.0017 0.028± 0.029

Table 5. ∆w and ∆Ωm values for the Ia-only SN population
with and without a CMB prior. The values in the ∆w with
CMB prior cell are reproduced from Table 4.

ered ∆w values shown in Table 4. We also observe that
the bias from wrong hosts is much more pronounced in
SNe Ia misclassified as CC (shown in green triangles on
the bottom row), particularly in the SNN+Z panel, indi-
cating that SNN+Z was able to identify severe redshift
outliers and rejected them from the SN Ia sample.

7.3. Robustness of Cosmological Biases

7.3.1. Impact of CMB Prior

The w−Ωm contour estimated from measurements of
the CMB exhibits a nearly orthogonal direction of de-
generacy to the SN-only contour for a flat wCDMmodel,
providing strong constraints and drastically reducing the

impact of systematics that act along the SN degeneracy
direction. All ∆w values reported in Sections 7.1 and 7.2
were calculated with a CMB prior. In this section, we

evaluate the impact of the CMB prior on cosmological
biases.
The cosmological biases on both w and Ωm with and

without the CMB prior are shown in Table 5 for the

SNIa-only sample. The associated cosmological con-
tours are shown in Figure 13. Both ∆w and ∆Ωm are
significantly inflated without the CMB prior, though

still within their uncertainties (right column). The
larger shift in w and Ωm are visible when comparing the
contours in Figure 13. The contours computed with a

CMB prior (top panel) are very nearly identical, whereas
with a flat Ωm prior, the contour with matched hosts is
visibly shifted from the true hosts contour. However,
these results are still consistent with 0 for the analysis
we performed for the DES data, but should be studied
further in future surveys.

7.3.2. Bias Correction Simulations with Mismatch

In the earlier sections, distance moduli from both
Smatch and Struehost are bias corrected using a large sim-
ulation of SNe Ia generated with the same parameters
as Struehost, i.e. each SN is matched to its true host.
We define this set of perfectly matched bias correction
simulations as Btruehost. An alternative bias correction
strategy is to “correct like with like”, i.e. generating
two separate bias correction simulations, one identical to
Smatch as well as the existing one identical to Struehost.

We define this new set of DLR-matched bias correction
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Figure 12. Binned Hubble residuals, ∆µ = µmatch −µmodel, for the 4 photometric classifiers for our SNIa+CC simulation with
mismatch. (top) SN populations classified as SNe Ia by each photometric classifier, including true SNe Ia with mismatched
hosts as well as core collapse contamination. (bottom) SN populations classified as CC SNe, including SNe with mismatched
hosts.

simulations as Bmatch. Bmatch models the biases arising

from mismatched hosts in the bias correction simula-
tions in order to correct for these biases in the simulated
data. The reference w value, wtruehost is still computed
from Struehost corrected with the baseline bias correc-

tion simulations with correct hosts only (Btruehost). In
this scheme, we define w(S,B) as the best-fit w value
computed from simulations S corrected with bias cor-

rection simulations B. The resulting ∆w equation then
becomes

∆w, bcor + mismatch =

⟨w(Smatch, Bmatch)−w(Struehost, Btruehost)⟩(25 realizations).

(12)

The ∆w values following this approach are shown in
Table 6. While the ∆w values using this bias correction
scheme are still consistent with zero, the uncertainties
are larger than those using bias correction simulations
with perfect host matching; this may arise from com-
paring w values corrected with two statistically inde-
pendent sets of bias correction simulations, i.e. Smatch

is corrected with Bmatch, whereas Struehost is corrected
with Btruehost. Further investigation of the interplay of
bias correction simulations with different sources of bias,
including incorrect redshifts from host mismatch, will be
addressed in a future work.

7.3.3. Results from Varying Sérsic Scale

We vary the scaling of the fitted Sérsic a and b pa-
rameters, which describe each galaxy’s semi-major and

Table 6. ∆w values for the Ia-only and Ia+CC simulated
SN populations with an alternative bias correction scheme
(“bcor+mismatch”) that includes mismatched hosts in the
bias correction simulations. The values in the ∆w, baseline
column are reproduced from Table 4.

Classifier SNe ∆w, baseline ∆w, bcor+mismatch

Perfect Ia only 0.0013± 0.0026 −0.0094± 0.0099

Perfect Ia+CC 0.0011± 0.0027 −0.0110± 0.0120

SNN+Z Ia+CC 0.0032± 0.0040 −0.0081± 0.0086

SNNNoZ Ia+CC 0.0009± 0.0028 −0.0100± 0.0012

SCONE Ia+CC 0.0016± 0.0032 −0.0099± 0.0100

semi-minor axes, respectively. Simulated SNe are placed
according to the intrinsic light profile described by these
parameters. The scaled parameters a′ and b′ are calcu-
lated as a′ = ka, b′ = kb, where k is the scaling parame-
ter we vary. We tested k ∈ [0.5, 1.2] with an interval of
0.1 and evaluated χ2 values on the histograms in Fig-
ure 5 to find the best match between data and simu-
lations. We found that k = 0.8 minimized the χ2 and
was thus chosen for the main analysis, as described in
Section 3.2.3.
We performed cosmological parameter estimation us-

ing simulations with and without Sérsic scaling (k = 0.8
and k = 1) and found a modest benefit of using the

k = 0.8 scaling for redshift-independent photometric
classifiers as well as perfectly classified SNe Ia, but
a noticeable improvement for SNe classified using the
redshift-dependent classifier, SNN+Z . This seems to in-
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Figure 13. Cosmological contours computed with one real-
ization of simulated DES Y5 SNe Ia with (red) and without
host galaxy mismatch (gray). (top) SN+CMB contours, in
which an approximate CMB prior Ωm = 0.311± 0.010 prior
is applied (see Section 6.3 for details). This results in good
agreement between the two contours. (bottom) SN-only con-
tours showing a substantial shift in best fit w,Ωm between
the two contours.

dicate that the Sérsic scaling improves the host match-
ing efficiency significantly, since SNN+Z is most affected

by incorrect redshifts. This is notably the same scaling
factor found to best match the DES3YR data when com-
paring distributions of host galaxy surface brightness at
the SN position (see Figure 6 of Kessler et al. 2019).
The recovered biases on w from mismatched hosts (∆w)
with and without Sérsic scaling for all simulations and
classifiers are shown in Table 7.

7.3.4. Host Confusion Parameter

Equation 3 in Gupta et al. (2016) defines a quantity
characterizing the likelihood of a wrong match: the host

confusion parameter, or HC. This parameter is a func-

Table 7. ∆w values for the Ia-only and Ia+CC simulated
SN populations with and without Sérsic scaling (k = 0.8
and k = 1). The primary results presented in this work
(Sections 7.1 and 7.2) use simulations scaled with k = 0.8.
The SNN+Z results with k = 1 have an inflated ∆w as well
as σ∆w due to a realization with poor χ2 fit from wfit.

Classifier SNe ∆w(k = 0.8) ∆w(k = 1)

Perfect Ia only 0.0013± 0.0026 0.0030± 0.0042

Perfect Ia+CC 0.0011± 0.0027 0.0016± 0.0026

SNN+Z Ia+CC 0.0032± 0.0040 0.0120± 0.0640

SNNNoZ Ia+CC 0.0009± 0.0028 0.0021± 0.0031

SCONE Ia+CC 0.0016± 0.0032 0.0025± 0.0034

tion of the dDLR values of each galaxy in the search
radius around a SN, and aims to distinguish situations

with a clear correct host from those without. In this
analysis, we attempt to remove wrong hosts by cutting
out SNe with high host confusion (HC ≥ −2.5). The

distribution of HC values for wrong and correct hosts in
our simulations is shown in Figure 14. The −2.5 thresh-
old was chosen by visual inspection of this distribution.

The HC distributions for both populations look quite
similar, but 72% of SNe with an incorrect host match
are removed by the HC ≥ −2.5 cut, while 12% of SNe
with correct host matches are removed.

We performed a full cosmology analysis with perfectly
classified Ia-only simulations and find ∆w = −0.0043±
0.0047 by comparing Ia populations with and without

wrong hosts, both subject to the HC < −2.5 selection
requirement. In this cosmology analysis, we use bias
correction simulations with host matching (i.e. Bmatch

from Section 7.3.2) and select only the subset of the bias

correction simulations with the same HC < −2.5 re-
quirement for consistency. Both simulations (with per-
fectly matched hosts and with wrong hosts) are bias cor-

rected with Bmatch in order to apply the HC selection
requirement globally, but it may not be suitable to cor-
rect simulations without wrong hosts in this way. The
magnitude of this ∆w value is larger than that of the
baseline (i.e. no HC selection requirement), likely due
to our inclusion of wrong hosts in the bias correction
simulations, but is still consistent with zero.

8. CONCLUSIONS

Matching SNe to their host galaxies is a non-
trivial problem when using 2-dimensional images of 3-

dimensional space. Accurate host galaxy matches are
important for cosmology because host galaxies are used
to measure the vast majority of SN redshifts. Identifying
incorrect host galaxies alters the shape of the Hubble di-
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agram and can impact the resulting fitted cosmological
parameters.
In this work, we investigated the impact of mis-

matched host galaxies for the DES Y5 SN cosmology
analysis. To this end, we created a galaxy catalog from
DES deep field images that was sufficiently deep and
dense, and calculated photometric redshifts, galaxy pa-
rameters, as well as Sérsic parameter fits for these 4 mil-
lion galaxies. Simulations using this galaxy catalog were

verified to be sufficiently similar to the DES Y5 photo-

metric SN Ia sample using distributions such as Fig-
ure 5. This simulation enabled us to predict the preva-
lence of mismatched host galaxies in DES data and, in
turn, characterize the effect of host mismatches on cos-
mological parameter estimates.
Host matching was performed using the directional

light radius (DLR) method, a technique that identifies
the host galaxy by minimizing SN-galaxy distance nor-
malized by galaxy radius. This analysis aims to charac-
terize the systematic error due to host misidentification
by the DLR method for the DES Y5 cosmology analysis.
The main findings of this work are summarized in Fig-

ure 15, which shows the observed shifts in the dark
energy equation of state parameter w as a result of
host galaxy mismatches with different approaches to the
analysis. We defined ∆w by producing two identical
sets of simulations: one with perfect host matching and
one with host matches from the DLR method. We also
probed the interplay between host galaxy mismatches

and photometric classification, as classifiers such as Su-
perNNova use SN redshift estimates for more accurate
SN type predictions. Finally, we explored the impact
of variations to our analysis, such as the choice of Ωm

prior, bias correction simulations, Sérsic scaling factor,
and additional selection cuts to remove incorrect host
matches.

We found that the baseline w shift with perfectly clas-
sified type Ia SNe is ∆w = 0.0013±0.0026, and changes
in certain properties can increase this to |∆w| ∼ 0.004.

We also find that the choice of photometric classifier
makes an impact on the w shift: classifiers requiring
redshift estimates for prediction tend to misclassify SNe
with the wrong redshift, leading to a larger w-bias.

When the CMB prior is replaced with a flat Ωm prior,
the ∆w value changes to −0.062 ± 0.072. Though the
∆w uncertainty is larger with the flat Ωm prior, the shift

is still consistent with 0 given the associated inflation in
uncertainty.
In conclusion, we find that our current estimate on the

systematic error associated with host galaxy mismatch
is substantially smaller than the statistical error for DES
Y5, but as future surveys continue to discover more SNe
Ia, we encourage continued study and improvement of

the accuracy of host galaxy matching and prevalence of
catastrophic errors in redshift.
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