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The resummation calculation (ResBos) is a widely used tool for the simulation of single vector
boson production at colliders. In this work, we develop a significant improvement over the ResBos
code by increasing the accuracy from NNLL+NLO to N3LL+NNLO and release the ResBos v2.0
code. Furthermore, we propose a new non-perturbative function that includes information about
the rapidity of the system (IFY). The IFY functional form was fitted to data from fixed target
experiments, the Tevatron, and the LHC. We find that the non-perturbative function has mild
rapidity dependence based on the results of the fit. Finally, we investigate the effects that this
increased precision has on the measurement of the W boson by CDF and impacts on future LHC
measurements.

I. INTRODUCTION

At the collider experiments, the W and Z boson channels are considered standard candle processes. Specifically,
the lepton pair production cross sections are among the most precise observables measurable at the Large Hadron
Collider (LHC) [1, 2]. Additionally, they appear as backgrounds to all beyond the Standard Model (BSM) searches.
Therefore, it is of vital importance that the theoretical calculations for these processes are calculated to the highest
precision possible. In the case of the total inclusive rate, these processes have been calculated to N3LO accuracy in
Quantum Chromodynamics (QCD) [3–5], NLO accuracy in the Electroweak theory (EW) [6–8], and the first order
for the mixed QCD-EW corrections [9–14].

In the case of differential distributions, the calculations are starting to be completed at N3LO for the rapidity
and transverse mass distributions in Ref. [15] and the transverse momentum of the vector boson and the lepton
in Ref. [15]. Furthermore, there was an investigation of the effects of higher order corrections to triple-differential
Drell-Yan observables in Ref. [16]. Care has to be taken when calculating observables sensitive to low transverse
momentum W and Z bosons. In this region, each order in the fixed-order calculation diverges in the limit that the
transverse momentum goes to zero. However, it was first demonstrated by Collins, Soper, and Sterman [17] that the
form of these terms forms a series that can be formally summed. This approach is known as transverse momentum
resummation. The current state-of-the-art resummation calculation is at N4LLp+N3LO [18], with most other codes
at N3LL’+N3LO accuracy [15, 19–21].

In this work, we present the next version of the ResBos program [22, 23]. The ResBos version 2 (henceforth
ResBos2) code was developed to address some major concerns from the original ResBos code [24]. One such concern
was the precision of the code. Previously, the accuracy was only at NNLL+NLO with an approximate correction to
NNLL+NNLO neglecting the corrections to the angular functions. The ResBos2 code is at N3LL+NNLO accuracy,
including the correct angular functions. These concerns were some of the major theory criticisms levied against the
recent CDF W mass measurement. The CDF experiment measured the W mass as 80,433 ± 9 MeV [25], which is the
most precise direct measurement. This result disagrees with the Standard Model (SM) electroweak global fit result
of 80,359.1 ± 5.2 MeV [26]. The impact of these updates are evaluated in Ref. [27].
The rest of this paper is organized as follows. Firstly, we review the two different b-space resummation formalisms

implemented in the ResBos2 code in Sec. II. Section III discuss the improvements implemented into the ResBos2 code
over the previous version of the code. We investigate the rapidity dependence of the non-perturbative Sudakov factor
in Sec. IV. The comparison LHC data are given for the Z boson in Sec. V and results for the W boson mass at the
Tevatron and the LHC in Sec. VI. Finally, conclusions and a future outlook are given in Sec. VII

II. RESUMMATION FORMALISMS

When performing fixed-order calculations, the calculation is organized by the power of αs. Fixed-order calculations
make sense when each term in the series is smaller than the previous term. However, there are certain phase space
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FIG. 1. A diagrammatic representation of the factorized cross-section for Drell-Yan, broken into a soft, collinear, and hard
factor. The soft factor is labeled by the S, the collinear factors are labeled by the C’s, and the hard factor is labeled by the H

points that result in each subsequent term being larger than the previous one, causing the breakdown of the fixed-
order calculation. To resolve this, resummation is introduced. Resummation reorganizes that calculation by noticing
that there are certain terms that appear at every order in αs [17]. These terms that appear in a specific form at

each order are logarithms of two scales, e.g. log
(

Q2

p2
T

)
. The number of logarithmic terms included in the calculation

is denoted by leading log for having only the leading term, and adding next-to for each additional log term included.
The organization into different orders of precision are summarized in Tab. I.

The dynamics of multiple soft-gluon radiation in scattering processes is treated through the use of the resummation
formalism [28–32]. There are many applications of resummation at modern colliders. In this work, the focus will
be on the treatment of transverse momentum resummation. The formalism was originally shown to be possible for
all the large logarithms (leading and subleading) to all orders by Collins, Soper, and Sterman [17]. The formalism
developed in their work will be referred to as the CSS Formalism. A more recent formalism was developed by Catani,
de Florian, and Grazzini, which is known as the CFG Formalism [33]. The details of the two formalisms are explained
in Sec. II A and Sec. II B respectively. The differences between the two formalisms are highlighted in Sec. II C. The
remainder of this section will focus on the general outline of pT resummation.

Firstly, resummation is a means to relate the different scales of a multi-scale process to a single scale, which also
removes the large logarithms that result from the large difference between the scales. Therefore, the first step is to
factorize the cross-section calculation into the different scale regions that are involved in the calculation. The regions
that are important to this work are known as the hard factor, the soft factor, and the collinear or jet factors. A
diagrammatic representation of each piece for the Drell-Yan process can be seen in Fig. 1, and can be expressed as:

dσ

dQ2dydp2T
∝ H(µ, µR)S(µ, µRes)C1(µ, µF )C2(µ, µF )J(µ,Rµ

′) , (1)

Anomalous Dimension

Order Boundary Condition (C) γi (non-cusp, B) Γcusp, β (A) Fixed Order Matching (Y )

LL 1 - 1-loop -

NLL 1 1-loop 2-loop -

NLL’ (+ NLO) αs 1-loop 2-loop αs

NNLL (+ NLO) αs 2-loop 3-loop αs

NNLL’ (+ NNLO) α2
s 2-loop 3-loop α2

s

N3LL (+ NNLO) α2
s 3-loop 4-loop α2

s

N3LL’ (+ N3LO) α3
s 3-loop 4-loop α3

s

N4LL (+ N3LO) α3
s 4-loop 5-loop α3

s

TABLE I. The different components needed for different orders of resummation.
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where H is the hard factor, S is the soft factor, C1 and C2 are the collinear factors for each incoming hadron, and J
is the jet factor. In this work, we are inclusive on the number of jets so the factor J(µ,Rµ′) = 1. However, it plays
an important role for example in Higgs+jet resummation [34]. Additionally, the various scales are given as the hard
scale µ, the renormalization scale µR, the resummation scale µRes, the factorization scale µF , and the jet radius (R)
scaled by the jet scale µ′.

The remainder of the section is to discuss the calculation of the soft factor, and derive the well known Sudakov
factor. Starting from the fixed-order calculation up to the nth order in αs, the result can be split into a singular piece,

and a regular piece. The singular piece are terms that are proportional to 1
p2
T
logm

(
Q2

p2
T

)
(m = 0, 1, ..., 2n − 1) and

δ(pT ), and the regular terms are less singular than those previously mentioned. This calculation breaks down when

αn
s

1
p2
T
logm

(
Q2

p2
T

)
becomes large.

To resolve this issue, the logarithms need to be summed to all orders to obtain a finite result in the limit pT → 0,
and remove all large logarithms from the final result. In order to perform the resummation correctly, the cross-section
needs to be Fourier transformed into impact parameter (b) space. In the impact parameter space, the total transverse
momentum is explicitly conserved [35]. After the Fourier transform, the cross section can be expressed as:

dσ

dQ2dp2T dy
=

1

(2π)
2

∫
d2beiq⃗T ·⃗bW̃ (b,Q, x1, x2) + Y (pT , Q, x1, x2), (2)

where W̃ contains the resummation of the singular pieces of the cross section, and Y contains the regular pieces of
the cross section defined by taking the fixed-order calculation and subtracting the corresponding asymptotic piece.
The asymptotic piece contains the terms that are at least as singular as 1

p2
T
in the fixed-order calculation in the limit

pT → 0.
By studying the form of the singular piece, the x1 and x2 dependence in W̃ can be factorized into:

W̃ (b,Q, x1, x2) =
∑
j

Cj (b,Q, x1)Cj (b,Q, x2) W̃ (b,Q) , (3)

where Cj is a convolution of the PDFs with a collinear Wilson coefficient, with the convolution defined as:

Cj =
∑
a

∫ 1

x

dz

z
Cja

(x
z
, b, µ,Q

)
fa (z, µ) , (4)

where Cja is the Wilson coefficient, fa is the PDF, the sum a runs over all incoming partons, and j represents the
parton that enters into the hard cross section calculation. These functions are the collinear factors as previously
mentioned. The remaining term contains the hard factor, and the soft factors.
W̃ is determined by solving the evolution equation [36]:

∂

∂ logQ2
W̃ (Q, b) = [K (bµ, gs (µ)) +G (Q/µ, gs (µ))] W̃ (Q, b) , (5)

where K (bµ, gs (µ)) and G (Q/µ, gs (µ)) satisfy the renormalization group equations (RGEs),

d

d logµ
K (bµ, gs (µ)) = −γK (gs (µ)) , (6)

d

d logµ
G (b/µ, gs (µ)) = γK (gs (µ)) , (7)

where γK is the anomalous dimension, calculated from the singular terms of the cross section [37–40]. Through
the RGE equations, K (bµ, gs (µ)) and G (b/µ, gs (µ)) can be evolved independently to scales of order 1/b and Q,
respectively, removing all large logarithms from the calculation. After solving these equations, the A and B functions
can be defined such that Eq. (5) can be rewritten as:

∂

∂ logQ2
W̃ (Q, b) = (8)

−

(∫ C2
2Q

2

C2
1/b

2

dµ2

µ2

(
A (gs (µ) , C1) log

C2
2Q

2

µ2
+B (gs (µ) , C1, C2)

))
W̃ (Q, b) ,



4

where C1 and C2 are arbitrary constants of integration arising from solving the RGEs. It is possible to calculate the
values for the A and B functions order by order in perturbation theory.

Finally, to obtain a result that can be used to make predictions of the cross section, the evolution equation of W̃
needs to be solved. The solution can be written as

W̃ (Q, b) = e−S(Q,b)W̃

(
C1

C2b
, b

)
, (9)

where S is known as the Sudakov factor, and is given by

S (Q, b) =

∫ C2
2Q

2

C2
1/b

2

dµ2

µ2

(
A (gs (µ) , C1) log

C2
2Q

2

µ2
+B (gs (µ) , C1, C2)

)
. (10)

Putting all of the results above together, the resummed cross section can by written as:

dσ

dQ2dp2T dy
=

H

(2π)
2

∫
d2beiq⃗T ·⃗be−S(Q,b) (11)

×
∑
j

Cj

(
C1

C2b
,Q, x1

)
Cj

(
C1

C2b
,Q, x2

)
+ Y (pT , Q, x1, x2).

This is the general form for transverse momentum resummation. However, this form is not the final form used in
calculations, due the fact that when the impact parameter becomes large, the scale of resummation goes below ΛQCD.
Therefore the calculation becomes non-perturbative. To prevent using a scale below ΛQCD, the b∗ prescription is
introduced, where:

b∗ =
b√

1 + b2

b2max

, (12)

where bmax is chosen such that 1/bmax is of order ΛQCD. The lower bound of the Sudakov integral is then modified
from C2

1/b
2 to C2

1/b
2
∗. This functional form prevents b∗ from ever being large than bmax, preventing scales below

ΛQCD. However, this causes the prediction to be inaccurate at low pT , since a piece is removed by the b∗ prescription.
To resolve this, a non-perturbative function needs to be introduced.

There are many different proposals for the form of the non-perturbative function [23, 41–43]. In this section, the
general concepts of the non-perturbative function will be covered. The method of obtaining this function is through
fits to data. It is believed that the non-perturbative function should be universal, and only depend on the color
structure of the initial states. This then gives the final form of the resummation formalism in a scheme independent
way as:

dσ

dQ2dp2T dy
=
∑
i,j

H

(2π)2

∫
d2beip⃗T ·⃗be−Sperte−SNPC ⊗ fiC ⊗ fj , (13)

where Spert is the Sudakov factor, while SNP is the non-perturbative Sudakov factor. Finally, up to this point the
integration coefficients (C1, C2, and C3) were left to be arbitrary. The canonical choice for these scales are given by
C1 = b0, C2 = 1, and C3 = b0, where b0 = 2e−γE . In Appendix A, the relationship between the canonical scale
choice and any arbitrary choice is calculated up through α3

s. The theory uncertainty due to the missing higher order
corrections can be estimated by modifying the values of C1, C2, and C3.

A. Collins-Soper-Sterman Formalism

So far, the resummation formalism has been developed in a resummation scheme independent way. Here, the
Collins-Soper-Sterman Formalism is introduced [17]. In this formalism, the hard matrix element, H, is taken to be 1,
with no corrections as a function of αs, and the B and C coefficients become process dependent. The A, B, and C
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coefficients can be expanded as a series in αs as:

A =

∞∑
n=1

(αs

π

)n
A(n), (14)

B =

∞∑
n=1

(αs

π

)n
B(n), (15)

Cij = δij +

∞∑
n=1

(αs

π

)n
C

(n)
ij . (16)

For Drell-Yan, the coefficients for A up to α3
s, B up to α2

s and C up to αs are given with the canonical scale choice
as [44–49]:

A(1) = CF , (17)

A(2) =
1

2
CF

((
67

18
− π2

6

)
CA − 5

9
Nf

)
, (18)

A(3) = CF

(
CFNf

2

(
ζ3 −

55

48

)
−
N2

f

108

+C2
A

(
11ζ3
24

+
11π4

720
− 67π2

216
+

245

96

)
+CANf

(
−7ζ3
12

+
5π2

108
− 209

432

))
, (19)

B(1) = −3

2
CF , (20)

B(2) = C2
F

(
π2

4
− 3

16
− 3ζ3

)
+ CFCA

(
11

36
π2 − 193

48
+

3

2
ζ3

)
+ CFNf

(
17

24
− π2

18

)
, (21)

C(1)
qq (z) =

1

2
CF (1− z) + δ(1− z)

1

4
CF

(
π2 − 8

)
, (22)

C(1)
qg (z) =

1

2
z(1− z), (23)

C
(1)
qq̄ (z) = C

(1)
qq′ (z) = C

(1)
qq̄′ (z) = 0, (24)

where CF = 4/3, CA = 3, and Nf is the number of active quarks. The results for B(3) can be found in Ref. [50], and

for C(2) can be found in Ref. [51].

B. Catani-deFlorian-Grazzini Formalism

Catani, deFlorian, and Grazzini realized that the behavior of soft gluons is independent of the hard process, and
developed a resummation formalism in which the hard factor which is process dependent can be pulled out of the
Fourier transform [52]. This then leads to the calculation in impact parameter space only depending on the initial
state partons, and not the hard factor. Like in CSS, the A, B, and C functions can be expanded as a series in αs.
However, in addition to these three, the hard factor H is not fixed to one, but can also be expanded as a series in αs.
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In the CFG formalism, the A, B, and C coefficients are given by:

A(1) = CF , (25)

A(2) =
1

2
CF

((
67

18
− π2

6

)
CA − 5

9
Nf

)
, (26)

A(3) = CF

(
CFNf

2

(
ζ3 −

55

48

)
−
N2

f

108

+C2
A

(
11ζ3
24

+
11π4

720
− 67π2

216
+

245

96

)
+CANf

(
−7ζ3
12

+
5π2

108
− 209

432

))
, (27)

B(1) = −3

2
CF , (28)

B(2) =

(
(−3 + 24ζ2 − 48ζ3)C

2
F +

(
−17

3
− 88

3
ζ2 + 24ζ3

)
CFCA

+

(
2

3
+

16

3
ζ2

)
CFNf

)
/16 + CFβ0ζ2, (29)

C(1)
qq (z) =

1

2
CF (1− z), (30)

C(1)
gq (z) =

1

2
CF z, (31)

C(1)
qg (z) =

1

2
z(1− z), (32)

C
(1)
qq̄ (z) = C

(1)
qq′ (z) = C

(1)
qq̄′ (z) = 0. (33)

The relationship for obtaining the A, B, and C coefficients in the CFG formalism from the coefficients in the CSS
formalism can be found in Sec. II C. The hard factor is process dependent, and for Drell-Yan are given as:

HDY (1) = CF

(
π2

2
− 4

)
, (34)

HDY (2) = CFCA

(
59ζ3
18

− 1535

192
+

215π2

216
− π4

240

)
+

1

4
C2

F

(
−15ζ3 +

511

16
− 67π2

12
+

17π4

45

)
+

1

864
CFNf

(
192ζ3 + 1143− 152π2

)
, (35)

up to O
(
α2
s

)
[33].

C. Comparison of CSS to CFG

The conversion between the CSS and CFG Formalisms can be given using the all orders relations [52]:

CF
ab(z) =

[
HF

a

] 1
2 Cab(z), (36)

BF
c = Bc − β

d lnHF
c

d lnαs
, (37)

where the F superscript is used to indicate which pieces are process dependent, and β is the function that describes the
running of αs. This can be expanded order by order to give a conversion between explicit CSS and CFG coefficients.
It is important to note that the A coefficients are always universal, and B(1) is also universal (only depends on the
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color structure of the initial state). The conversions up to N3LL resummation are listed below:

C
(1)F
ab (z) = C

(1)
ab (z) + δabδ(1− z)

1

2
H(1)F

a , (38)

C
(2)F
ab (z) = C

(2)
ab (z) +

1

2
H(1)F

a C
(1)
ab (z)

+ δabδ(1− z)
1

2

(
H(2)F

a − 1

4

(
H(1)F

a

)2)
, (39)

B(2)F
c = B(2)

c + β0H
(1)F
c , (40)

B(3)F
c = B(3)

c + β1H
(1)F
c + 2β0

(
H(2)F

a − 1

2

(
H(1)F

a

)2)
, (41)

with β0 =
11CA−2Nf

12 and β1 =
17C2

A−5CANf−3CFNf

24 .

III. RESBOS2 IMPROVEMENTS

In this section, the different physics improvements implemented into ResBos2 are discussed below. For technical
code improvements see App. B. These improvements include the changes to N3LL+NNLO accuracy and the inclusion
of the NNLO accurate angular distributions. Both of these issues were a major concern in the usage of the ResBos
prediction for the CDF W mass measurement (see Sec. VI and Ref. [27] for more details).

A. Resummation at N3LL Matched to NNLO

In order to match the resummed calculation to the fixed order calculation, the asymptotic expansion needs to be
calculated to the same order as the perturbative calculation. Additionally, a matching procedure needs to be defined
to manipulate the transition from the region described by the resummed calculation (small transverse momentum) to
the region described by the fixed order calculation (large transverse momentum).

The asymptotic expansion can be calculated using two different methods. Firstly, since it should reproduce the
singular structure of the perturbative calculation, one can take the transverse momentum to zero limit of the fixed
order calculation and keep terms that are more divergent than 1/pT . The other approach is to take the resummed
calculation and expand it to a fixed order in the strong coupling constant. The two calculations should be identical
and is a good validation of the calculations. In this work, we analytically expand the resummed calculation to O

(
α3
s

)
to prepare for matching to an N3LO prediction. Furthermore, we numerically validate that the asymptotic expansion
and the perturbative calculation agree in the limit of small transverse momentum. The expansion of the A, B, C,
and H coefficients to O (αn

s ) can be explicitly found up to O
(
α3
s

)
in Section IIA, Section II B, and Appendix C for

the CSS and CFG formalisms. The expansion of both the CSS and CFG formalism result in the same singular and

asymptotic piece, so it is sufficient to only consider the CSS formalism. The lepton variables and angle between b⃗
and q⃗T are integrated out to simplify the discussion, but do not modify the results. After these simplifications, the
resummation formalism becomes:

lim
pT→0

dσ

dQ2dydp2T
∝ 1

2πp2T

∫ ∞
0

dηηJ0 (η) e
−S(η/pT ,Q)

× C ⊗ fj
(
x1, p

2
T /η

2
)
C ⊗ fk̄

(
x2, p

2
T /η

2
)
+ (j ↔ k̄), (42)

where terms that are not of importance in the derivation have been dropped, and terms that are less singular than 1
p2
T

or δ(pT ) have also been dropped. The asymptotic piece is obtained by integrating over η = bpT . Additional details
can be found in App. D.

Calculating the results to O (αs) is fairly straightforward. However, the results at higher orders quickly become
untractable. Therefore, it is useful to introduce the following definition,

dσ

dQ2dydp2T
=
σ0
S

1

2πp2T

∑
i,j

∞∑
n=1

2n−1∑
m=0

(
αs(µ

2)

π

)n

nC
(i,j)
m lnm

(
Q2

p2T

)
, (43)

which becomes very useful for organization beyond O (αs). The definition above differs from that found in Ref. [53]
by expanding in factors of αs

π instead of αs

2π , and the overall factor for the 1
p2
T

term is 1
2π instead of 1

π . Using these
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definitions the coefficients up to O
(
α2
s

)
are given as:

1C
(i,j)
1 = 2A(1)fifj ,

1C
(i,j)
0 = 2B(1)fifj + [fj (Pi←b ⊗ fb) fi (Pj←a ⊗ fa)] ,

2C
(i,j)
3 = −2

(
A(1)

)2
fifj ,

2C
(i,j)
2 =

(
−6A(1)B(1) + 2A(1)β0

)
fifj − 3A(1) (fj (Pi←b ⊗ fb) fi (Pj←a ⊗ fa)) ,

2C
(i,j)
1 =

(
A(1)β0 ln

µ2
R

Q2
+ 2A(2) − 2

(
B(1)

)2
+B(1)β0

)
fifj + 4A(1)

(
C(1) ⊗ fi

)
fj

− 2A(1)
(
P (1) ⊗ fi

)
fj ln

µ2
F

Q2
− 4B(1)

(
P (1) ⊗ fi

)
fj

+ β0

(
P (1) ⊗ fi

)
fj −

(
P (1) ⊗ P (1) ⊗ fi

)
fj −

(
P (1) ⊗ fi

)(
P (1) ⊗ fj

)
+ i↔ j,

2C
(i,j)
0 =

(
4
(
A(1)

)2
ζ(3) +B(1)β0 ln

µ2
R

Q2
+ 2B(2)

)
fifj

+B(1)

(
4
(
C(1) ⊗ fi

)
fj − 2

(
P (1) ⊗ fi

)
fj ln

µ2
F

Q2

)
− β0

(
4
(
C(1) ⊗ fi

)
fj − 2

(
P (1) ⊗ fi

)
fj ln

µ2
R

Q2

)
+ 2

(
C(1) ⊗ P (1) ⊗ fi

)
fj + 2

(
C(1) ⊗ fi

)(
P (1)⊗ fj

)
−
(
P (1) ⊗ P (1) ⊗ fi

)
fj ln

µ2
F

Q2

+
(
P (1) ⊗ fi

)(
P (1) ⊗ fj

)
ln
µ2
F

Q2
+
(
P (2) ⊗ fi

)
fj + i↔ j,

and the results for O
(
α3
s

)
are given in App. E.

B. NNLO Angular Distributions

The decay of the Z boson into a pair of leptons can be described by a set of angular functions with an associated
coefficient [54–57]. These are given as

dσ

dpT dydQ2d cos θdϕ
= L0

(
1 + cos2 θ

)
+A0

(
1− 3 cos2 θ

)
+A1 sin 2θ cosϕ+A2 sin

2 θ cos 2ϕ

+A3 sin θ cosϕ+A4 cos θ

+A5 sin
2 θ sin 2ϕ+A6 sin 2θ sinϕ

+A7 sin θ sinϕ ,

where L0 is an overall normalization factor, Ai are the different angular coefficients, and θ, ϕ are the polar and
azimuthal angles defined in the Collins-Soper frame [58], respectively.

At leading order, only L0 and A4 are non-zero. At next-to-leading order, all the terms are non-zero with the
exception of A5, A6, and A7, which are non-zero at next-to-next-to-leading order. Furthermore, at next-to-leading
order the values for A0 and A2 are equal and is known as the Lam-Tung relation [59]. This relation breaks down at
NNLO and the first non-zero measurement of A0−A2 was done by the ATLAS experiment [60]. In this work, we will
compare the ResBos2 predictions to those from ATLAS, with the exception of A5, A6, and A7, since these results are
first non-zero at NNLO and are approximately zero.

In order to make these predictions in the ResBos code, we are required to match to a fixed order calculation at
NNLO. This is achieved through scaling the ResBos2 NLO calculation by a set of k-factors obtained in MCFM [61–
63] for each coefficient independently. These k-factors are differential in the invariant mass, transverse momentum,
and rapidity of the lepton pair. The fixed order calculation is then matched to the resummation calculation within
ResBos2 and the results are compared to the ATLAS data [60]. The results are shown in Fig. 2. Here we can see good
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FIG. 2. Comparison between the ResBos2 calculation assuming that the angular coefficients follow the same resummation as
the overall rate and the ATLAS 8 TeV angular coefficients data from Ref. [60]. The red curve is the regularised data. The
purple curve is the unregularised data.
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FIG. 3. Comparison between the ResBos2 calculation assuming the angular coefficients are resummed separately from the
overall rate. and the ATLAS 8 TeV angular coefficients data from Ref. [60]. The red curve is the regularised data. The purple
curve is the unregularised data.

agreement between the ResBos2 prediction and the experimental data. Results are shown for both the regularized
and unregularized results, which are described in detail in Ref. [60].

An open question in the calculation of the angular coefficients is in the handling of the resummation effects on all
of the coefficients with the exception of L0 and A4. Here we propose two schemes to estimate the possible size of the
effects of resummation on the coefficients. The first scheme is to assume that the coefficients are modified in the same
manner as L0 and A4 due to resummation. The second scheme is to assume that the coefficients are not modified at
all by resummation. These two schemes should encompass the true effects of resummation. The effects of choosing



10

these two schemes can be seen in Fig. 2 and Fig. 3, respectively. We leave further investigation into these effects to a
future work.

IV. NEW NON-PERTURBATIVE FIT

In this work, we propose a new non-perturbative fit containing information about the rapidity(y) of the system
given by:

SIFY = g1 + (g2 + g3b
2) log

(
Q

MZ

)
+ g4 log

(
1960√
s

)
+ g5 (tanh (g6yMax) + tanh (g6(|y| − yMax))) , (44)

where g1 through g6 are parameters to be fit, yMax is fixed to be 5 in this study, and
√
s is the center of mass energy

in GeV. This form is chosen such that at the Tevatron, the dominate contribution comes to the non-perturbative
function comes from g1. Furthermore, the term proportional to g5 is chosen such that for y = 0 the contribution from
this term vanishes. Hence, to fit the experimental data set in which the y dependence has been integrated out, we set
y to be zero in the above equation.

For the fit, we include data from CDF [64, 65], D0 [66, 67], E288 [68], E605 [69], R209 [70], and a rapidity separated
measurement from ATLAS [71] and CMS [2], and high rapidity measurement from LHCb [72] We leave the other
LHC measurements discussed in Sec. V as validation of the non-perturbative fit. Additional details on the kinematics
of each experiment are given in Tab. II.

Experiment
√
s Cuts Npts

CDF Run 1 [64] 1800 GeV 66 GeV < Mℓℓ < 116 GeV 32

CDF Run 2 [65] 1960 GeV 66 GeV < Mℓℓ < 116 GeV 41

D0 Run 1 [66] 1800 GeV 66 GeV < Mℓℓ < 116 GeV 15

D0 Run 2 [67] 1960 GeV 66 GeV < Mℓℓ < 116 GeV 8

E288 200 [68] 19.4 GeV 4 GeV < Mℓℓ < 8 GeV, y = 0.4 28

E288 300 [68] 23.8 GeV 4 GeV < Mℓℓ < 8 GeV, 11 GeV < Mℓℓ < 12 GeV, y = 0.21 35

E288 400 [68] 27.4 GeV 5 GeV < Mℓℓ < 8 GeV, 11 GeV < Mℓℓ < 14 GeV, y = 0.03 42

E605 [69] 38.8 GeV 7 GeV < Mℓℓ < 9 GeV, 10.5 GeV < Mℓℓ < 14 GeV, Ez = 0.1 GeV 35

R209 [70] 62 GeV 5 GeV < Mℓℓ < 11 GeV, 0.1 < x < 0.8 10

ATLAS [71] 8000 GeV 66 GeV < Mℓℓ < 116 GeV, pTℓ > 20 GeV, |ηℓ| < 2.4 48

CMS [2] 13000 GeV 76.1876 GeV < Mℓℓ < 106.1876 GeV, pTℓ > 25 GeV, |ηℓ| < 2.4 80

LHCb [72] 13000 GeV 60 GeV < Mℓℓ < 120 GeV, pTℓ > 20 GeV, 2.0 < ηℓ < 4.5 10

TABLE II. A list of all experiments used for the non-perturbative fit. The first column gives the name of the experiment, the
second gives the center of mass energy, the third describes the experimental cuts applied for each set of events, and the last
column gives the total number of data points for each experiment.

For the fits, we include the PDF uncertainty as an uncorrelated systematic uncertainty. The fit is performed through
the use of the Bayesian Analysis Toolkit (BAT) package [73]. BAT uses Markov Chain Monte Carlo (MCMC) to fit
the optimal best fit, along with the correlation matrix, and uncertainties on all the parameters. The priors for all the
parameters are taken to be flat over the allowed range. The allowed ranges are 0 < g1 < 3.5, 0 < g2 < 1, 0 < g3 < 1,
−0.5 < g4 < 1, 0 < g5 < 10, and 0.5 < g6 < 5. The limits on the lower values of these parameters are chosen such
that Eq. (44) remains positive. We investigated the effects of choice of prior, and found no major difference when
changing the priors.

The best fit was found by minimizing the log-likelihood between the theory predictions and the experimental
data. The log-likelihood function used in this work is the same as defined in Refs. [74, 75] for an experiment E and
reproduced here for convenience

χ2
E =

Npt∑
k=1

1

s2k

(
Dk − Tk(g)−

Nλ∑
α=1

λαβkα

)2

+

Nλ∑
α=1

λ2α . (45)

Each data point k comes with the value for the data (D), a statistical uncertainty (sk,stat), and a uncorrelated sys-

tematic uncertainty (sk,uncorr.sys). The total uncorrelated uncertainty is then obtained as sk =
√
s2k,stat + s2k,uncorr.sys
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for a given data point. Additionally, the theory prediction for each data point is given by Tk(g), where g is the vector
of all parameters in the non-perturbative function. Finally, each data point may come with Nλ correlated system-
atic uncertainties given by βkα. Traditionally, these correlated uncertainties are handled by introducing a nuisance
parameter λα that is assumed to be sampled from a standard normal distribution. As discussed in Appendix B of
Ref. [75], the optimal values for λα can be directly calculated as a function of the fit parameters. In this work, we
implement this technique to handle the correlated systematic uncertainties.

In addition to the experimentally reported uncertainties, we also include the theory uncertainty arising from the
PDFs. In this work we use the CT18NNLO PDFs [75]. One can consider the uncertainty associated with the PDF
extraction as an experimental uncertainty from the fitted data. Therefore, it should be included in the χ2 calculation.
In this work, we treat these uncertainties as uncorrelated, similar to Ref. [76]. While this approximation is not
completely accurate, separating out the correlated and uncorrelated components between each data point is beyond
the scope of this work. The PDF uncertainty is assessed by fixing the non-perturbative parameters and calculating
the spread from the central PDF value. This value is stored as a percentage shift of the theory prediction for each
data point.

The ResBos2 calculation used in the fit is setup to use the scale choices of 4C1 = C3 = 4b0, C2 = 1, µF = µR =MT ,
and setting bmax = b0 ≃ 1.123 GeV−1, where MT =

√
p2T +Q2 is the transverse mass of the Drell-Yan pair, and

b0 = 2e−γE . The choice of C3 = 4b0 is to ensure that the ratio C3/b
∗ is always greater than the cutoff scale for the

PDF to ensure that there is no extrapolation needed in the calculation. Fixing this value before the fit is allowed
since any difference caused by this scale choice will be absorbed in the non-perturbative fit. Additionally, the choice
of bmax = b0 is suggested by the disagreement between the BLNY fit and the lattice data seen in Fig. 15 of Ref. [77].
In the lattice results, the fall-off of the BLNY result occurs around b = 0.5 GeV−1 (i.e. the bmax value for the BLNY
fit), suggesting that a larger bmax be used. In addition to the scale choices, certain experiments only provide data
that includes experimental cuts and not unfolded back to an inclusive level. In our data set, this only consists of the
data from the LHC. Performing the full Monte-Carlo integration for each set of non-perturbative values would be
computationally prohibitive. To address this issue, we calculate a cut efficiency for the initial set of non-perturbative
parameters and assume that this efficiency is not sensitive to the non-perturbative parameters chosen. After the fit is
complete, we check again the cut efficiency by performing a full calculation including the Monte-Carlo integration for
the χ2. From these cross checks, we validate that the cut efficiency is insensitive to the non-perturbative parameters.
To increase the weight of the rapidity dependence data from the global χ2 fit, the PDF uncertainties of ATLAS, CMS,
and LHCb data set are divided by a factor of 3. For other data set, the PDF uncertainty remains the original value.
After fitting, the χ2 are calculated again using the normal PDF uncertainty for every data set.

The fits are performed using 8 Markov chains that are run until they converge. This ensures that the fit that we
find is the global minimum instead of a local minimum. After the chains have converged, we perform an additional
100,000 iterations to determine the optimal fit values, the uncertainty of each parameter, and the correlations between
the different parameters. Additional details on the procedure can be found in Ref. [73].

Over the course of the fits, we found that the best fit results had g3 consistent with zero. Therefore, for the final
fit result presented here we set g3 to zero. For the best fit value of g5, we find that simultaneous fitting of g5 and g6
leads to a very flat distribution. To address this, we perform an iterated approach until the results converge. First,
we fix g5 to 1 and fit all the other parameters. Then we fix the other parameters to their best fit results and only
fit g5. This procedure is repeated until the values for all the parameters remain at their previous best fit. The total
χ2/dof from this fit is 380.8/384, and the break-down for each experiment is given in Tab. III. The best fit values
are given in Tab. IV. Furthermore, we perform an update to the SIYY fit from Ref. [78] using the same data set and
fitting techniques described above. The results for the SIYY fit are also given in Tab. IV and the χ2/dof is given as
481.7/384. This fit is slightly worse than the IFY fit. For completeness, we summarize the result of the SIYY fit in
Appendix F.

The correlation matrix is given as, for a set of parameters (g1, g2, g4, g6),

C =


1 0.288 −0.139 0.350

0.288 1 0.906 −0.174

−0.139 0.906 1 −0.334

0.350 −0.174 −0.334 1

 . (46)

Here we see a strong correlation between g2 and g4, with minor correlations between g1 and the other coefficients and
g4 and g6. The correlation between g1 and the other coefficients is expected since the g1 is just an overall constant and
shifting around any other coefficient will result in a need to also shift g1 to compensate. The posterior distributions
marginalized over the other parameters for each of the fitted coefficients is shown in Figs. 4 and 5, along with denoting
the one, two, and three σ confidence intervals. The one σ region is in green, the two σ region is in yellow, and the
three σ region is in red. The filled circle denotes the mean value along with the standard deviation. This is obtained
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Experiment Npts χ2 (IFY) χ2/dof (IFY) χ2 (SIYY) χ2/dof (SIYY)

CDF1 [64] 32 19.8 0.62 20.6 0.64

CDF2 [65] 41 48.5 1.18 62.6 1.53

D01 [66] 15 11.1 0.74 14.1 0.94

D02 [67] 8 19.4 2.43 21.9 2.74

E288 200 [68] 28 31.4 1.12 60.0 2.14

E288 300 [68] 35 34.6 0.99 42.0 1.20

E288 400 [68] 42 89.9 2.14 104.0 2.48

E605 [69] 35 54.5 1.56 71.1 2.03

R209 [70] 10 8.5 0.85 11.3 1.13

ATLAS [71] 48 9.2 0.19 11.4 0.24

CMS [2] 80 35.7 0.45 39.7 0.50

LHCb [72] 10 18.3 1.83 23.2 2.32

Total 384 380.8 0.992 481.7 1.25

TABLE III. The summary of the number of points, χ2, and χ2/dof for each experiment included in the fit. The reference to
each experiment is given in the table.

Parameter Value

g1 1.034 ± 0.026

g2 0.053 ± 0.025

g4 -0.143 ± 0.014

g5 13.45 ± 2.0

g6 1.468 ± 0.108

TABLE IV. The best fit result to the experimental data included in the IFY fit.

after marginalizing over the other parameters. The open circle denotes the global mode value. This is the point that
is sampled the most in the full parameter space by the MCMC. The consistency between the global mode and the
mean values shows that the MCMCs have converged well to the true minimum.

χ2 for g5 = 0 χ2 for g5 = 13.45

pT = 1.1 1.422 0.042

pT = 2.8 0.864 0.122

pT = 4.0 2.666 2.086

pT = 5.2 0.028 0.065

TABLE V. The χ2 of LHCb data of the first four points for g5 = 0 and g5 = 13.45.

A comparison of the IFY non-perturbative fit described above to the Tevatron data from CDF [64, 65] and D0 [66, 67]
are shown in Fig. 6. The experimental data was collected with

√
s = 1800 GeV for the Run I data (top row of the

figure), and with
√
s = 1960 GeV (bottom row) for the Run II data. The experimental data has been unfolded to

the inclusive Z production level in the invariant mass window of 66 GeV < Mℓℓ < 116 GeV. The cuts applied in
the analysis are shown in Tab. II. The comparison is made using the N3LL+NNLO prediction within ResBos2 and
comparing to the unshifted data. In these comparisons, the scale variations and PDF uncertainties in the calculation
are intentionally left out in the comparison to data to more easily demonstrate the quality of the fit.

A similar comparison is made to various low energy experiments. In this work, we consider the E288 experiment [68],
the E605 experiment [69], and the R209 experiment [70]. The E288 experimental data set consists of three different
incident proton energies (200 GeV, 300 GeV, and 400 GeV). The different incident proton energies are separated
into three different sets labeled E288 200, E288 300, and E288 400, respectively. The E288 experiment consisted of
colliding a proton beam on a copper target. The E605 experimental data set was taken at a center of mass energy
of 38.8 GeV with a 800 GeV proton beam on a copper target. The experiment measured the invariant dimuon cross

section (E d3σ
d3p ) for a fixed longitudinal momentum (xF = 0.1). Finally, the R209 experiment consisted of colliding

two proton beams at a center of mass energy of
√
s = 62 GeV. The data was separated into various invariant mass
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was fixed to be zero. Additional details in the text.
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FIG. 5. Best fit values on the marginalized g5 with 1,2,3 σ ranges in green, yellow, and red respectively.

windows and was inclusive on the rapidity of the dimuon pair. The comparison to the various low energy experiments
can be found in Fig. 7. Overall, we see good agreement between the ResBos2 IFY fit and the experimental data.
Again, the scale uncertainties and PDF uncertainties are not included to help make it clear the quality of the fit.

Overall, we see excellent agreement between the fitted IFY form and the experimental data. The fact that the
values for g5 and g6 are not consistent with zero supports that there is rapidity dependence in the non-perturbative
contributions to the transverse momentum resummation calculation. The rapidity dependence of the IFY form is
most strongly influenced by the LHCb data, specifically the low transverse momentum bins as shown in Tab. V. This
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FIG. 6. Comparison of the IFY Non-perturbative fit with the N3LL+NNLO accurate ResBos2 calculation to the Tevatron Z
boson transverse momentum data. The top row are the results from run I, with CDF [64] on the left and D0 [66] on the right.
The bottom row is the same as the top but with run II data [65, 67].

is supported by the observation that the numerical contribution of the g5 (and g6) term of Eq. (44) is negligible for
|y| less than about 2.5. Hence, the quality of the fits to the ATLAS and CMS Z boson data is not noticeable altered
by the inclusion of this rapidity-dependent term of the IFY form. A detailed comparison to all the LHC data is left
to the following section.

V. Z BOSON OBSERVABLES AT THE LHC

In this work, we compare to the ResBos2 prediction to all available Z boson transverse momentum and ϕ∗η distribu-
tions available at 7, 8, and 13 TeV. The ϕ∗η observable was proposed in Refs. [79, 80] and only depends on the angular
distribution of the final state leptons, but has a direct correlation to the transverse momentum of the Z boson, and
was first measured in D0 [81]. The observable is defined as

ϕ∗η = tan

(
π −∆ϕ

2

)
sin
(
θ∗η
)
, (47)

where ∆ϕ is the azimuthal separation of the two leptons and θ∗η is the measurement of the scattering angle with
respect to the proton beam direction in the rest frame of the Z boson, i.e.

cos
(
θ∗η
)
= tanh

(
η− − η+

2

)
. (48)
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data. The top row and the plot on the second row on the left are the results from E288 [68], the plot on the second row on the
right is the comparison to E605 data [69]. The bottom row is a comparison to R209 data [70].

In the above equation, η± corresponds to the rapidity of the positively or negatively charged lepton, respectively. In
the limit of small transverse momentum of the Z boson, one can approximate ϕ∗η as

ϕ∗η ≈ pT
Mℓℓ

sinϕCS, (49)

where ϕCS is the ϕ angle in the Collins-Soper frame [58]. This limit demonstrates the correlation between the transverse
momentum of the Z boson and the ϕ∗η observable.

Throughout the following sections, the resummation calculation is performed using CT18NNLO [75], with the
central scale given by C1 = b0, C2 = 1, C3 = 4b0, µF = MT , and µR = MT , and using the IFY non-perturbative
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FIG. 8. Comparison between the ResBos2 calculation and the ATLAS 7 TeV pT distributions from Ref. [82].
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FIG. 9. Comparison between the ResBos2 calculation and the ATLAS 7 TeV ϕ∗
η distributions from Ref. [83].

functional form described in the previous section. Additionally, we vary all the scales by factors of two under the
constraints that the ratio of all scaling factors is in the range 1/2 < s1/s2 < 2, where s1 and s2 are two of the scaling
factors. Furthermore, we require that the scale factor for C1, C3, and µF are kept the same with each other since
all of these scales relate to the cut-off between the non-perturbative region and the perturbative region. After all
the above constraints, we are left with 15 scale variations. To obtain the scale uncertainty, we take the maximum
variation of all the scales in each bin forming an envelope uncertainty. Additional details on the scale variations and
the dependency of the scales for the A, B, and C coefficients are given in App. A.
The 7 TeV data sets consists of a pT and ϕ∗η measurement from ATLAS [82, 83] and a pT measurement from

CMS [84]. The comparisons can be see in Figs. 8, 9, and 10. In each of these calculations, the data is given with the
error bars denoting the quadrature sum of the systematic and statistical uncertainties. The ResBos2 prediction with
the IFY non-perturbative fit described above is given with the PDF uncertainty in dark blue and the scale uncertainty
combined with the PDF uncertainty in light blue. We can see that the PDF uncertainty is typically on the order
of a few percent, while the scale uncertainty is about 5% for small pT and ϕ∗η and growing to about 10% at high
pT and ϕ∗η. There is a disagreement between the ResBos2 prediction and the experimental data at high transverse

momentum and ϕ∗η. This discrepancy can be accounted for by the N3LO corrections not included in the ResBos2
calculation as seen in Ref. [85]. Overall, the ResBos2 prediction shows excellent agreement with the data in the small
pT and ϕ∗η regions, in the intermediate region the agreement begins to degrade due to the break-down of the validity
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FIG. 10. Comparison between the ResBos2 calculation and the CMS 7 TeV pT distributions from Ref. [84].
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FIG. 11. Comparison between the ResBos2 calculation and the ATLAS 8 TeV ϕ∗
η distributions from Ref. [71].

of the resummation calculation and corrections related to matching that are left to a future work.
The complete LHC 8 TeV dataset on Z boson transverse momentum and ϕ∗η comes from both ATLAS [71] and

CMS [86]. The comparison between the ResBos2 calculation and the experimental data shows very similar features as
the comparison to the 7 TeV data, as expected. Again, we see excellent agreement in the small transverse momentum
(or ϕ∗η) region, a disagreement between the theory prediction and the data in the intermediate region due to needed
improvements in the matching region, and a prediction below the data at high transverse momentum that can be
improved by matching to the N3LO prediction. As an example, we show in Fig. 11 the comparison between the ResBos2
calculation and the ATLAS 8 TeV ϕ∗η distributions from Ref. [71]. In this figure, we also include the comparison to
the prediction of CFG resummation formalism, calculated with the same choice of scales and the central set of CT18
NNLO PDFs. It shows that the predictions of CSS and CFG resummation formalisms agree well within the scale
uncertainty of the CSS prediction. We have also confirmed that both formalisms yield almost identical predictions
when using the canonical scales in the numerical calculations.

Finally, we compare the ResBos2 predictions to the LHC 13 TeV datasets on Z boson transverse momentum and ϕ∗η
distributions. The measurements at 13 TeV come from ATLAS [87], CMS [2], and LHCb [72]. The overall agreement
between the ResBos2 prediction and the experimental data is consistent with what is seen at 7 and 8 TeV. However,
there appears to be better agreement in the intermediate transverse momentum and ϕ∗η region compared to 7 and
8 TeV. Again, the disagreement at large transverse momentum can be addressed with the inclusion of higher order
corrections.

Overall, ResBos2 can accurately describe the LHC data for Z boson production in the small transverse momentum
and ϕ∗η regions, as expected. Additionally, since the ResBos2 prediction only matches to NNLO at large transverse

momentum, there is missing strength compared to the experimental data that can be resolved by matching to N3LO.
The matching to N3LO is left to a future work as well. Here, we only show the detailed comparison to the ATLAS [71]
and CMS [86] 8 TeV pT data (Figs. 12) and 13, respectively), the CMS 13 TeV pT data [2] (Fig. 14), and the LHCb
13 TeV pT data [72] (Fig. 15 right panel). The non-perturbative function obtained above is still able to accurately
describe the other LHC pT datasets (Figs. 8, 10, 13, and 15) and all of the ϕ∗η datasets (Fig. 16).

VI. W MASS DETAILS

Recently, CDF measured the W mass to be 80,433 ± 9 MeV [25]. This is the most precise direct measurement of
the W mass. However, this result deviates from the Standard Model predicted mass of 80,359.1 ± 5.2 MeV [26] by
7σ. The version of ResBos used by the CDF experiment was only accurate to NNLL+NLO. In Ref. [27] and this work
we investigate the impact of including higher order corrections into the study. Additionally, in this work we delve
into additional questions that were raised about the validity of the theory calculation used by CDF besides the formal
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FIG. 12. Comparison between the ResBos2 calculation and the ATLAS 8 TeV pT distributions from Ref. [71].
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FIG. 13. Comparison between the ResBos2 calculation and the CMS 8 TeV pT distributions from Ref. [86].
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FIG. 14. Comparison between the ResBos2 calculation and CMS [2] for the pT distribution in different rapidity bin.
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FIG. 15. Comparison between the ResBos2 calculation and ATLAS [87] on the left, CMS [2] in the middle, and LHCb [72] on
the right for the pT distribution.
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FIG. 16. Comparison between the ResBos2 calculation and ATLAS [87] on the left, CMS [2] in the middle, and LHCb [72] on
the right for the ϕ∗

η distribution.

accuracy of the calculation, including width effects, handling of the scales, detector smearing, and PDF effects.

A. Width Effects
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FIG. 17. Comparison of the mT distribution for various different choices of ΓW . The width used by CDF was 2.0895 GeV
(red curve), and the blue and purple curve represent the shift in the width up and down by one standard deviation of the
uncertainty quoted by the PDG [88].

In the extraction of the W mass, the CDF experiment kept fixed the width of the W boson to 2.0895 GeV. We
follow the approach taken by CDF and write the propagator of the W boson as a Breit-Wigner shape with an energy-
dependent width. The couplings of gauge bosons to fermions are defined in the Gµ scheme. To estimate the impact
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of varying the width on the CDF result, we varied the width by 0.042 GeV based on the uncertainty from the global
width measurement from the PDG [88]. Additionally, a fourth variation was used in which the width was fixed to
the Standard Model prediction for the width at NLO, in which the width is proportional to M3

W . The experimental

observable most sensitive to the width is mT =
√
2 (pT (ℓ)pT (ν)− p⃗T (ℓ) · p⃗T (ν)), and thus we only preformed the

extraction for this observable. The effect of the width on mT can be found in Fig. 17, where the red uncertainty
band gives the statistical uncertainty from CDF. It is clear that the effect of the width is important at high mT (i.e.
mT > 80 GeV). Table VI shows the extracted mass shift for the different mass scenarios described above.

Width Mass Shift [MeV]

2.0475 GeV 2.0 ± 0.5

2.1315 GeV 0.3 ± 0.5

NLO 1.2 ± 0.5

TABLE VI. The shift in MW due to changing the width. The width is varied by the uncertainty from the PDG [88], with the
central value set to 2.0895 GeV used by the CDF collaboration [25]. Additionally, the Standard Model prediction for the width
at NLO is considered.

B. The ratio for the normalized pT (W ) to the normalized pT (Z)
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FIG. 18. Normalized PT (W ) distributions due to QCD scale variation.

A new feature in the recent CDF measurement was to use the ratio of the normalized pT (W ) distribution to the
normalized pT (Z) distribution to further constrain their systematic uncertainties. To estimate the theory uncertainty
in this ratio, the CDF experiment used the DYQT code [89, 90] instead of the ResBos code. Here, we follow the
procedure carried out by CDF. In this study, the scales are treated as fully correlated between pT (W ) and pT (Z)
in the “tuned” ResBos NNLL+NLO predictions (i.e. the non-perturbative parameters in the ResBos calculation are
modified to reproduce the Z boson data as described in Ref. [27]). Figure 18 shows in the upper panel the normalized
pT (W ) distribution, Di = ( dσ

σdpT
)W (i), for each of the 15 scale choices, and in the lower panel the ratio ofDi/D1, where

D1 corresponds to the canonical scale choice. By applying the envelope method [25], CDF further constrained the
allowed QCD scale variation in the normalized pT (W ) distribution by fitting to their measurement of the normalized
pT (W ) distribution with ∆χ2 = 1. Given the allowed range of the normalized pT (W ) distribution, one could extract
the fitted value of MW from the corresponding mT , pT (ℓ) and pT (ν) distributions, respectively. This result is shown
in Table VII. We have checked that a similar conclusion also holds when using the N3LL+NNLO predictions.
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Mass Shift [MeV]

mT pT (ℓ) pT (ν)

Scale ResBos2 +Detector Effect+FSR ResBos2 +Detector Effect+FSR ResBos2 +Detector Effect+FSR

Upper 1.2 ± 0.5 0.8 ± 1.8 ± 1.1 3.1 ± 2.1 -6.5 ± 2.7 ± 1.3 1.4 ± 2.1 -4.9 ± 3.4 ± 2.0

Lower 1.2 ± 0.5 -0.7 ± 1.8 ± 01. 1.8 ± 2.1 9.4 ± 2.6 ± 1.2 0.0 ± 2.1 4.8 ± 3.4 ± 1.9

TABLE VII. The shift in MW due to QCD scale variation in the ratio of the normalized pT (W ) distribution to the normalized
pT (Z) distribution, following the envelope method carried out by CDF.

C. Detector Smearing and Final State Radiation Effects

The ResBos code does not contain final state QED radiation (FSR) nor detector effects in the calculation. These
effects smear out the observables used to measure the W mass, especially mT . To investigate the impact of these
effects, we parameterize the smearing effect and fit it to the data observed by CDF. In particular, we chose to
study the electron channel since the impact of FSR and the background are both smaller than the muon channel.
The comparison of the tuned smearing to the CDF data can be seen in Fig. 19. We used a three parameter fit to
determine the width of the Gaussian based on the energy of the particle given by σ

E = a⊕ b√
E
⊕ c

E , where a, b, and

c are the parameters of the fit, and the terms are added in quadrature to obtain the width. Both the pseudodata
and the mass templates are smeared using the same functional form, and the results are given in Tab. II of Ref. [27].
This form will not capture the detection efficiency nor all of the FSR effects, but can reproduce the general shape
of the mT distribution shown in Fig. 19. We leave a detailed study of FSR to a future work, and require additional
information from the CDF collaboration to accurately model the detector acceptance.

To estimate the impact of the approximation of the detector response on the extraction of MW , we preform an
additional check in which a simple Gaussian with a width of 5% for electrons and 11% for neutrinos is used to smear
the results. The comparison between the two approaches are given in Tab. VIII. We find that the choice of smearing
does not have an impact on the extracted result of MW , so long as the smearing of the data and the templates are
identical. The accuracy of the model used by CDF to smear the theory templates is beyond the scope of this work,
but the inaccuracy of our model compared to that used by CDF does not change the conclusions drawn within this
work.
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FIG. 19. Comparison of the smeared mT distribution to the CDF data. The red curve is the result of the smearing, and the
blue curve is the extracted CDF data in the electron channel.

D. PDF-induced Correlations

In Table IX, we compared the shift of MW for different PDF sets using mT , pT (ℓ), and pT (ν). Again, the central
prediction used was CT18NNLO [75] with a mass of 80,385 MeV. The uncertainties quoted are the PDF uncertainties
for the given PDF set. As discussed in Ref. [27], it is unclear to us how to appropriately propagate the uncertainties
from individual observables to the final mass extraction done by CDF. Therefore, we simply quote the individual
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Mass Shift [MeV]

Observable Smearing 1 Smearing 2

mT 0.2 ± 1.8 ± 1.0 1.0 ± 2.1 ± 1.3

pT (ℓ) 4.3 ± 2.7 ± 1.3 4.5 ± 2.6 ± 1.4

pT (ν) 3.0 ± 3.4 ± 2.2 3.8 ± 4 ± 2.7

TABLE VIII. Summary of the shift in MW due to two different smearing methods. The first uncertainty denotes the statistical
uncertainty, and the second uncertainty results from an approximate model simulating the detector effect and FSR, calculated
from generating 100 different smearings on the data. “Smearing 1” refers to the fit result to the CDF data, and “Smearing 2”
refers to the crude Gaussian smearing.
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FIG. 20. PDF-induced correlation ellipses, at the 68% confidence level (C.L.), between the fiducial cross sections of W and Z
boson production at the Tevatron Run II.

values and make no attempt at a combination.

mT pT (ℓ) pT (ν)

PDF Set NNLO NLO NNLO NLO NNLO NLO

CT18 0.0 ± 1.3 1.8 ± 1.2 0.0 ± 15.9 2.0 ± 14.3 0.0 ± 15.5 2.9 ± 14.2

MMHT2014 1.0 ± 0.6 2.6 ± 0.6 6.2 ± 7.8 36.7 ± 7.0 3.9 ± 7.5 36.0 ± 6.7

NNPDF3.1 1.1 ± 0.3 2.1 ± 0.4 2.1 ± 3.8 13.5 ± 4.9 5.4 ± 3.7 10.0 ± 4.9

CTEQ6M N/A 2.8 ± 0.9 N/A 19.0 ± 10.4 N/A 20.9 ± 10.2

TABLE IX. Comparison of the shift of MW for different PDF sets using the mT , pT (ℓ) and pT (ν) observables, respectively.
The central prediction used was CT18NNLO with a mass of 80,385 MeV. The uncertainties quoted are the PDF uncertainties for
the given PDF set.

Below, we briefly summarize a few PDF-induced correlations, predicted at N3LL+NNLO, relevant to the CDF
analysis.

Figure 20 shows the PDF-induced correlation ellipses between the fiducial cross sections of W and Z boson pro-
ductions (σW vs. σZ) at the Tevatron Run II for various PDF sets. Here, the fiducial region is defined for Z boson
events as pT (Z) < 15 GeV, 30 < pT (ℓ) < 55 GeV, |η(ℓ)| < 1, and 66 < Mℓℓ < 116 GeV. Similarly, the W boson
fiducial region is required to satisfy pT (W ) < 15 GeV, 30 < pT (ℓ) < 55 GeV, 30 < pT (ν) < 55 GeV, |η(ℓ)| < 1, and
60 < mT < 100 GeV. Figure 21 displays the PDF-induced correlation of MW (extracted from the mT distribution)
and CT18 NNLO error PDFs, for various flavors as a function of x at Q = 100 GeV. It shows that at the typical value
of x, for the inclusive production of W boson at the Tevatron, around MW /

√
S ≃ 80/1960 ≃ 0.04, the PDF-induced

error in MW is mainly correlated to that of the PDF-ratios d̄/ū, d/u and d-PDFs.
As discussed in Refs. [91, 92], one can easily find the first few leading eigenvector (EV) sets of error PDFs relevant

to a particular experimental observable, such as the mT distribution, by applying the ePump-optimization procedure.
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FIG. 21. PDF-induced correlation cosine between the extracted W boson mass (from mT distribution) and the CT18 NNLO
PDFs at the specified x value with Q = 100 GeV.

This application of ePump (error PDF Updating Method Package) is based on ideas similar to that used in the
data set diagonalization method developed by Pumplin [93]. It takes a set of Hessian error PDFs and constructs
an equivalent set of error PDFs that exactly reproduces the Hessian symmetric PDF uncertainties, but in addition
each new eigenvector pair has an eigenvalue that quantitatively describes its contribution to the PDF uncertainty of
a given data set or sets. The new eigenvectors can be considered as projecting the original error PDFs to the given
data set, and be optimized or re-ordered so that it is easy to choose a reduced set that covers the PDF uncertainty
for the input data set to any desired accuracy [91, 92]. The result is shown in Figs. 22 and 23. The eigenvalues of
the three leading EV sets, after applying the ePump-optimization, are 44.5, 3.0, 2.4, respectively. The combination of
those top three optimized error PDFs contributes up to 99.6% in the total PDF variance of the 50 given data points,
i.e., with 50 bins in mT distribution. This ePump-optimization allows us to conveniently use these three leading
new eigenvectors (with a total of six error sets), in contrast to applying the full 58 error sets of the CT18 NNLO
PDFs, to study the PDF-induced uncertainty of the mT observable. Among them, the leading set EV01 dominates
the Jacobian region, for mT around MW . Hence, one could use those three leading pairs of EV sets to perform Monte
Carlo study, such as studying the detector effect on the determination of MW . The contributions provided by those
three pairs of eigenvector PDFs to the PDF-induced uncertainty of mT distribution, for various parton flavors and
x-ranges, are depicted in Fig. 23. The first eigenvector pair (EV01) gives the largest PDF contribution to the mT

uncertainty, dominates the d and d̄/ū uncertainties in the x region of the W boson production at the Tevatron. In
the same figure, we also show the other two noticeable contributions of those three leading EV sets, which are found
in the strangeness and gluon PDFs.

For completeness, we also show in Fig. 24 the correlation cosine plot similar to Fig. 21, but for the W boson mass
extracted from pT (ℓ) distribution. (The same conclusion also holds for using the normalized pT (ν) distribution.) We
note that the most relevant PDF flavors in these two cases are d and g PDFs. Due to the larger uncertainty in
g-PDF, the PDF-induced uncertainty on the extracted W boson mass is larger than the one extracted from the mT

distribution, as shown in Table IX.
We also investigate the PDF-induced correlations in MW measurement at the 13 TeV LHC. In this study, we apply

an acceptance cut of pT (ℓ) > 30 GeV, pT (ν) > 30 GeV, pT (W ) < 30 GeV, mT > 60 GeV, |ηℓ| < 2.5 to mimic
the ATLAS detector. We repeat the procedure described in Ref. [27] to extract the MW using the mT distribution
and the pT (ℓ) distribution. Additionally, we consider the Jacobian asymmetry introduced in Ref. [94]. The Jacobian
asymmetry is defined as

Apℓ
T
(pℓ,min

T , pℓ,mid
T , pℓ,max

T ) =
Lpℓ

T
− Upℓ

T

Lpℓ
T
+ Upℓ

T

(50)

where Lpℓ
T
and Upℓ

T
are given as

Lpℓ
T
=

∫ pℓ,mid
T

pℓ,min
T

dpℓT
dσ

dpℓT
, Upℓ

T
=

∫ pℓ,max
T

pℓ,mid
T

dpℓT
dσ

dpℓT
. (51)
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FIG. 22. Fractional contribution of the three leading optimized eigenvector PDFs (EV01, EV02 and EV03) to the variance of
the mT distribution, normalized to each bin, obtained from the ePump-optimization analysis.
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FIG. 24. Similar to Fig. 21, but from pT (ℓ) distribution.
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FIG. 25. Jacobian asymmetry as a function of MW input. The phase space is the same as what reference [94] describes,
in addition of the selection cut of pT (W ) < 15 GeV. The PDF input is CT18NNLO. The error band represents the scale
uncertainty of calculation.

Reference [94] show that this variable may be more sensitive to MW than traditional variables at the LHC. Fig. 25
shows the plot of asymmetry variable as a function of MW input. As the plot shown, the Jacobian asymmetry has
linear relation with the MW input. Therefore, we also choose to extract MW using this asymmetry for PDF-induced
correlation studies. By using the MW measured, we also show in Fig. 26 the correlation cosine plot similar to Fig. 21
and Fig. 24. Different to the Tevatron case, the PDF-induced error in MW is mainly correlated to the s-PDFs if the
Jacobian asymmetry of the pT (ℓ) distribution is used to extract the MW . Instead, if the mT distribution is used to
extract the MW , the PDF-induced error in MW is not obvious correlated to specific parton flavors.

VII. CONCLUSIONS

In this work, we discussed the recent improvements in the ResBos resummation program known as ResBos2.
One significant improvement was in increasing the logarithmic accuracy from NNLL to N3LL in the resummation
calculation. Additionally, the resummation formalism was expanded to include both the CSS and CFG formalisms
into the same program. This enables a comparison between the two difference formalisms while easily controlling for
other implementation detail effects. Finally, the ResBos2 program improves upon the ResBos framework by including
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FIG. 26. Similar to Fig. 21, but in 13 TeV LHC case. From left to right, the MW is extracted from pT (ℓ) distribution, mT

distribution, and the Jacobian asymmetry.

a complete NNLO calculation to be matched to. This is of vital importance to ensure that the angular distributions
for W and Z boson production are simulated correctly.

With the improvement of logarithmic accuracy, a new more accurate non-perturbative function of the Sudakov
factor was also required to meet the precision needs of the LHC. In this work, we proposed the IFY functional form
that includes rapidity dependence. We find that the non-perturbative function has mild rapidity dependence based
on the results of the fit. The IFY functional form was fit to data from fixed target experiments, the Tevatron, and
the LHC. Overall, there were 384 points included in the fit, and the best fit result had a χ2 of 380.8.

The ResBos2 prediction with the IFY functional form was then validated against the LHC data sets which are
intentional excluded from the fit. In the comparison to this set of LHC data, we find excellent agreement in the
small transverse momentum (or ϕ∗η) region as expected. However, in the intermediate matching region and the large
transverse momentum region the agreement is not as good. The large transverse momentum (or ϕ∗η) disagreement

is expected due to the large contributions from N3LO. The rough size of these corrections is of the same size as
the disagreement between the ResBos2 prediction at N3LL+NNLO. We plan to interface with a N3LO prediction in
a future work [18, 95]. The disagreement in the intermediate region requires further investigation of the matching
scheme and is left to a future work.

Finally, we provide additional details of related to extracting the W mass using ResBos2, expanding upon Ref. [27].
We include investigations into various explanations of the W mass anomaly from CDF such as: different approaches
for including the W width, a discussion on using the pT (W ) data to constrain the scale variations as described by the
CDF collaboration in Ref. [25], and an approximate modeling of the detector effects and QED final state radiation to
improve our final conclusions in Ref. [27]. We conclude theW mass discussion by investigating the impacts of PDFs for
both the LHC and Tevatron, and determine the most important contributions needed to reduce the PDF uncertainty
on any W mass measurement. We find that the up and strange quark uncertainty is the dominate uncertainty for
extracting the W mass at the LHC when using the Jacobian asymmetry of the pT (ℓ) distribution.
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Appendix A: Scale Variations

In the ResBos2 calculation, there exist 5 scales that can be varied to obtain the theoretical scale uncertainty. These
5 scales are the typical factorization and renormalization scales that appear in a fixed order calculation, and then
three resummation scales that arise from the solution of the renormalization group equations (denoted C1, C2, and
C3). The prescription that we propose to be used with the ResBos2 code is to fix the factorization scale, C1, and C3

to be scaled by the same prefactor, and vary C2 and µR independently. This combination gives a total of 15 scales to
be calculated for the scale uncertainty.

Additionally, the values of A, B, and C in the resummation formalism depend on the choice of C1, C2, and C3.
To obtain the scale dependence, the resummation formalism is expanded for arbitrary scales and is compared to the
canonical choice, (C1 = C3 = b0, and C2 = 1). In other words:

W (b,Q,C1, C2, C3) |O(αn
s )

=W (b,Q,C1 = b0, C2 = 1, C3 = b0) |O(αn
s )
, (A1)

where the definitions of C1, C2, and C3 can be found in the scale dependent resummation formalism given as:

W = exp

(
−
∫ C2

2Q
2

C2
1/b

2

dµ2

µ2
A(µ;C1) log

(
C2

2Q
2

µ2

)
+B(µ;C1, C2)

)

C ⊗ fa

(
x1,

C1

C2
,
C3

b

)
C ⊗ fb

(
x2,

C1

C2
,
C3

b

)
. (A2)

performing the series expansion of the previous equation, and using Eq. A1, to O
(
α3
s

)
, the scale dependence is given

by:

A(1) = A(1,c) (A3)

A(2) = A(2,c) − β0A
(1,c) log

(
b20
C2

1

)
(A4)

A(3) = A(3,c) + 4β2
0A

(1,c) log2
(
b0
C1

)
− 2 log

(
b0
C1

)(
β1A

(1,c) + 2β0A
(2,c)

)
(A5)

B(1) = B(1,c) −A(1,c) log

(
b20C

2
2

C2
1

)
(A6)

B(2) = B(2,c) −A(2,c) log

(
b20C

2
2

C2
1

)
+ β0

(
2A(1,c) log2

(
b0
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(A7)
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Comparing these results to that from Ref. [96], it is important to note the differences in the definition of β0 and
β1. In Ref. [96], the β functions are β0 = (11CA − 2nf )/6 and β1 = (17C2

A − 5CAnf − 3CFnf )/6, while here
β0 = (11CA − 2nf )/12 and β1 = (17C2

A − 5CAnf − 3CFnf )/24. Note that this result is consistent with Ref. [96],

except for the scale dependence in C(2). Additionally, the calculation is extended to include A(3) and B(3). The
maximum uncertainty for the Sudakov factor arises for the choice C1 = b0/2 and C2 = 2 and C1 = 2b0 and C2 = 1/2,
which can be understood from the fact that this has the largest impact on the value of the Sudakov integral. The
dependence of C3 for the uncertainty is more complicated, because it deals with the complex energy and x-dependence
of the PDFs.

When using the canonical choice of the scales, the scale variation in the CFG formalism can be readily obtained from
the conversion relations presented in Sec. II C. However, when using the non-canonical scales, due to the different
treatments of the hard factor H, cf. Sec. II B, the numerical difference in the predictions of the CSS and CFG
formalisms can increase as compared to the case of using the canonical scales. The difference between CSS and
CFG when using the canonical scales should differ starting at the next-to-next-to-next-to-next subleading log (i.e.
α4
s log(q

2
T /Q

2)). When using the non-canonical scales, the difference arises first in the B(2) and C(1) terms due to the
different scales the hard function is now evaluated at (see Eqs. (38)).

Appendix B: Computational Improvements

As the accuracy of the ResBos code increases, the computational needs also drastically increase. To address these
needs, two approaches can be taken. First, improved algorithms can be developed to improve the overall performance.
Second, different computing architectures can be leveraged to provide more computing resources. Both of these
approaches result in a smaller amount of walltime used to obtain predictions. The ResBos2 code takes advantage of
both methods to speed up calculations and take advantage of highly parallel computers.

1. Algorithmic Improvements

There are two major algorithmic improvements in the ResBos2 code that enable a significant speed improvement
in overall compute requirements. The first and most important algorithmic improvement is the use of Ogata quadra-
ture [97]. The second improvement is in the handling of the convolution kernels required in the impact parameter
calculation.
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a. Ogata Quadrature

Ogata in Ref. [97] proposes a novel quadrature formula with the zeros of the Bessel function as nodes, i.e.∫ ∞
−∞

|x|2ν+1f(x)dx ≈ h

∞∑
k=−∞,k ̸=0

wνk|hξνk|2ν+1f(hξνk), (B1)

where

wνk =
Yν(πξν|k|

Jν+1(πξν|k|
=

2

π2ξν|k|jν+1(πξν|k|)
, k = ±1,±2, . . . , (B2)

with ν is a real constant greater than -1, h is a positive step size, ξνk are the zeros for the Bessel function Jν(πx) of
the first kind with of order ν ordered in an increasing order for increasing k with ξν−k = −ξνk, and Yν is the Bessel
function of the second kind of order ν. The approach takes influence from the double exponential (DE) quadrature
formula [98]. The DE formula is known to be optimal for a large class of integrals. However, this approach fails for
oscillatory functions over infinite intervals. The use of DE for oscillatory functions of the Fourier transform type was
first addressed in Ref. [99]. The authors of Ref. [99] chose a DE transform such that the nodes of the quadrature
rapidly approached the zeros of the function sin(x), allowing for the integral to be computed with a small number of
function evaluations.

The work of Ogata [97] was to extend the DE approach for Fourier type integrals to integrals of the Hankel
transform, i.e. ∫ ∞

0

f(x)Jν(x)dx . (B3)

These integrals show up in the resummation calculation, and thus finding a DE quadrature rule would significantly
reduce the number of function evaluations needed. To achieve a DE-type formula, the variables are transformed as

x =
π

h
ψ(t) with ψ(t) = t tanh(

π

2
sinh t) . (B4)

This transforms the integral for the Hankel transform as∫ ∞
0

f(x)Jν(x)dx ≈ π

∞∑
k=1

wνkf(
π

h
ψ(hξνk))Jν(

π

h
ψ(hξνk)ψ

′(hξνk) . (B5)

The above infinite sum can be truncated with a small number of function evaluations, as the value π
hψ(hξνk) approaches

πξνk double exponentially as k → ∞.
This approach still requires an optimization for the choice of h and the upper bound on the sum (N). A method to

achieve this was proposed in Ref. [100]. In this work, the authors investigate the uncertainty estimates to determine
an optimal value for h and N . The uncertainty after the above transformation arises from two pieces. The first arises
from the approximation of the quadrature at a finite value of h and is estimated as O(e−c/h), where c is some positive
constant which depends on the function being integrated. The second term arises from the truncation of the sum at
some finite value N and is given as

IνN+1 = h

∞∑
j=N+1

wνj |hξνj |2ν+1f(hξνj). (B6)

In Ref. [100], the authors found that the optimal choice of parameters can be obtained by maximizing the contribution
of the first node, i.e.

∂

∂h
(h(hξ2ν+1

ν1 f(hξν1)) = 0. (B7)

The equation is then solved for h and the resulting value is defined as hu. However, it is important to note that the
value for hu tends to be large, thus making the value of O(e−c/h) also large. This can be resolved by noticing that
for a fixed N , the final nodes can be placed in the same position for some new h by enforcing

huξνN =
π

h
ψ(hξνN ), (B8)
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which has a solution defined as ht at

ht =
1

ξνN
sinh−1

(
2

π
tanh−1

(
hu
π

))
. (B9)

The above equation only has a solution for hu < π. To address this issue, an upper bound on hu can be set to
ensure that the calculated value of ht is always well defined. A demonstration of the effectiveness of this optimization
technique can be seen in Fig. 6 from Ref. [100].

This algorithm with the optimization is implemented in the ResBos code and significantly reduces the number of
function evaluations needed in impact parameter space to achieve an accurate conversion back to momentum space.
Overall, this introduces a speed up of 10-100 depending on the value of transverse momentum considered.

b. Convolution Improvements

A major use of computational resources in the ResBos calculation is the convolution of the hard collinear kernels
with the PDF. This becomes especially expensive for calculating C(2). However, it is straightforward to pre-tabulate
these values similar to how PDFs are handled in tools like LHAPDF [101]. The convolution can be written as

C ⊗ f(x,Q2) =

∫ 1

x

C(z)f(x/z,Q2)dz . (B10)

Additionally, the convolution can be carried out using a fixed quadrature algorithm like Double Exponential Quadra-
ture [98]. When using a fixed quadrature algorithm, the values of z evaluated for all x and Q2 are the same. Thus
the values for C(z) can be tabulated in the first iteration and then just read off for each subsequent iteration. This
allows for a significant time improvement in generating convolution grids, which can then be interpolated to create a
significant time improvement when generating the resummation and asymptotic grids.

2. Architecture Improvements

The ResBos calculation consists of two components. Firstly, resummation, perturbation, and asymptotic grids
in Q, pT , and y are generated over the required parameter space. This piece only includes the production of the
vector boson being considered. Secondly, the grids are then interpolated and combined with the decay of the vector
boson through the use of integration over the entire phase space. The integration over the phase space is optimized
using adaptive importance sampling via the VEGAS algorithm [102, 103]. Both of these components are trivially
parallelizable. Therefore, it is possible to see a significant improvement in the performance through the use of a
message passing interface (MPI) to enable communication between a set of CPUs. This results in a overall walltime
speed-up directly proportional to the number of CPUs used. Investigations into using GPUs for the parallelization
are currently underway and are left to a future work.
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Appendix C: B(3) and C(2) coefficients

The coefficients up to NNLL can be found in Section IIA and IIB for the CSS and CFG formalisms respectively.
For the additional terms that appear at N3LL, they can be found in [50, 51], and are reproduced here for ease.

The B anomalous dimension in CSS at O
(
α3
s

)
is given as:

BDY
3 = γDY

2 − γr2 + β1c
DY
1 + 2β0

(
cDY
2 − 1

2

(
cDY
1

)2)
, (C1)

substituting the numbers into the equation above, the numerical result is given as:

BDY
3 = 114.98− 11.27nf + 0.32n2f , (C2)

where nf is the number of active flavors. Note the above equation differs from that in [50], since the expansion in [50]
is for αs

4π , while this work uses αs

π .

The hard-collinear coefficients C
(2)
ij at the NNLO for vector boson production are given by five different initial

states: qq̄, qq̄′, qq, qq′, and qg. These coefficients can be respectively obtained from (reproduced from Ref. [51] for
convenience):

2C
(2)
qq̄ (z) + δ (1− z)

[
HDY (2)

q − 3

4

(
HDY (1)

q

)2
+
CF

4

(
π2 − 8

)
HDY (1)

q

]
+

1

2
CFH

DY (1)
q (1− z)

= HDY (2)
qq̄←qq̄ (z)−

C2
F

4

[
δ (1− z)

(
π2 − 8

)2
4

+
(
π2 − 10

)
(1− z)− (1 + z) ln z

]
, (C3)

C(2)
qg (z) +

1

4
HDY (1)

q z (1− z) = HDY (2)
qq̄←qg (z)

− CF

4

[
z ln z +

1

2

(
1− z2

)
+

(
π2

4
− 4

)
z (1− z)

]
, (C4)

C(2)
qq (z) = HDY (2)

qq̄←qq (z) , (C5)

C
(2)
qq′ (z) = HDY (2)

qq̄←qq′ (z) , (C6)

C
(2)
qq̄′ (z) = Hqq̄←qq̄′ , (C7)
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where the scheme independent hard-collinear coefficient functions (H) are given by:

HDY (2)
qq̄←qq̄(z) = CACF

{(
7ζ3
2

− 101

27

)(
1

1− z

)
+

+

(
59ζ3
18

− 1535

192
+

215π2

216
− π4

240

)
δ(1− z)

+
1 + z2

1− z

(
− Li3(1− z)

2
+ Li3(z)−

Li2(z) log(z)

2
− 1

2
Li2(z) log(1− z)

− 1

24
log3(z)− 1

2
log2(1− z) log(z) +

1

12
π2 log(1− z)− π2

8

)
+

1

1− z

(
− 1

4

(
11− 3z2

)
ζ3 −

1

48

(
−z2 + 12z + 11

)
log2(z)

− 1

36

(
83z2 − 36z + 29

)
log(z) +

π2z

4

)
+ (1− z)

(
Li2(z)

2
+

1

2
log(1− z) log(z)

)
+
z + 100

27
+

1

4
z log(1− z)

}
+ CFnF

{
14

27

(
1

1− z

)
+

+
1

864

(
192ζ3 + 1143− 152π2

)
δ(1− z)

+

(
1 + z2

)
72(1− z)

log(z)(3 log(z) + 10) +
1

108
(−19z − 37)

}
+ C2

F

{
1

4

(
−15ζ3 +

511

16
− 67π2

12
+

17π4

45

)
δ(1− z)

+
1 + z2

1− z

(
Li3(1− z)

2
− 5Li3(z)

2
+

1

2
Li2(z) log(1− z) +

3Li2(z) log(z)

2

+
3

4
log(z) log2(1− z) +

1

4
log2(z) log(1− z)− 1

12
π2 log(1− z) +

5ζ3
2

)
+ (1− z)

(
−Li2(z)−

3

2
log(1− z) log(z) +

2π2

3
− 29

4

)
+

1

24
(1 + z) log3(z)

+
1

1− z

(
1

8

(
−2z2 + 2z + 3

)
log2(z) +

1

4

(
17z2 − 13z + 4

)
log(z)

)
− z

4
log(1− z)

}
+ CF

{
1

z
(1− z)

(
2z2 − z + 2

)(Li2(z)

6
+

1

6
log(1− z) log(z)− π2

36

)
+

1

216z
(1− z)

(
136z2 − 143z + 172

)
− 1

48

(
8z2 + 3z + 3

)
log2(z)

+
1

36

(
32z2 − 30z + 21

)
log(z) +

1

24
(1 + z) log3(z)

}
, (C8)

HDY (2)
qq̄←qq̄′(z) = CF

{
1

12z
(1− z)

(
2z2 − z + 2

)(
Li2(z) + log(1− z) log(z)− π2

6

)
+

1

432z
(1− z)

(
136z2 − 143z + 172

)
+

1

48
(1 + z) log3(z)

− 1

96

(
8z2 + 3z + 3

)
log2(z) +

1

72

(
32z2 − 30z + 21

)
log(z)

}
, (C9)
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HDY (2)
qq̄←qq(z) = CF

(
CF − 1

2
CA

){
1 + z2

1 + z

(
3Li3(−z)

2
+ Li3(z) + Li3

(
1

1 + z

)
− Li2(−z) log(z)

2

− Li2(z) log(z)

2
− 1

24
log3(z)− 1

6
log3(1 + z) +

1

4
log(1 + z) log2(z)

+
π2

12
log(1 + z)− 3ζ3

4

)
+ (1− z)

(
Li2(z)

2
+

1

2
log(1− z) log(z) +

15

8

)
− 1

2
(1 + z)

(
Li2(−z) + log(z) log(1 + z)

)
+
π2

24
(z − 3) +

1

8
(11z + 3) log(z)

}
+ CF

{
1

12z
(1− z)

(
2z2 − z + 2

)(
Li2(z) + log(1− z) log(z)− π2

6

)
+

1

432z
(1− z)

(
136z2 − 143z + 172

)
− 1

96

(
8z2 + 3z + 3

)
log2(z)

+
1

72

(
32z2 − 30z + 21

)
log(z) +

1

48
(1 + z) log3(z)

}
, (C10)

HDY (2)
qq̄←qq′(z) = HDY (2)

qq̄←qq̄′(z) , (C11)

HDY (2)
qq̄←qg(z) = CA

{
− 1

12z
(1− z)

(
11z2 − z + 2

)
Li2(1− z)

+
(
2z2 − 2z + 1

)(Li3(1− z)

8
− 1

8
Li2(1− z) log(1− z) +

1

48
log3(1− z)

)

+
(
2z2 + 2z + 1

)(3Li3(−z)
8

+
Li3

(
1

1+z

)
4

− Li2(−z) log(z)
8

− 1

24
log3(1 + z)

+
1

16
log2(z) log(1 + z) +

1

48
π2 log(1 + z)

)
+

1

4
z(1 + z)Li2(−z) + zLi3(z)

− 1

2
zLi2(1− z) log(z)− zLi2(z) log(z)−

3

8

(
2z2 + 1

)
ζ3 −

149z2

216

− 1

96

(
44z2 − 12z + 3

)
log2(z) +

1

72

(
68z2 + 6π2z − 30z + 21

)
log(z)

+
π2z

24
+

43z

48
+

43

108z
+

1

48
(2z + 1) log3(z)− 1

2
z log(1− z) log2(z)

− 1

8
(1− z)z log2(1− z) +

1

4
z(1 + z) log(1 + z) log(z)

+
1

16
(3− 4z)z log(1− z)− 35

48

}
+ CF

{(
2z2 − 2z + 1

)(
ζ3 −

Li3(1− z)

8
− Li3(z)

8
+

1

8
Li2(1− z) log(1− z)

+
Li2(z) log(z)

8
− 1

48
log3(1− z) +

1

16
log(z) log2(1− z)

+
1

16
log2(z) log(1− z)

)
− 3z2

8
− 1

96

(
4z2 − 2z + 1

)
log3(z) +

1

64

(
−8z2 + 12z + 1

)
log2(z)

+
1

32

(
−8z2 + 23z + 8

)
log(z) +

5

24
π2(1− z)z +

11z

32
+

1

8
(1− z)z log2(1− z)

− 1

4
(1− z)z log(1− z) log(z)− 1

16
(3− 4z)z log(1− z)− 9

32

}
, (C12)

HDY (2)
qq̄←gg(z) = − z

2

(
1− z +

1

2
(1 + z) log(z)

)
, (C13)
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where Lik(z) (k = 2, 3) are the polylogarithm functions,

Li2(z) = −
∫ z

0

dt

t
ln(1− t) , Li3(z) =

∫ 1

0

dt

t
ln(t) ln(1− zt) , (C14)

and the H factors are the scheme dependent resummation factors. For CSS, H is 1 to all orders, while for CFG, H
has αs dependence.

Appendix D: Bessel Integrals

In the calculation of the asymptotic expansion, integrals with varying powers of the impact parameter (b). The
main integration needed can be expressed of the form:

∫ ∞
0

dηηJ0 (η)F (η) , (D1)

This integral can be performed by using the following integration by parts identity:

∫ ∞
0

dηηJ0 (η)F (η) = −
∫ ∞
0

dηηJ1 (η)
dF (η)

dη
, (D2)

which is true given that the boundary term vanishes,
(
ηJ1 (η)F (η)

∞
η=0 = 0

)
. Additionally, the following integral

results will be important in obtaining both the asymptotic and singular piece up to O
(
α3
s

)
:

∫ ∞
0

dηJ1 (η) ln
m

(
η2Q2

b20p
2
T

)
=



1, if m = 0

ln Q2

p2
T
, if m = 1

ln2 Q2

p2
T
, if m = 2

ln3 Q2

p2
T
− 4ζ(3), if m = 3

ln4 Q2

p2
T
− 16ζ(3) ln Q2

p2
T
, if m = 4

ln5 Q2

p2
T
− 40ζ(3) ln2 Q2

p2
T
− 48ζ(5), if m = 5,

ln6 Q2

p2
T
− 80ζ(3) ln3 Q2

p2
T
− 288ζ(5) ln Q2

p2
T
+ 160ζ(3)2, if m = 6,

(D3)

where b0 = 2e−γE ≃ 1.123, and γE is the Euler constant. Up through m = 2 is needed for the O (αs) calculations,
through m = 4 is needed for the O

(
α2
s

)
calculations, and all of the above will be needed for the O

(
α3
s

)
calculations.
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Appendix E: O
(
α3
s

)
Asymptotic Expansion coefficients

The coefficients for the asymptotic expansion at O
(
α3
s

)
are given as:

3C
(i,j)
5 =

1

4

(
A(1)

)3
fifj ,

3C
(i,j)
4 =

(
A(1)

)2(5

4
B(1)fifj −
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3
β0fifj +
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8
fiP
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8
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Appendix F: Fits to the SIYY form

Here, we summarize the fitted values of the non-perturbative parameters when using the SIYY form. As shown in
Ref. [78], the non-perturbative Sudakov factor was introduced as

SSIY Y = g1b
2 + g2 ln(b/b∗) ln(Q/Q0) + g3b

2
(
(x0/x1)

λ + (x0/x2)
λ
)
, (F1)
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Parameter SIYY fit values

g1 0.0 ± 0.004

g2 0.773 ± 0.042

g3 0.122 ± 0.006

TABLE X. The values of the fitted parameters (g1, g2, g3) in the SIYY form, when fitting to the complete set of experimental
data listed in Table II.

where Q2
0 = 2.4 GeV2, x0 = 0.01, λ = 0.2, x1 = Q√

s
ey and x2 = Q√

s
e−y. Furthermore, the bmax is set to 1.5 GeV−1,

same as the value used in the original SIYY fit [78].
Table X lists the values of the fitted parameters of the SIYY form, when fitting to the complete set of experimental

data listed in Table II. We note that a non-zero value of the g3 parameter in the SIYY form implies that the fitted
data set favors a rapidity-dependent non-perturbative function. The quality of the fits for each experiment included
in the SIYY fit is summarized in Table III. Furthermore, the correlation matrix of the fitted parameters (g1, g2, g3) is
found to be

C =

 1 0.198 −0.748

0.198 1 −0.708

−0.748 −0.708 1

 . (F2)
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[73] F. Beaujean, A. Caldwell, D. Greenwald, K. Kröninger, and O. Schulz, “Bat release, version 1.0.0,” (2018).
[74] J. Pumplin, D. R. Stump, J. Huston, H. L. Lai, P. M. Nadolsky, and W. K. Tung, JHEP 07, 012 (2002), arXiv:hep-

ph/0201195.
[75] T.-J. Hou et al., Phys. Rev. D 103, 014013 (2021), arXiv:1912.10053 [hep-ph].
[76] A. Bacchetta, V. Bertone, C. Bissolotti, G. Bozzi, F. Delcarro, F. Piacenza, and M. Radici, JHEP 07, 117 (2020),

arXiv:1912.07550 [hep-ph].
[77] A. Avkhadiev, P. Shanahan, M. Wagman, and Y. Zhao, (2023), arXiv:2307.12359 [hep-lat].
[78] P. Sun, J. Isaacson, C. P. Yuan, and F. Yuan, Int. J. Mod. Phys. A 33, 1841006 (2018), arXiv:1406.3073 [hep-ph].
[79] M. Vesterinen and T. R. Wyatt, Nucl. Instrum. Meth. A 602, 432 (2009), arXiv:0807.4956 [hep-ex].
[80] A. Banfi, S. Redford, M. Vesterinen, P. Waller, and T. R. Wyatt, Eur. Phys. J. C 71, 1600 (2011), arXiv:1009.1580

[hep-ex].
[81] V. M. Abazov et al. (D0), Phys. Rev. Lett. 106, 122001 (2011), arXiv:1010.0262 [hep-ex].
[82] G. Aad et al. (ATLAS), JHEP 09, 145 (2014), arXiv:1406.3660 [hep-ex].
[83] G. Aad et al. (ATLAS), Phys. Lett. B 720, 32 (2013), arXiv:1211.6899 [hep-ex].
[84] S. Chatrchyan et al. (CMS), Phys. Rev. D 85, 032002 (2012), arXiv:1110.4973 [hep-ex].
[85] A. Gehrmann-De Ridder, T. Gehrmann, E. W. N. Glover, A. Huss, and T. A. Morgan, JHEP 07, 133 (2016),

arXiv:1605.04295 [hep-ph].
[86] V. Khachatryan et al. (CMS), JHEP 02, 096 (2017), arXiv:1606.05864 [hep-ex].

http://dx.doi.org/10.1016/0550-3213(91)90506-S
http://dx.doi.org/10.1016/0550-3213(93)90271-P
http://dx.doi.org/10.1103/PhysRevD.49.3248
http://arxiv.org/abs/hep-ph/9310341
http://dx.doi.org/ 10.1016/j.nuclphysb.2014.02.011
http://arxiv.org/abs/1311.1654
http://dx.doi.org/ 10.1016/j.physletb.2017.02.037
http://arxiv.org/abs/1602.08133
http://dx.doi.org/10.1016/0550-3213(79)90040-3
http://dx.doi.org/10.1016/0550-3213(84)90316-X
http://dx.doi.org/ https://doi.org/10.1016/0550-3213(87)90277-X
http://dx.doi.org/10.1103/PhysRevD.72.085001
http://arxiv.org/abs/hep-th/0505205
http://dx.doi.org/10.1007/JHEP04(2020)018
http://arxiv.org/abs/1911.10174
http://dx.doi.org/10.1103/PhysRevLett.124.162001
http://arxiv.org/abs/2002.04617
http://dx.doi.org/10.1016/j.physletb.2005.12.063
http://arxiv.org/abs/hep-ph/0506225
http://dx.doi.org/10.1103/PhysRevD.63.114011
http://arxiv.org/abs/hep-ph/0012348
http://dx.doi.org/10.1016/0550-3213(94)00006-Z
http://arxiv.org/abs/hep-ph/9411211
http://dx.doi.org/ http://dx.doi.org/10.1016/0370-2693(82)90907-8
http://dx.doi.org/http://dx.doi.org/10.1016/0370-2693(88)90912-4
http://dx.doi.org/ 10.1103/PhysRevLett.110.082001
http://arxiv.org/abs/1208.5774
http://dx.doi.org/10.1103/PhysRevLett.85.4678
http://arxiv.org/abs/hep-ph/0008152
http://dx.doi.org/10.1016/S0550-3213(01)00460-6
http://arxiv.org/abs/hep-ph/0108273
http://dx.doi.org/10.1140/epjc/s10052-011-1665-7
http://arxiv.org/abs/1007.4005
http://dx.doi.org/10.1103/PhysRevLett.118.022004
http://arxiv.org/abs/1604.01404
http://dx.doi.org/ 10.1140/epjc/s10052-012-2195-7
http://arxiv.org/abs/1209.0158
http://dx.doi.org/10.1016/S0550-3213(00)00617-9
http://arxiv.org/abs/hep-ph/0008184
http://dx.doi.org/ http://dx.doi.org/10.1016/0550-3213(91)90330-Z
http://dx.doi.org/http://dx.doi.org/10.1016/0550-3213(92)90046-E
http://dx.doi.org/10.1103/PhysRevD.50.5692
http://arxiv.org/abs/hep-ph/9406381
http://dx.doi.org/10.1103/PhysRevD.51.4891
http://arxiv.org/abs/hep-ph/9412289
http://arxiv.org/abs/hep-ph/9408402
http://arxiv.org/abs/hep-ph/9408402
http://dx.doi.org/10.1103/PhysRevD.16.2219
http://dx.doi.org/10.1103/PhysRevD.18.2447
http://dx.doi.org/ 10.1007/JHEP08(2016)159
http://arxiv.org/abs/1606.00689
http://dx.doi.org/10.1140/epjc/s10052-015-3461-2
http://arxiv.org/abs/1503.06182
http://dx.doi.org/ 10.1140/epjc/s10052-016-4558-y
http://dx.doi.org/ 10.1140/epjc/s10052-016-4558-y
http://arxiv.org/abs/1605.08011
http://dx.doi.org/10.1007/JHEP12(2019)034
http://arxiv.org/abs/1909.09117
http://dx.doi.org/10.1103/PhysRevLett.84.845
http://arxiv.org/abs/hep-ex/0001021
http://dx.doi.org/10.1103/PhysRevD.86.052010
http://arxiv.org/abs/1207.7138
http://dx.doi.org/ 10.1103/PhysRevD.61.032004
http://arxiv.org/abs/hep-ex/9907009
http://dx.doi.org/ 10.1103/PhysRevLett.100.102002
http://arxiv.org/abs/0712.0803
http://dx.doi.org/10.1103/PhysRevD.23.604
http://dx.doi.org/10.1103/PhysRevD.43.2815
http://dx.doi.org/10.1103/PhysRevLett.47.12
http://dx.doi.org/ 10.1140/epjc/s10052-016-4070-4
http://arxiv.org/abs/1512.02192
http://dx.doi.org/ 10.1007/JHEP07(2022)026
http://arxiv.org/abs/2112.07458
http://dx.doi.org/ 10.5281/zenodo.1322675
http://dx.doi.org/ 10.1088/1126-6708/2002/07/012
http://arxiv.org/abs/hep-ph/0201195
http://arxiv.org/abs/hep-ph/0201195
http://dx.doi.org/10.1103/PhysRevD.103.014013
http://arxiv.org/abs/1912.10053
http://dx.doi.org/ 10.1007/JHEP07(2020)117
http://arxiv.org/abs/1912.07550
http://arxiv.org/abs/2307.12359
http://dx.doi.org/ 10.1142/S0217751X18410063
http://arxiv.org/abs/1406.3073
http://dx.doi.org/10.1016/j.nima.2009.01.203
http://arxiv.org/abs/0807.4956
http://dx.doi.org/ 10.1140/epjc/s10052-011-1600-y
http://arxiv.org/abs/1009.1580
http://arxiv.org/abs/1009.1580
http://dx.doi.org/ 10.1103/PhysRevLett.106.122001
http://arxiv.org/abs/1010.0262
http://dx.doi.org/ 10.1007/JHEP09(2014)145
http://arxiv.org/abs/1406.3660
http://dx.doi.org/ 10.1016/j.physletb.2013.01.054
http://arxiv.org/abs/1211.6899
http://dx.doi.org/10.1103/PhysRevD.85.032002
http://arxiv.org/abs/1110.4973
http://dx.doi.org/10.1007/JHEP07(2016)133
http://arxiv.org/abs/1605.04295
http://dx.doi.org/10.1007/JHEP02(2017)096
http://arxiv.org/abs/1606.05864


41

[87] G. Aad et al. (ATLAS), Eur. Phys. J. C 80, 616 (2020), arXiv:1912.02844 [hep-ex].
[88] P. A. Zyla et al. (Particle Data Group), PTEP 2020, 083C01 (2020).
[89] G. Bozzi, S. Catani, G. Ferrera, D. de Florian, and M. Grazzini, Nucl. Phys. B 815, 174 (2009), arXiv:0812.2862 [hep-ph].
[90] G. Bozzi, S. Catani, G. Ferrera, D. de Florian, and M. Grazzini, Phys. Lett. B 696, 207 (2011), arXiv:1007.2351 [hep-ph].
[91] C. Schmidt, J. Pumplin, C. P. Yuan, and P. Yuan, Phys. Rev. D 98, 094005 (2018), arXiv:1806.07950 [hep-ph].
[92] T.-J. Hou, Z. Yu, S. Dulat, C. Schmidt, and C. P. Yuan, Phys. Rev. D 100, 114024 (2019), arXiv:1907.12177 [hep-ph].
[93] J. Pumplin, Phys. Rev. D 80, 034002 (2009), arXiv:0904.2425 [hep-ph].
[94] L. Rottoli, P. Torrielli, and A. Vicini, (2023), arXiv:2301.04059 [hep-ph].
[95] A. Gehrmann-De Ridder, T. Gehrmann, E. W. N. Glover, A. Huss, and D. M. Walker, Phys. Rev. Lett. 120, 122001

(2018), arXiv:1712.07543 [hep-ph].
[96] M. Guzzi, P. M. Nadolsky, and B. Wang, Phys. Rev. D90, 014030 (2014), arXiv:1309.1393 [hep-ph].
[97] H. Ogata, Publications of the Research Institute for Mathematical Sciences 41, 949 (2005).
[98] H. Takahasi and M. Mori, Publications of the Research Institute for Mathematical Sciences 9, 721 (1973).
[99] T. Ooura and M. Mori, Journal of Computational and Applied Mathematics 38, 353 (1991).

[100] Z.-B. Kang, A. Prokudin, N. Sato, and J. Terry, Comput. Phys. Commun. 258, 107611 (2021), arXiv:1906.05949 [hep-ph].
[101] A. Buckley, J. Ferrando, S. Lloyd, K. Nordström, B. Page, M. Rüfenacht, M. Schönherr, and G. Watt, Eur. Phys. J. C
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