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Abstract

The observation of the production of four top quarks in proton-proton collisions is reported, based on a data sample collected by the CMS experiment at a center-of-mass energy of 13 TeV in 2016–2018 at the CERN LHC and corresponding to an integrated luminosity of 138 fb$^{-1}$. Events with two same-sign, three, or four charged leptons (electrons and muons) and additional jets are analyzed. Compared to previous results in these channels, updated identification techniques for charged leptons and jets originating from the hadronization of b quarks, as well as a revised multivariate analysis strategy to distinguish the signal process from the main backgrounds, lead to an improved expected signal significance of 4.9 standard deviations above the background-only hypothesis. Four top quark production is observed with a significance of 5.6 standard deviations, and its cross section is measured to be $17.7^{+3.7}_{-3.5}$ (stat)$^{+2.3}_{-1.9}$ (syst) fb, in agreement with the available standard model predictions.
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1 Introduction

Four top quark ($t\bar{t}$) production in proton-proton ($pp$) collisions is among the rarest standard model (SM) processes currently accessible at hadron colliders. While the production occurs predominantly through the strong interaction [1–3], nonnegligible contributions arise also from electroweak (EW) processes [4–6]. Example leading-order (LO) Feynman diagrams are shown in Fig. 1. The SM cross section is calculated at next-to-LO (NLO) in quantum chromodynamics (QCD) and EW theory, including soft-gluon emission corrections at next-to-leading logarithmic accuracy, to be $13.4^{+1.0}_{-1.8}$ fb at $\sqrt{s} = 13$ TeV [6]. The quoted uncertainty is from scale variations and the parton distribution functions (PDFs).

Due to EW contributions involving the exchange of a Higgs boson ($H$), as shown in Fig. 1 (right), the measurement of the $t\bar{t}t\bar{t}$ production cross section provides a way to measure the top quark Yukawa coupling [7, 8], complementary to its extraction from measurements of Higgs boson production in association with a top quark pair ($t\bar{t}$) [9] or $t\bar{t}$ cross section measurements [10, 11]. The $t\bar{t}t\bar{t}$ production process is also of interest as a probe for new physics. Many models of physics beyond the SM (BSM) introduce an extension of the Higgs sector, resulting in additional scalar particles that have Yukawa-like interactions with top quarks. Such new particles would enhance the $t\bar{t}t\bar{t}$ production cross section [12–15]. Supersymmetric extensions of the SM predict new heavy, strongly interacting particles that can decay to top quarks, leading to $t\bar{t}t\bar{t}$ production via intermediate supersymmetric particles [16–22]. Other BSM scenarios are predicted to affect $t\bar{t}t\bar{t}$ production as well [23–25], and model-independent evaluations of modifications to the SM in an effective field theory setup have shown the importance of $t\bar{t}t\bar{t}$ production measurements to constrain these [26–33].

The ATLAS [34] and CMS [35] Collaborations at the CERN LHC performed searches for $t\bar{t}t\bar{t}$ production using the $pp$ collision data recorded between 2015 and 2018, corresponding to an integrated luminosity of about 140 fb$^{-1}$ and covering the decay channels with zero to four electrons and/or muons (in the following referred to as “leptons”) [36–45]. The dilepton channel is further divided into events where the charge of the two leptons has the same or opposite sign (in the following referred to as same- or opposite-sign lepton pairs, respectively). So far, these searches found evidence for $t\bar{t}t\bar{t}$ production with a significance of more than three standard deviations (SDs) from the background-only hypothesis [42–44]. However, the observation level of five SDs [46] was not reached. In both experiments, the $t\bar{t}t\bar{t}$ signal was measured with a significance larger than the expected one, and with a measured cross section higher than the SM prediction [42–44], indicating either statistical fluctuations or an enhancement caused by the presence of BSM physics. Thus, it is of crucial importance to further increase the sensitivity of the $t\bar{t}t\bar{t}$ measurements.

In this Letter, we present a search for $t\bar{t}t\bar{t}$ production in events with two same-sign, three, or four leptons, using $pp$ collision data recorded by the CMS experiment in 2016–2018 and cor-
responding to an integrated luminosity of 138 fb$^{-1}$. This measurement supersedes the results from Ref. [41] that analyzed events with two same-sign or at least three leptons selected from the same data set and found 2.6 (2.7) SDs of observed (expected) significance for $t\bar{t}t\bar{t}$ production. Notable improvements, discussed later in this Letter, are achieved in the lepton identification and the tagging of jets originating from the hadronization of bottom (b) quarks, as well as from a revised analysis strategy for the discrimination between signal and background processes based on the application of machine learning techniques. The $t\bar{t}t\bar{t}$ production cross section $\sigma(t\bar{t}t\bar{t})$ is extracted with a profile likelihood fit to distributions that provide optimal signal-to-background discrimination. The backgrounds of $t\bar{t}$ production in association with a W or Z boson ($t\bar{t}W$ and $t\bar{t}Z$, respectively) are estimated with free normalization parameters in the fit. The aforementioned improvements increase the sensitivity of the analysis and allow for the observation of the $t\bar{t}t\bar{t}$ production process with a statistical significance above five SDs. When this Letter was in the final stages of preparation, the ATLAS Collaboration also reported the observation of $t\bar{t}t\bar{t}$ production [47] with an observed (expected) significance of 6.1 (4.3) SDs.

Tabulated results are provided in the HEPData record for this analysis [48].

2 The CMS detector and event reconstruction

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter, each composed of a barrel and two endcap sections. Forward calorimeters extend the pseudorapidity ($\eta$) coverage provided by the barrel and endcap detectors. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid. A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [35].

Events of interest are selected using a two-tiered trigger system. The first level, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select events at a rate of around 100 kHz within a fixed latency of about 4 $\mu$s [49]. The second level, known as the high-level trigger, consists of a farm of processors running a version of the full event reconstruction software optimized for fast processing, and reduces the event rate to around 1 kHz before data storage [50].

A global particle-flow (PF) algorithm [51] aims to reconstruct and identify each individual particle in an event, with an optimized combination of information from the various elements of the CMS detector. The primary vertex (PV) is taken to be the vertex corresponding to the hardest scattering in the event, as described in Section 9.4.1 of Ref. [52]. The energy of photons is obtained from the ECAL measurement. The energy of electrons is obtained from a combination of the electron momentum at the PV as determined by the tracker, the energy of the corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially compatible with originating from the electron track. The energy of muons is obtained from the curvature of the corresponding track. The energy of charged hadrons is determined from a combination of their momentum measured in the tracker and the matching calorimeter energy deposits, corrected for the response function of the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from the corresponding corrected calorimeter energies.

Hadronic jets are clustered from the PF objects using the infrared- and collinear-safe anti-\textit{k}_T algorithm [53, 54] with a distance parameter of 0.4. Jet momentum is determined as the vectorial sum of all PF object momenta in the jet, and is found from simulation to be, on average, within
5–10% of the true momentum over the entire transverse momentum ($p_T$) spectrum and detector acceptance. Additional pp interactions within the same or nearby bunch crossings (pileup) can contribute additional tracks and calorimetric energy depositions, increasing the apparent jet momentum. To mitigate this effect, charged PF objects identified to be originating from pileup vertices are discarded and an offset correction is applied to correct for remaining contributions. Jet energy corrections are derived from simulation studies so that the average measured energy of jets becomes identical to that of particle-level jets. In situ measurements of the momentum balance in dijet, photon+jet, Z+jet, and multijet events are used to determine any residual differences between the jet energy scale (JES) in data and simulation, and appropriate corrections are made. The jet energy resolution (JER) amounts typically to 15–20% at 30 GeV, 10% at 100 GeV, and 5% at 1 TeV. A smearing procedure is applied to match the JER in simulation to that in data [55]. Additional selection criteria are applied to each jet to remove jets potentially dominated by instrumental effects or reconstruction failures. We retain jets for further analysis if they have $p_T > 25$ GeV and $|\eta| < 2.4$, and are separated by $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} > 0.4$ from any identified lepton, where $\Delta \eta$ and $\Delta \phi$ are the $\eta$ and azimuthal angle differences between the jet and lepton directions.

The missing transverse momentum vector $\vec{p}_T^{\text{miss}}$ is computed as the negative vector sum of the $p_T$ of all the PF objects in an event, including unclustered energy from the PF objects not associated with any reconstructed lepton, photon, or jet [56]. Its magnitude is denoted as $p_T^{\text{miss}}$. The $\vec{p}_T^{\text{miss}}$ is modified to account for corrections to the energy scale of the reconstructed jets in the event. Anomalous high-$p_T^{\text{miss}}$ events can be due to a variety of reconstruction failures, detector malfunctions, or noncollision backgrounds. Such events are rejected by event filters that are designed to identify more than 85–90% of the spurious high-$p_T^{\text{miss}}$ events with a mistagging rate less than 0.1% [56].

Jets originating from b quarks are identified with the DEEPJET algorithm [57–59], with three defined working points (WPs) labeled “loose”, “medium”, and “tight”. The loose WP has a selection efficiency for b quark jets of about 90%, and a misidentification rate for c quark (light-quark or gluon) jets of 49 (18)%). Similarly, the efficiencies for b quark, c quark, and light-quark or gluon jets are about 76, 17, and 3% for the medium WP, and 59, 3, and 0.3% for the tight WP. Compared to the DEEPCSV algorithm used in Ref. [41], the b quark jet selection efficiency at the same light-quark and gluon jet misidentification rate is 5–25% higher with the DEEPJET algorithm [59]. Unless specified otherwise, the term “b jets” is used to refer to jets that pass the loose WP requirements.

### 3 Simulated event samples

Simulated event samples of the signal and background processes are generated with Monte Carlo generators and used to determine the $tt\bar{t}$ signal acceptance, estimate most background contributions, and provide training data for the machine-learning discriminants. The $tt\bar{t}$ signal process is simulated at NLO in QCD with the MADGRAPH5_aMC@NLO v2.6.0 program [2, 60]. Background samples for $tt\bar{t}$ production in association with a gauge boson ($W, Z, \gamma$) or Higgs boson, single top quark production (s channel, $Z$ boson associated, and $WZ$ diboson associated), $Z/\gamma^*$ production in association with jets (referred to as $Z$+jets), and $WZ, Z\gamma, WH, WH, ZH$ diboson production are simulated at NLO in QCD with MADGRAPH5_aMC@NLO as well. A simulation with MADGRAPH5_aMC@NLO at LO is performed for $tt\bar{t}$ production in association with two bosons, three top quark production ($tt\bar{t}q, tt\bar{t}q, tt\bar{t}W$, and $tt\bar{t}W$, labeled as $ttt$), single top quark production in association with a Higgs boson, and same-sign WW diboson production. The POWHEG v2 program [61–69] is used for the simulation of $tt\bar{t}$ production,
single top quark production (t channel and W boson associated), quark-antiquark-initiated ZZ and opposite-sign WW diboson production, and Higgs boson production via gluon and vector boson fusion at NLO in QCD. The gluon-gluon-initiated ZZ diboson production process is simulated with the MCFM v7.0.1 generator [70–72] at LO in QCD. The NNPDF3.1NNLO [73] PDFs are used in the matrix-element calculation of all processes. The simulation of parton showering, hadronization, and underlying event is performed with the PYTHIA v8.230 program [74] using the CP5 tune [75]. Double counting of partons generated with MADGRAPH5_aMC@NLO and PYTHIA is eliminated with the FxFx (MLM [77]) matching scheme for NLO (LO) samples. In POWHEG samples, the Higgs boson decay to four leptons is simulated with the JHU_GEN v5.2.5 program [78]. Pileup collisions are overlayed to each simulated event, and the generated distribution of the number of events per bunch crossing is matched to that observed in data. All simulated events are processed with a full simulation of the CMS detector based on the GEANT4 toolkit [79].

4 Lepton selection

Electrons are reconstructed via a combination of tracker and ECAL measurements [80, 81] in the range $|\eta| < 2.5$, and electrons in the barrel–endcap transition region $1.44 < |\eta| < 1.57$ are removed because of the not optimal electron reconstruction in this region. The curvature of the electron track is evaluated with three different methods to estimate the electron charge, and we require all three charge evaluations to agree for each selected electron, thereby reducing the background from charge mismeasurements (referred to as “charge misID”) by a factor of five with an efficiency of about 97% [82]. Muons are reconstructed in the range $|\eta| < 2.4$ by combining information from the tracker, the muon spectrometers, and the calorimeters in a global fit [83]. The charge mismeasurements of muons are negligible [84, 85].

We select electrons and muons with $p_T > 10 \text{ GeV}$ and require that they are compatible with originating from the PV and fulfill a loose set of identification (ID) criteria [80, 83]. The relative isolation $I_{\text{rel}}$ of a lepton is defined as the scalar $p_T$ sum of all particles within a certain distance $\Delta R$ around the lepton, divided by the lepton $p_T$. We use a $p_T$-dependent distance [86] of $\Delta R < 0.2$ for leptons with $p_T < 50 \text{ GeV}$, $\Delta R < 10 \text{ GeV} / p_T$ for $50 < p_T < 200 \text{ GeV}$, and $\Delta R < 0.05$ for $p_T > 200 \text{ GeV}$, and require all leptons to have $I_{\text{rel}} < 0.4$.

To distinguish leptons originating directly from the prompt decay of top quarks or massive bosons (prompt leptons) from both genuine leptons produced in hadron decays and photon conversions or jet constituents misidentified as leptons (nonprompt leptons), we employ gradient boosted decision trees (BDTs) trained with the XGBOOST program [87], following the methods developed for various CMS measurements and searches with multilepton signatures [9, 88–92]. Simulated $tt\bar{t}$, $t\bar{t}W$, $t\bar{t}Z$, $t\bar{t}H$, and $tZq$ ($t\bar{t}$) samples are used to provide the prompt-lepton (nonprompt-lepton) training data. The input variables for the BDTs are the lepton $p_T$ and $|\eta|$, isolation information, variables quantifying the consistency of the lepton track with the PV, and properties of the nearest jet defined as the jet that includes the PF particle corresponding to the reconstructed lepton. For electrons, the multivariate discriminant from Ref. [80] is used as additional input. For muons, an additional input is the segment compatibility defined in Ref. [83]. Besides the lepton $p_T$, the most important input variables are the ratio of the lepton $p_T$ to the nearest jet $p_T$ and the DEEPJET score of the nearest jet, and also the multivariate discriminant in the case of the electron BDT. A dedicated study of the BDT strategy applied here with the full list of input variables is presented in Ref. [93] for the case of muons.

We define two sets of lepton ID criteria labeled “loose” and “tight”. Electrons and muons...
pass the tight ID if their BDT discriminant value is above a certain threshold. The efficiencies of this selection are shown in Fig. 2, and compared to the efficiencies of the ID criteria used in Ref. [41]. To compensate for larger background contributions from nonprompt electrons compared to those from nonprompt muons, the threshold for tight electrons is set at a lower misidentification probability for nonprompt leptons, resulting also in a smaller prompt-lepton efficiency. The loose ID is defined by requiring leptons to either pass the tight ID or a set of requirements on the $p_T$ ratio and the nearest jet $D_{\text{DEEP}}J$ score.

Figure 2: Efficiency of selecting prompt leptons as a function of the misidentification probability for nonprompt leptons evaluated in simulated $t\bar{t}$ events for the electron (red solid line) and muon (blue dashed line) ID BDT, shown for leptons with $10 < p_T < 25 \text{ GeV}$ (left) and $p_T > 25 \text{ GeV}$ (right). Indicated with filled markers are the efficiencies for the ID criteria applied in this measurement and with empty markers those for the ID criteria applied in Ref. [41], where red circles and blue squares are used for electron and muon criteria, respectively.

## 5 Event selection and search strategy

The analyzed event sample is collected with a combination of triggers that require the presence of one, two, or three leptons. Events must contain between two and four loose leptons, with $p_T > 25$ and $20 \text{ GeV}$ for the highest $p_T$ (leading) and second-highest $p_T$ (subleading) lepton, and at least two jets, of which at least one is identified as b jet. Events with two (three and four) leptons are removed if any lepton pair has an invariant mass below 20 (12) GeV, to reduce backgrounds from leptonic decays of low-mass resonances. Signal regions (SRs) and control regions (CRs) are defined using events in which all leptons pass the tight ID criteria, whereas events with at least one loose but not tight lepton are used as a sideband for the nonprompt-lepton background estimation. In events with two leptons, the SRs and CRs additionally require both leptons to have the same sign, and events with opposite-sign leptons are used as a sideband for the estimation of the charge-misID background. In events with four leptons, we additionally require the sum of the lepton charges to be zero. For the SR and CR definitions, the number of jets and b jets ($N_j$ and $N_b$), the scalar $p_T$ sum of all jets ($H_T$), and the invariant mass $m(\ell\ell)$ of opposite-sign same-flavor (OSSF) lepton pairs are used. A schematic representation of the SR and CR definitions is shown in Fig. 3.

For the events with two same-sign leptons ($2\ell$ channel), the SR-2$\ell$ is defined by $N_j \geq 4$, $N_b \geq 2$, and $H_T > 280 \text{ GeV}$, and additionally either $N_j \geq 6$ or $N_b \geq 3$. The CR-2$\ell$-45j2b, enriched in tFW production, comprises all events with $4 \leq N_j \leq 5$, $N_b = 2$, and $H_T > 280 \text{ GeV}$. The CR-2$\ell$-23j1b, used to constrain both tFW production and nonprompt-lepton backgrounds, is
defined by all events with $H_T > 200$ GeV that fail exactly one of the requirements $N_j \geq 4$, $N_b \geq 2$, or $H_T > 280$ GeV.

The SR-3$\ell$ for events with three leptons (3$\ell$ channel) is defined by $N_j \geq 3$, $N_b \geq 2$, $H_T > 200$ GeV, and the requirement that there is no OSSF lepton pair with $|m(\ell\ell) - m_Z| < 15$ GeV (referred to as “Z candidate”). The last requirement, which uses the world-average Z boson mass [94], rejects events consistent with leptonically decaying Z bosons. The CR-3$\ell$-2j1b, used to constrain nonprompt-lepton backgrounds, consists of events that pass the SR-3$\ell$ requirements except that they have $N_j = 2$ or $N_b = 1$. To constrain $t\bar{t}Z$ production, the CR-3$\ell$-Z is defined by requiring $H_T > 200$ GeV, the presence of a Z candidate, and that at least one jet passes the medium DEEPJET WP.

No additional jet requirements are imposed on events with four leptons (4$\ell$ channel). Events that have no Z candidate form the SR-4$\ell$, while events with exactly one Z candidate form the CR-4$\ell$-Z enriched in $t\bar{t}Z$ production.

To enhance the separation of signal events and those from different background processes, we employ multiclassification BDTs trained with the TMVA program [95]. The BDTs provide output scores for three classes of events: the $t\bar{t}t\bar{t}$ signal, associated $t\bar{t}$ production with a heavy boson ($t\bar{t}Z$, $t\bar{t}W$, and $t\bar{t}H$, referred to as $t\bar{t}X$), and $t\bar{t}$ production, which is the dominant contribution to the nonprompt-lepton and charge-misID backgrounds. Simulated event samples of $t\bar{t}t\bar{t}$, $t\bar{t}Z$, $t\bar{t}W$, and $t\bar{t}H$ production are used in the training. Kinematic differences and different background compositions motivate separate BDT trainings per decay channel, but sufficient simulated events in the training samples are required as well. Since the size of the available 4$\ell$ samples is limited, we train one BDT for the combined 3$\ell$+4$\ell$ channel and a second one for the 2$\ell$ channel.

The variables used in the BDT training are listed in Table 1. The 3$\ell$+4$\ell$ channels have at most one hadronically decaying top quark and thus we use more observables related to the reconstruction of W bosons and top quarks from leptons and $p_T^{miss}$, while the 2$\ell$ channel has two hadronically decaying top quarks and we use specific observables targeting the reconstruction of both. The modeling of each input variable in the simulated samples is validated in data. The BDT scores can be interpreted as measures of how likely an event is to originate from the corresponding classes, and good agreement between simulation and data is found for the shapes of their distributions in the CRs.

Events selected in the SRs are further split according to the class that yields the highest BDT score, resulting in “$t\bar{t}t\bar{t}$-like”, “$t\bar{t}X$-like”, and “$t\bar{t}$-like” SR classes. These SR classes, together with the CRs, are separate inputs to the fit for the cross section extraction. Due to the low number of events, the $t\bar{t}$ class is added to the $t\bar{t}$ class in SR-4$\ell$. 

---

**Figure 3: Schematic representation of the event selection and categorization.**

---

---

---

---
Table 1: List of the input variables to the event multiclassification BDTs. The last two columns indicate the importance rank of the observables in the $2\ell$ and $3\ell+4\ell$ BDT trainings, respectively, and a dash indicates that the observable is not used in that training. The $m_{T2}$ variable, defined in Refs. [96, 97], is constructed from $p_T^{\text{miss}}$ and two four-momenta of the particles or particle systems specified in the table.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>$2\ell$</th>
<th>$3\ell+4\ell$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\max_2 \text{DJ}$</td>
<td>Second-highest DEEPJET score of any jet</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\max_3 \text{DJ}$</td>
<td>Third-highest DEEPJET score of any jet</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>$\max_4 \text{DJ}$</td>
<td>Fourth-highest DEEPJET score of any jet</td>
<td>29</td>
<td>—</td>
</tr>
<tr>
<td>$\text{DJ}(j_1)$</td>
<td>DEEPJET score of leading jet</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>$\text{DJ}(j_2)$</td>
<td>DEEPJET score of subleading jet</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>$\text{DJ}(j_3)$</td>
<td>DEEPJET score of jet with third-highest $p_T$</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>$\text{DJ}(j_4)$</td>
<td>DEEPJET score of jet with fourth-highest $p_T$</td>
<td>—</td>
<td>22</td>
</tr>
<tr>
<td>$\Delta R(\ell_1, \ell_2)$</td>
<td>$\Delta R$ between leading and subleading lepton</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>$\Delta \phi(\ell_1, \ell_2)$</td>
<td>$\Delta \phi$ between leading and subleading lepton</td>
<td>5</td>
<td>—</td>
</tr>
<tr>
<td>$\min \Delta R(b, b)$</td>
<td>Smallest $\Delta R$ between any two b jets</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$\min \Delta R(\ell, b)$</td>
<td>Smallest $\Delta R$ between any lepton and b jet</td>
<td>6</td>
<td>—</td>
</tr>
<tr>
<td>$\min_2 \Delta R(\ell, b)$</td>
<td>Second-smallest $\Delta R$ between any lepton and b jet</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>$m(t_1)$</td>
<td>Invariant mass of any three jets, of which one is identified as b jet, that is closest to the top quark mass</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>$m(W_1)$</td>
<td>Invariant mass of any two jets used for $m(t_1)$ that is closest to the W boson mass</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>$m(t_2)$</td>
<td>Invariant mass of any three jets, of which one is identified as b jet and none of which is used for $m(t_1)$, that is closest to the top quark mass</td>
<td>23</td>
<td>—</td>
</tr>
<tr>
<td>$m(W_2)$</td>
<td>Invariant mass of any two jets used for $m(t_2)$ that is closest to the W boson mass</td>
<td>28</td>
<td>—</td>
</tr>
<tr>
<td>$H_T$</td>
<td>Scalar $p_T$ sum of all jets</td>
<td>14</td>
<td>8</td>
</tr>
<tr>
<td>$p_T^{\text{miss}}$</td>
<td>Missing transverse momentum</td>
<td>20</td>
<td>13</td>
</tr>
<tr>
<td>$N_j$</td>
<td>Number of jets</td>
<td>24</td>
<td>23</td>
</tr>
<tr>
<td>$N_{b}^{\text{tight}}$</td>
<td>Number of jets passing the tight DEEPJET WP</td>
<td>27</td>
<td>24</td>
</tr>
<tr>
<td>$N_{b}^{\text{medium}}$</td>
<td>Number of jets passing the medium DEEPJET WP</td>
<td>30</td>
<td>—</td>
</tr>
<tr>
<td>$p_T(\ell_1)$</td>
<td>Highest $p_T$ of any lepton</td>
<td>19</td>
<td>14</td>
</tr>
<tr>
<td>$p_T(\ell_2)$</td>
<td>Second-highest $p_T$ of any lepton</td>
<td>15</td>
<td>17</td>
</tr>
<tr>
<td>$p_T(\ell_3)$</td>
<td>Third-highest $p_T$ of any lepton</td>
<td>—</td>
<td>9</td>
</tr>
<tr>
<td>$p_T(j_1)$</td>
<td>Highest $p_T$ of any jet</td>
<td>18</td>
<td>12</td>
</tr>
<tr>
<td>$p_T(j_2)$</td>
<td>Second-highest $p_T$ of any jet</td>
<td>22</td>
<td>—</td>
</tr>
<tr>
<td>$p_T(j_3)$</td>
<td>Third-highest $p_T$ of any jet</td>
<td>—</td>
<td>10</td>
</tr>
<tr>
<td>$p_T(j_4)$</td>
<td>Fourth-highest $p_T$ of any jet</td>
<td>11</td>
<td>—</td>
</tr>
<tr>
<td>$p_T(j_5)$</td>
<td>Fifth-highest $p_T$ of any jet</td>
<td>13</td>
<td>21</td>
</tr>
<tr>
<td>$m_T(\ell_1)$</td>
<td>Transverse mass of leading lepton and $p_T^{\text{miss}}$</td>
<td>17</td>
<td>19</td>
</tr>
<tr>
<td>$m_T(\ell_2)$</td>
<td>Transverse mass of subleading lepton and $p_T^{\text{miss}}$</td>
<td>21</td>
<td>16</td>
</tr>
<tr>
<td>$m_{T2}(\ell)$</td>
<td>$m_{T2}$ variable constructed from leading and subleading leptons</td>
<td>—</td>
<td>20</td>
</tr>
<tr>
<td>$m_{T2}(b)$</td>
<td>$m_{T2}$ variable constructed from leading and subleading b jets</td>
<td>25</td>
<td>—</td>
</tr>
<tr>
<td>$m_{T2}(\ell+b)$</td>
<td>$m_{T2}$ variable constructed from two lepton+jet systems built with leading two leptons and leading two b jets</td>
<td>26</td>
<td>—</td>
</tr>
</tbody>
</table>
The approach followed here is different from the BDT approach of Ref. [41] in several aspects. We train separate BDTs for the 2\ell and 3\ell+4\ell channels, with an extended set of input variables separately optimized for the two channels. Especially the usage of \textsc{DeepJet} discriminants of several jets and \Delta R information between leptons and b jets, which were not used in Ref. [41], improves the sensitivity of our BDTs, as indicated by the high importance ranking of these observables shown in Table 1. The performance also benefits from looser requirements in the initial event selection, allowing an improvement of the BDTs with respect to the sensitivity achieved by a series of tight one-dimensional selections. Finally, the setup as a multiclassifier that simultaneously separates two characteristically different background classes facilitates a good separation of processes, and the use of all output classes in the fit improves the constraints on the main background contributions.

6 Background estimation

Background contributions to the SRs are categorized into processes in which all selected leptons are prompt (prompt background) and processes with at least one nonprompt lepton (non-prompt background). In the 2\ell channel, we additionally separate prompt-background contributions from the charge-misID backgrounds. Prompt backgrounds are estimated from the simulated samples described in Section 3, while nonprompt and charge-misID backgrounds are estimated from sideband samples in data. All predictions from simulation are normalized according to the measured integrated luminosity and state-of-the-art cross section predictions.

Prompt-background contributions with top quarks are grouped into t\bar{t}X, ttt, and other associated top quark production processes labeled “other t”. Contributions from t\bar{t} production, including t\bar{t}b\bar{b} and other contributions with additional jets, do not contribute to the prompt background as they either need to have a charge-misID lepton or an additional nonprompt lepton to pass the event selection. Instead, these processes are the dominant contributions to the nonprompt and charge-misID backgrounds. Prompt-background contributions without top quarks are mainly due to the production of two or three heavy vector bosons, grouped together as “VV(V)”, where the leptons are from leptonic boson decays and the jets originate mostly from additional QCD radiation. Contributions with photon conversions, both in processes with top quarks and only vector bosons, are grouped together as “X\gamma”.

The t\bar{t}W background is relevant in the 2\ell and 3\ell channels, t\bar{t}Z in the 3\ell and 4\ell channels with smaller contributions in the 2\ell channel, and t\bar{t}H in all channels. The t\bar{t}W prediction is normalized to a cross section of 722 ± 74 fb [98], t\bar{t}Z to 859 ± 80 fb [99], and t\bar{t}H to 504 ± 39 fb [99]. The quoted uncertainties are from scale variations and PDF uncertainties evaluated in the SM cross section calculations, and are different from the normalization uncertainties we consider in our measurement and discuss in Section 7. The contribution from ttt production to the SR tttt classes is predicted to be less than 9% of the tttt yield, but can be important since the kinematic properties are similar to the tttt signal process. We normalize the ttt contribution to a cross section of 2.0 ± 0.3 fb, calculated at NLO in QCD and including LO EW corrections [100]. The contributions in other t are small, with the largest remaining contribution being tZq production, normalized to a cross section of 94.2 ± 3.1 fb for simulated events with m(\ell\ell) > 30 GeV [101]. We show the ttt and other t contributions separately in the figures for the SR tttt classes, but merge ttt into other t in all other cases.

The main background contributions in the VV(V) group are WZ production in the 2\ell and 3\ell channels, and ZZ production in the 4\ell channel. The number of additional jets in the predicted WZ and ZZ samples is known to be underestimated [9, 89, 102] and thus studied in two data validation regions. A sample of WZ candidate events in data is selected by requiring three
leptons, one Z candidate, a three-lepton invariant mass $m(\ell\ell\ell)$ with $|m(\ell\ell\ell) - m_Z| > 15$ GeV, $p_T^{miss} > 30$ GeV, and no b jets. More than 70% of the selected events originate from WZ production, with smaller contributions from nonprompt leptons and ZZ production. A sample of ZZ candidate events in data is selected by requiring four leptons that form two Z candidates, and contributions from other processes to this selection are found to be negligible. A disagreement between data and prediction is observed in the jet multiplicity distribution in both samples, and scale factors are derived per $N_\ell$ bin that increase the contribution of WZ (ZZ) production at higher jet multiplicities by factors of up to 2.7 (1.8).

The contributions from the dominant prompt-background processes are treated separately in the fit. Effective constraints are obtained from the inclusion of the SR $t\bar{t}X$ classes, as well as the CR-$3\ell-Z$ and CR-$4\ell-Z$, in the cross section extraction. Distributions of the BDT score $t\bar{t}X$ in the SR $t\bar{t}X$ classes are shown in Fig. 4 for the $\mu\mu$ category of SR-2$\ell$, SR-3$\ell$, and SR-4$\ell$. Jet and b jet multiplicity distributions in the CR-$3\ell-Z$ and CR-$4\ell-Z$ are shown in Fig. 5. Due to the high purity of these regions in $t\bar{t}W$ and $t\bar{t}Z$ production, we can extract normalization parameters for these processes from the fit without prior constraints.

Nonprompt-background contributions are estimated with a “tight-to-loose” ratio method [103]. The probabilities for a loose lepton to also pass the tight ID are measured, separately for electrons and muons, as functions of $p_T$ and $|\eta|$ in a data sample enriched in events composed uniquely of jets produced through the strong interaction, which is rich in nonprompt leptons. The measured probability is then applied to data events in a sideband of the SRs and CRs where one or more of the selected leptons fail the tight ID while passing the loose ID. The method is validated in simulation both with $t\bar{t}$ and $Z+\text{jets}$ production events, separately for nonprompt electrons and muons, as well as in comparison of data and predicted background yields in CR-$2\ell-23j1b$, CR-$2\ell-45j2b$, and CR-$3\ell-2j1b$. In all cases, an agreement of better than 30% is found in the most relevant kinematic distributions, and we assign 30% as a normalization uncertainty to the nonprompt background. The agreement in three different selections enriched in nonprompt-lepton backgrounds is shown in Fig. 6.

To determine the charge-misID background, the electron charge-misID probability is determined in simulated $Z+\text{jets}$ samples and parameterized as a function of $p_T$ and $|\eta|$. This proba-
Figure 5: Comparison of the number of observed (points) and predicted (colored histograms) events in the number of jets distribution in CR-3ℓ-Z (left), and in the number of b jets distribution in CR-3ℓ-Z (middle) and CR-4ℓ-Z (right). The vertical bars on the points represent the statistical uncertainties in the data, and the hatched bands the total uncertainty in the predictions. The signal and background yields are shown with their best fit normalizations from the simultaneous fit to the data (“postfit”).

Figure 6: Comparison of the number of observed (points) and predicted (colored histograms) events in the BDT score t\text{f} in the combined CR-2ℓ-23j1b and CR-2ℓ-45j2b (left), in the event yields with negative and positive sum of lepton charges in CR-3ℓ-2j1b (middle), and in the number of jets distribution in the t\text{f} class of the combined SR-2ℓ and SR-3ℓ (right). The vertical bars on the points represent the statistical uncertainties in the data, and the hatched bands the total uncertainty in the predictions. The signal and background yields are shown with their best fit normalizations from the simultaneous fit to the data (“postfit”).

Probability is applied as a scale factor to sideband events in data (i.e., with opposite-sign instead of same-sign leptons) to obtain a prediction of the charge-misID background in the SR-2ℓ. A validation region (its sideband) is defined by requiring exactly two tight same-sign (opposite-sign) electrons that form a Z candidate. To evaluate a possible mismodeling of the charge-misID probability in simulation, we evaluate the ratio of the sideband yields to the validation region yields both in simulation and data, and derive correction factors to the charge-misID probability from the data-to-simulation differences in this ratio. The correction factors are evaluated separately for each year of data taking and integrated over electron p_T and |\eta|. After applying the scale and correction factors to the sideband event yields, the agreement with the validation region yields is better than 15% across all relevant kinematic distributions.
7 Systematic uncertainties

Several sources of systematic uncertainty affect the acceptance and reconstruction efficiency in simulation, the background event yields, and the distributions of the observables used for the signal extraction. Experimental uncertainties in the integrated luminosity, lepton selection efficiency, trigger efficiency, JES, b-tagging efficiency, and nonprompt-background estimation are considered with several sources each, of which some are correlated and others uncorrelated between the years of data taking. Only the experimental uncertainties from JER and unclustered $p_T^{miss}$ contributions are fully uncorrelated between the data-taking years. Uncertainties in the simulated pileup distribution, background normalization, and shapes of the fitted observables estimated from simulation are fully correlated between the data-taking years.

The measured integrated luminosity values for the three data-taking years have uncertainties between 1.2 and 2.5% [104–106], while the overall uncertainty for the combined data set is 1.6%, affecting both the background predictions from simulation and the measurement of the $t\bar{t}$ cross section. To evaluate the uncertainty in the distribution of pileup events in simulation, we vary the total pp inelastic cross section by ±4.6%.

The efficiency of the tight ID selection of electrons and muons is measured in data and simulation with the “tag-and-probe” method in $Z \rightarrow \ell^+\ell^-$ events [107]. Per-lepton correction factors are derived and applied to simulated events, and statistical and systematic uncertainties are considered. The trigger efficiency is measured by selecting events with two or three leptons in an unbiased data sample, collected with triggers on $p_T^{miss}$ or hadronic activity, and corrections are derived to match the efficiency in simulation to that observed in data. A systematic uncertainty of 3% is assigned to simulated event yields to cover residual differences, and additionally the statistical uncertainties in the measurement are considered. Special correction factors are applied for a gradual shift in the timing of the ECAL inputs to the first-level trigger, which caused a specific trigger inefficiency during the 2016 and 2017 data-taking periods [49].

The JES and JER uncertainties are taken into account by applying variations to the energy of the reconstructed jets in simulated events, considering various uncertainty sources split between detector regions and data-taking years [55]. The JES variations, as well as an additional variation to account for uncertainty contributions from unclustered PF particles [56], are also propagated to the $p_T^{miss}$. Corrections are applied to simulated events to match the shape of the DETERMINANT discriminant in simulation to that in data, and uncertainties in the correction factors are evaluated separately for heavy- and light-flavor or gluon jets [57].

Uncertainties in the background predictions include normalization uncertainties of 7.7% for $t\bar{t}H$ [99], 6.2% for WZ [108], 20% for $ttt$ [100], 20% for other $t$ [92], 6% for VV(V) [109, 110], and 5% for $X\gamma$ [111], as well as statistical uncertainties in the $N_j$ scale factors applied to the WZ and ZZ backgrounds. The normalization of the $t\bar{t}Z$ and $t\bar{t}W$ background contributions are not constrained a priori but treated as free parameters in the fit. For the nonprompt-background prediction, the statistical uncertainties in the measured tight-to-loose ratio and the sideband region yields are considered, as well as an overall normalization uncertainty. Normalization uncertainties in the nonprompt and charge-misID backgrounds are assigned based on the observed agreement in the validation tests discussed in Section 6. For the nonprompt background, the uncertainty of 30% is applied separately for nonprompt electrons and muons, and split into two components of 20% each that are either fully correlated or uncorrelated between the data-taking years, to account both for possible systematic effects in the method itself and for potential year-to-year differences. For the charge-misID background, the statistical uncertainty in the event yields in the sideband regions and a normalization uncertainty of 15% are considered.
Various modeling uncertainties are considered for the signal predictions as well as for all simulated background predictions. The choice of the renormalization and factorization scales in the matrix-element calculations are assessed by individual and simultaneous variations up and down by a factor of 2 (excluding the two extreme variations) [112], and evaluating the envelope of the six obtained variations in the fitted distributions separately for each process. The limited knowledge of the proton PDFs is taken into account using NNPDF replicas [73] and applying the procedure described in Ref. [113], resulting in 100 individual variations that are evaluated simultaneously for all processes. For the choice of the renormalization scale for QCD emissions in initial-state (final-state) radiation in the parton shower simulation, individual variations by a factor of 2 up and down are considered, separately (simultaneously) for the considered processes. The variations associated with the modeling uncertainties generally affect the overall normalization, the simulated acceptance, and the shapes of the fitted distributions. Since background normalization uncertainties are assigned separately and no such uncertainty is required when measuring the cross section of the signal process, we remove the impact on the overall normalization of each process before any selection from these variations.

Additional uncertainties are considered to account for a possible mismodeling in the jet multiplicity in ttX production processes. Motivated by dedicated studies of the cross section ratio of tt production in association with additional b jets and light-flavor or gluon jets [114] that find an underprediction of additional b jets in simulated event samples, we assign a conservative uncertainty of 40% as additional normalization uncertainty to the contributions of ttW, ttZ, and ttH production with at least one additional b jet at the particle level, uncorrelated between these processes. Dedicated theoretical studies have evaluated the possible mismodeling in the number of additional jets in ttW production [98], and we apply a corresponding additional uncertainty that reweights the Nj distribution in ttW production with an increase of up to 55% in 2ℓ events with seven or more jets.

8 Results

The measured cross sections of the tt̅tt signal process and the tt̅W and tt̅Z background processes are extracted from a simultaneous binned profile likelihood fit to the data in the SRs and CRs [115, 116]. A binned likelihood function \( L(r, \theta) \) is constructed as the product of the Poisson probabilities to obtain the observed yields given the predicted signal and background estimates in each bin, and includes all sources of systematic uncertainty as nuisance parameters. The set \( r \) denotes the signal strength modifiers that scale the normalizations of the predicted tt̅tt, tt̅W, and tt̅Z estimates, and the set \( \theta \) denotes the nuisance parameters. Statistical uncertainties in the predicted yields are implemented through a single nuisance parameter in each bin for all processes [117, 118]. The fitted distributions are the BDT scores in the SR classes, the BDT score tt in CR-2ℓ-23j1b and CR-2ℓ-45j2b, the Nj distribution in CR-3ℓ-Z and CR-4ℓ-Z, and the event yields with positive or negative sum of lepton charges in CR-3ℓ-2j1b. In SR-2ℓ, the tt̅tt and tt̅X classes are also split according to the lepton flavors to achieve a better separation of the nonprompt, charge-misID, and Xγ backgrounds. In Fig. 7, the yields in the SR tt̅tt classes after the fit are shown. A comparison of the yields before and after the fit is given in Table 2.

The test statistic \( q(r) = -2 \ln \frac{L(r, \hat{\theta})}{L(\hat{r}, \hat{\theta})} \) is constructed from the sets \( \hat{r} \) and \( \hat{\theta} \) that simultaneously maximize \( L \), and using the set \( \hat{\theta} \), that maximizes \( L \) for a fixed set \( r \). We employ a calculation that simplifies \( q(r) \) using an asymptotic approximation [115, 116]. The observed (expected) statistical significance of the tt̅tt signal is found to be 5.6 (4.9) SDs from the background-only hypothesis. The results when fitting each channel on its own are summarized in Fig. 8, with the largest sensitivity provided by the 2ℓ channel. This constitutes an observation of tt̅tt pro-
The measurement of \( \sigma(\ttbar\ttbar) \) production is measured to be

\[
\sigma(\ttbar\ttbar) = 17.7^{+3.7}_{-3.5} \text{ (stat)} ^{+2.3}_{-1.9} \text{ (syst) fb} = 17.7^{+4.4}_{-4.0} \text{ fb}.
\]

This result is in agreement with the SM prediction of \( 13.4^{+1.0}_{-1.8} \text{ fb} \) at the level of 1.0 SDs, when taking uncertainties of both prediction and measurement into account.

The measurement of \( \sigma(\ttbar\ttbar) \) is limited by the statistical uncertainty in the SR event yields. The largest systematic uncertainties arise from the \textsc{DeepJet} correction factors and JES. The largest uncertainty sources related to background modeling and simulation are the additional jets and b jets in tW production, the impact of the tZ normalization, and the modeling of the \ttbar signal process. The values of the nuisance parameters associated with additional jets or b jets in tFX production after the fit are close to zero. The 20 leading nuisance parameters in the fit are shown in Fig. 9.
Table 2: Number of predicted and observed events in the SR-2ℓ and SR-3ℓ \( t\bar{t}t\bar{t} \) classes, both before the fit to the data (“prefit”) and with their best fit normalizations (“postfit”). The uncertainties in the predicted number of events include both the statistical and systematic components. The uncertainties in the total number of predicted background and background plus signal events are also given. A dash indicates that the corresponding background does not contribute.

<table>
<thead>
<tr>
<th>Process</th>
<th>SR-2ℓ ( t\bar{t}t\bar{t} ) class</th>
<th>SR-3ℓ ( t\bar{t}t\bar{t} ) class</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prefit</td>
<td>Postfit</td>
</tr>
<tr>
<td>( t\bar{t}t\bar{t} )</td>
<td>35.85 ± 0.36</td>
<td>46.5 ± 1.8</td>
</tr>
<tr>
<td>( tt )</td>
<td>3.05 ± 0.10</td>
<td>2.98 ± 0.13</td>
</tr>
<tr>
<td>( t\bar{t}W )</td>
<td>40.8 ± 2.0</td>
<td>52.7 ± 2.1</td>
</tr>
<tr>
<td>( t\bar{t}Z )</td>
<td>14.31 ± 0.45</td>
<td>15.95 ± 0.56</td>
</tr>
<tr>
<td>( t\bar{t}H )</td>
<td>24.28 ± 0.97</td>
<td>23.29 ± 0.95</td>
</tr>
<tr>
<td>Other ( t )</td>
<td>7.06 ± 0.26</td>
<td>6.86 ± 0.29</td>
</tr>
<tr>
<td>( WZ )</td>
<td>1.27 ± 0.50</td>
<td>1.19 ± 0.52</td>
</tr>
<tr>
<td>( VV(V) )</td>
<td>0.38 ± 0.09</td>
<td>0.35 ± 0.06</td>
</tr>
<tr>
<td>( X_\gamma )</td>
<td>15.0 ± 1.1</td>
<td>14.0 ± 1.0</td>
</tr>
<tr>
<td>Charge misID</td>
<td>8.24 ± 0.21</td>
<td>8.29 ± 0.21</td>
</tr>
<tr>
<td>Nonprompt e</td>
<td>32.1 ± 2.5</td>
<td>37.8 ± 1.1</td>
</tr>
<tr>
<td>Nonprompt ( \mu )</td>
<td>10.7 ± 2.1</td>
<td>12.6 ± 0.67</td>
</tr>
<tr>
<td>Total background</td>
<td>157.2 ± 4.1</td>
<td>175.9 ± 3.0</td>
</tr>
<tr>
<td>Total prediction</td>
<td>193.1 ± 4.2</td>
<td>222.5 ± 3.5</td>
</tr>
<tr>
<td>Data</td>
<td>232</td>
<td>135</td>
</tr>
</tbody>
</table>

Figure 8: Comparison of fit results in the channels individually and in their combination. The left panel shows the values of the measured cross section relative to the SM prediction from Ref. [6], where the displayed uncertainty does not include the uncertainty in the SM prediction. The right panel shows the expected and observed significance, with the printed values rounded to the first decimal.
The cross sections of the t\(\bar{t}\)W and t\(\bar{t}\)Z backgrounds are found to be

\[
\sigma(t\bar{t}W) = 990 \pm 58 \text{ (stat)} \pm 79 \text{ (syst)} \text{ fb} = 990 \pm 98 \text{ fb},
\]

\[
\sigma(t\bar{t}Z) = 945 \pm 43 \text{ (stat)} \pm 69 \text{ (syst)} \text{ fb} = 945 \pm 81 \text{ fb}.
\]

The t\(\bar{t}\)W cross section result is larger than the SM prediction of 722 ± 74 fb [98] at the level of 2.2 SDs, and also larger by more than 1.0 SDs than the central value 868 ± 40 (stat) ± 51 (syst) fb from the dedicated CMS cross section measurement based on the same data set using same-sign 2\(\ell\) and 3\(\ell\) events [119]. The measured t\(\bar{t}\)Z cross section is in agreement with the SM prediction of 859 ± 80 fb [99] at the level of 0.8 SDs, and also in good agreement with the dedicated CMS cross section measurement of 950 ± 50 (stat) ± 60 (syst) fb based on a partial data set of 77.5 fb\(^{-1}\) using 3\(\ell\) and 4\(\ell\) events [102].
9 Summary

A measurement of the production of four top quarks ($t\bar{t}t\bar{t}$) in proton-proton collisions at $\sqrt{s} = 13$ TeV has been presented, using events with two same-sign, three, and four charged leptons (electrons and muons) and additional jets from a data set corresponding to an integrated luminosity of 138 fb$^{-1}$ recorded with the CMS detector at the LHC. Multivariate discriminants are employed in the identification of prompt leptons and jets originating from the decay of $b$ hadrons, and to distinguish between selected events from the $t\bar{t}t\bar{t}$ signal and the main background contributions. A profile likelihood fit is performed to the data in signal and control regions for the extraction of the $t\bar{t}t\bar{t}$ cross section.

The improvements in object identification and analysis strategy bring the sensitivity of the analysis to the observation level, with an observed (expected) significance of the $t\bar{t}t\bar{t}$ signal above the background-only hypothesis of 5.6 (4.9) standard deviations. The signal cross section is measured to be $\sigma(t\bar{t}t\bar{t}) = 17.7^{+3.7}_{-3.5} \text{(stat)}^{+2.3}_{-1.9} \text{(syst)}$ fb, in agreement with the available standard model predictions. This result marks a significant milestone in the top quark physics program of the LHC.
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A Prefit distributions

Figure A.1: Comparison of the number of observed (points) and predicted (colored histograms) events in the BDT score $t\bar{t}X$ in the $t\bar{t}X$ classes of SR-2$\ell$ in the $\mu\mu$ category (left), of SR-3$\ell$ (middle), and of SR-4$\ell$ (right). The vertical bars on the points represent the statistical uncertainties in the data, and the hatched bands the total uncertainty in the predictions. The signal and background yields are shown before the fit to the data (“prefit”).

Figure A.2: Comparison of the number of observed (points) and predicted (colored histograms) events in the number of jets distribution in CR-3$\ell$-$Z$ (left), and in the number of $b$ jets distribution in CR-3$\ell$-$Z$ (middle) and CR-4$\ell$-$Z$ (right). The vertical bars on the points represent the statistical uncertainties in the data, and the hatched bands the total uncertainty in the predictions. The signal and background yields are shown before the fit to the data (“prefit”).
Figure A.3: Comparison of the number of observed (points) and predicted (colored histograms) events in the BDT score $t\bar{t}$ in the combined CR-2$\ell$-23j1b and CR-2$\ell$-45j2b (left), in the event yields with negative and positive sum of lepton charges in CR-3$\ell$-2j1b (middle), and in the number of jets distribution in the $t\bar{t}$ class of the combined SR-2$\ell$ and SR-3$\ell$ (right). The vertical bars on the points represent the statistical uncertainties in the data, and the hatched bands the total uncertainty in the predictions. The signal and background yields are shown before the fit to the data (“prefit”).
Figure A.4: Comparison of the number of observed (points) and predicted (colored histograms) events in the BDT score $t\bar{t}t\bar{t}$ in the $t\bar{t}t\bar{t}$ classes of SR-2$\ell$, shown for the ee (upper left), $e\mu$ (upper middle), and $\mu\mu$ (upper right) categories, of SR-3$\ell$ (lower left) and of SR-4$\ell$ (lower right). The vertical bars on the points represent the statistical uncertainties in the data, and the hatched bands the total uncertainty in the predictions. The signal and background yields are shown before the fit to the data (“prefit”).
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