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Abstract. M31 and M33 are the closest spiral galaxies and the largest members (together
with the Milky Way) of the Local group, which makes them interesting targets for indirect
dark matter searches. In this paper we present studies of the expected sensitivity of the
Cherenkov Telescope Array (CTA) to an annihilation signal from weakly interacting massive
particles from M31 and M33. We show that a 100 h long observation campaign will allow CTA
to probe annihilation cross-sections up to (ov) ~ 5-1072% cm3s~! for the 777~ annihilation
channel (for M31, at a DM mass of 0.3 TeV), improving the current limits derived by HAWC
by up to an order of magnitude. We present an estimate of the expected CTA sensitivity,
by also taking into account the contributions of the astrophysical background and other
possible sources of systematic uncertainty. We also show that CTA might be able to detect
the extended emission from the bulge of M31, detected at lower energies by the Fermi/LAT.
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1 Introduction

Cosmological and astrophysical observations of diverse nature suggest that the majority of
the matter in the Universe consists of a non-electromagnetically interacting component, often
referred to as Dark Matter (DM), see e.g. Bertone et al. [42], Zyla et al. [128]. Despite the DM
density having been measured with a great accuracy to be Qpyrh? = 0.11933 4 0.00091 [25],
little is known about its very nature.

Whereas different scenarios with regards to the nature and origin of DM that have been
proposed by physicists throughout the years —such as for instance Primordial Black Holes—
have not been entirely ruled out at the moment ( [see e.g. 120]), yet ample data evidence
keep holding around the fact that it is more likely that the DM nature is non-baryonic, thus
requiring physics beyond the Standard Model (SM) Bertone et al. [42], Zyla et al. [128].
Indeed, many SM extensions proposed to date naturally include a DM candidate, namely
a particle complying with all astrophysical and cosmological requirements, and produced in



the right abundance in the early Universe, see e.g. Zyla et al. [128] for a recent review of such
candidates.

Within the broadly considered SM extensions providing DM candidates, the Weakly
Interacting Massive Particles (WIMPs) are one of the most widely explored in particle and
astroparticle physics. MeV —TeV mass scale self-annihilating WIMPs with a weak-scale cross-
section (DM-particles velocities averaged annihilation cross-section (ov)s, = 3-10726cm3s™1)
can naturally produce the observed abundance of the DM as a result of thermal freeze-out
in the early Universe, see [69, 92], and Baer et al. [35], Profumo [106].

If WIMPs constitute the entirety of the DM, their annihilation into the SM particles
with the consequent production of photons [see e.g. 54, for a review] makes WIMPs good
candidates for indirect searches of the annihilation signal from certain DM-dominated objects.
The produced photons are expected to have a hard spectrum which continues up to WIMP’s
mass. While the exact shape of the spectrum depends on the type of SM particles into which
WIMPs primarily annihilate (“annihilation channel”), the maximum of the spectral energy
density is located in the TeV band for a TeV-scale WIMP. This makes the very high energy
(VHE) band an important window for indirect WIMP-DM searches.

The TeV band is currently being explored by several Imaging Atmospheric Cherenkov
Telescopes (IACTSs). These facilities utilise Cherenkov radiation from the secondary particles
produced in interactions of primary cosmic rays with the atmosphere to detect and charac-
terise the properties of the incident primary particle. Currently, major operational TACTs
are H.E.S.S. (located in Southern Hemisphere), MAGIC, and VERITAS (both — Northern
Hemisphere).

During the last decade these telescopes performed a number of dedicated WIMP DM
search campaigns in the TeV band. These include a dedicated multi-year campaign for the
search of the annihilation of WIMPs close to the Galactic Center (GC) region with H.E.S.S. [5,
108-110]; individual and joint multi-facility campaigns on nearby dwarf spheroidal galaxies
(dSphs) [13, 22, 29, 76, 104, 124, 127], DM annihilation searches in nearby galaxy clusters [12]
and searches for clumps of DM in our galaxy [6, 73]. For a complete report of all observations
performed by current TACTSs see [65].

At somewhat higher energies (2 10 TeV) DM searches are extensively performed by
high-altitude broad field of view instruments such as e.g. ARGO-YBJ [41] (currently de-
commissioned), HAWC [98] and most recently the LHAASO [36] observatory. The tightest
constraints on the parameters of annihilating DM provided by these facilities arise from the
non-detection of a DM annihilation signal in the MW halo [11], dSphs [26], DM sub-halos [56]
and nearby galaxies [27].

In the GeV-TeV band, the WIMPS’ properties are constrained dominantly by the space-
based missions, e.g., Fermi/LAT [34]. The primary targets for the searches in this band
were dwarf spheroidals [37, 66, 81|, galaxy clusters [16, 28, 32, 83, 118], Galactic Center
observations [see e.g. 3, 19, and references therein], nearby galaxies [62, 93] and DM sub-
halos [57, 58, 102, 103].

Despite enormous dedicated efforts, the state-of-the-art WIMP DM searches only marginally
approach the thermal annihilation cross-section scale. The best limits are obtained for WIMP
masses < 0.1 TeV, which are based on the joint-analysis of the observational data from 27
dSphs by Fermi/LAT [81]. For bb and 777~ annihilation channels in this mass range, the
derived limits are by an order of magnitude better than the thermal cross-section [see how-
ever 94]. For higher DM masses, the tightest constraints resulted from a dedicated multi-year
254 h long H.E.S.S. observational campaign on the GC. For a preferable DM profile, Abdallah



et al. [7] have shown that the obtained H.E.S.S. limits can reach the thermal cross-section for
the 777~ annihilation channel and WIMP masses of the order of ~ 1 TeV, while at higher
masses the derived limits are quickly degrading.

The gap between the sensitivity of current-generation instruments and the required
sensitivity to probe the thermal annihilation cross-section in a broad portion of the WIMP
parameter space offers ample opportunities for next-generation facilities to push forward the
frontiers in indirect DM searches. Some of these facilities (e.g., LHAASO) already produced
first results and are performing DM-dedicated campaigns [see e.g. 79, 100], while others (e.g.,
Cherenkov Telescope Array (CTA)) are still in the construction phase.

The CTA will be composed of two sites, one in the Northern (La Palma, Canary Islands,
Spain) and one in the Southern Hemisphere (Paranal Observatory, Chile), which will enable
observations to cover the entire Galactic plane and a large fraction of the extra-galactic
sky [see e.g. 47]. The arrays will include three different telescope sizes to maximize the
energy range of the instrument (from 20 GeV to more than 300 TeV). With more than 100
telescopes in the Northern and Southern Hemispheres combined, in the next decade, the
CTA will be the largest ground-based IACT ~-ray observatory in the world. The CTA will
have an order of magnitude higher effective area and broader field of view than the current
generation of IACTs [51]. This makes CTA one of the best instruments for indirect DM
searches at TeV energies.

Present-day indirect DM searches are focused on several classes of objects, which include
such DM-dominated objects as dwarf spheroidal galaxies; clusters of galaxies, or the MW'’s
Galactic Center. As a viable alternative to these commonly considered objects, we consider
studies of the annihilation DM signal from nearby spiral galaxies (i.e., M31 and M33). The
DM search in such galaxies (M33) had been previously performed in 2008 with the Whipple
10 m y-ray telescope [122] and recently by HAWC [27], towards M31 resulting in competitive
to other targets constraints. In what follows, we perform detailed studies to address the CTA
potential to constrain the parameters of annihilating WIMP DM using observations of M31
and M33. We note also that M31 is the subject of a ~ 150 h long key science program. The
proposed indirect DM search can additionally strengthen the scientific goals of that program.

The paper is organized as follows. In section 2, we describe the motivation for selecting
M31 and M33 from all nearby spiral galaxies for this study. In this section we also quantita-
tively describe the expected signal from annihilating WIMPs as well as summarize details of
astrophysics back/fore-ground emission relevant to the analysis. CTA data simulation and
analysis are described in Section 3. In section 4, we report on the CTA’s sensitivity to an
annihilating WIMP signal for several considered annihilation channels. Special attention is
devoted to an accurate treatment of uncertainties related to the astrophysical background,
the lack of knowledge of the actual DM density distribution in the considered objects as
well as the impact of instrumental systematic uncertainties. Finally, in section 5, we shortly
summarize the derived conclusions.

2 Expected signal and Target selection

2.1 DM annihilation signal

WIMP annihilation with its antiparticle (that in many scenarios is the WIMP itself, a Ma-
jorana particle) leads to the production of SM particles. Depending on the type of the
produced SM particles several annihilation channels (e.g. quark bb, tt, leptonic 7H7~ | uu~
or bosonic WYW ™, ZZ annihilation channels) can be contemplated. Annihilation/decay



of the produced SM particles results in the emission of secondary photons, which can be
detected with ground or space-based observatories.

The same DM annihilation process taking place in the early Universe is to be expected
in all environments, and it will depend on the local DM density. In astrophysical objects
with a given DM density distribution p(r), the observed signal is therefore characterised by
a spatial and spectral components [see for more details a review by 40]

de 1 (ov) dN,
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where m, is WIMP’s mass and i presents WIMPs primary annihilation channel.

The differential term dg% on the left side of this equation corresponds to the ob-

served photon flux. The right-hand side can be thought of as a product of two factors: (i)
astrophysical, determined by DM density content in the object (J-factor)

07 /d = / 2 (r(0), Q)de (2.2)

l.o.s.

and expressed as the line of sight (l.o.s.) integral of the DM density squared within the solid
angle df) of the observation. Where /¢ is the variable that parametrizes the l.o.s., and r is

the radial distance from the center of the selected target. (7i) particle physics term % ‘
7

presenting the final-state photon spectrum of one annihilation of DM particles annihilating
via annihilation channel 7. The remaining coefficients serve to account for the frequency
of annihilation events (DM-particles velocity-averaged annihilation cross-section (ov)) and
relate to the number of annihilation events (term m_?).

Among all possible annihilation channels, we focus here only on bb (“benchmark chan-
nel” in what below), 777~ and WTW ™~ channels as widely discussed representatives of the
annihilation channels.

The typical spectral shape of the signal expected from the annihilation of DM with
the mass m,; = 1 TeV is shown in Fig. 1 which is based on [53] tables. We note that the
spectrum of WTW ™ annihilation channel can be substantially different at energies close to
the m, with/without accounting for electroweak (EW) corrections [52]. For this channel, we
explicitly present results corresponding to the spectrum obtained without EW corrections
and to the spectrum which is based on the model-independent treatment of EW corrections.
Similarly, one could employ the HDMSpectra! code introduced in [39] which performs sim-
ilar calculations to [53] code aiming at constructing the obtained spectral shape from DM
annihilation signal. This code computes DM annihilation spectra for DM masses above the
EW symmetry breaking and all the way to the Planck scales, thus it is considered to con-
siderably improve computed results for the W~ annihilation channel by accounting for
all relevant EW corrections. However, to be conservative, we explicitly derive all the re-
sults for the W W~ annihilation channel without accounting for EW corrections. Namely,
we did not include EW corrections for the W+ W~ annihilation channel, since such correc-
tions are model-dependent and account for a strong modification in the energy spectrum of
DM particles with masses greater than the electroweak scale [52, 53, 55]. In more detail,
EW corrections are responsible for a slight enhancement of the lower energy regime of the
spectrum due to the conversion of a small portion of high-energy particles to a substantial

"https://github.com/nickrodd/HDMSpectra



10—13 1
.—Ic ]
v

) \, %
5 1074 AN "t
3 N
N X l
N \’
%7 10715 W*W~ channel-noEW |
W 5 ---- W*W~ channel-EW |
—-— bb channel |
el T+T~ channel :

107° 4

102 107 10°

Energy (TeV)

Figure 1: Expected 1 TeV mass WIMP DM annihilation spectrum in the M31 assuming
the benchmark density model. The red, blue and black lines show the annihilation spectra
in WTW~—, bb and 777~ channels.

amount of lower-energy particles. In addition, forbidden final states are enabled, resulting
in the presence of the whole population of stable particles in the final spectrum, regardless
of the primary channel of annihilation. Finally, they are responsible for the perception of
a model-dependent strong peak, with an energy value associated with the DM mass, in the
DM annihilation spectrum through the W+ W™ annihilation channel which determines all
the constraints prevailing over the entire spectrum [119]. The impact of EW correction to
the DM annihilation spectrum, through the W+ W~ channel, is illustrated in Fig. 1 with the
red-dashed line.

2.2 Selected Targets

M31 (Andromeda Galaxy) and M33 (Triangulum Galaxy) are the DM-dominated spiral
galaxies closest to the Milky Way, which makes them potentially interesting targets for indi-
rect searches of decaying or annihilating DM. Located at distances of 778 kpc [M31, see e.g.
87] and 840 kpc [M33 ; 70] these galaxies are among the best-studied objects in terms of
DM density distribution.

The relative proximity of M31 and M33 galaxies allowed several dedicated studies of the
DM profiles in these objects. The comprehensive list of DM profiles presented in the literature
for these objects is given in Tab. 2 and Tab. 3. The Tables summarise the basic information
on the galaxies (coordinates, distance, visibility from Southern or Northern CTA site) as well
as parameters of DM density profiles. The last ones include density profile adopted in the
corresponding study (isothermal [ISO; 90], Navarro-Frank-White [NFW; 99], Einasto [68]),
Burkert [46], see also see Appendix C), parameters of the profiles (characteristic radius rs and



density ps) and the bibliographic reference for the work reporting the corresponding profile.

2.3 Benchmark DM density profiles

Demonstrating a good agreement at large distances from M31 and M33 centers, dark matter
density profiles are still rather uncertain closer to the centers of these objects. In what follows,
we select Einasto (for M31) and NFW (for M33) profiles with the parameters considered by Di
Mauro et al. [62] as benchmark, while using the rest to estimate the uncertainty connected
to the poor knowledge of DM density distribution in M31 and M33. The benchmark profiles
are marked with a dagger (7) symbol in Table 2 and 3.

All considered density profiles and J-factors as functions of distance from the object’s
center are shown with thin lines in top and bottom panels of Fig. 2 correspondingly. The
benchmark profiles correspond to the thick black line. In order to avoid any underestimation
of the actual DM density uncertainty, we calculated the fractional uncertainty dps/ps = 0.04
of the Einasto profile of M31, which stands for the uncertainty in the determination of the
benchmark model itself and appears to be is negligible compared to the green uncertainty
region, as shown in the top left panel of Fig. 3, which correspond to the actual uncertainty of
DM density distribution within the object of interest. The two-dimensional representation
of M31 J-factor for the reference density profile is presented in the left panel of Fig. 3.

2.4 Gamma-ray emission of conventional astrophysical origin

In addition to a suggested signal from annihilating DM the emission from M31 and M33 di-
rections is complemented by several types of conventional astrophysics fore- and background
(point-like and/or diffuse) emissions. These backgrounds include MW galactic diffuse emis-
sion, as well as contributions from galactic and extra-galactic sources.

In the particular case of M31, we note also the possible presence of a diffuse GeV/TeV
signal originating from the nucleus/bulge/disk of this galaxy. Such a signal was reported in
M31 observations in the GeV band with Fermi/LAT [18, 33, 67, 89]. The signal is moderately
extended (radial disk with a radius of 0.4° [18, 89]) and characterised by a relatively soft best-
fit spectrum (2.8 + 0.3, Karwin et al. [89]). The observed emission can be interpreted within
several models, including millisecond pulsar population [67] or annihilating/decaying DM
particles [89].

In the case of M33, no extended signal was clearly observed despite several dedicated
searches [9, 18, 62, 89, 123]. At the same time, a presence of a relatively weak (6 — 7o
significance) source was reported at the position of M33 [24]. However, we did not include
the above source in this analysis since it is not included in either the 3FHL or 4FGL catalogs.

To estimate the contribution from the galactic and extragalactic sources we consider
nearby known GeV sources with the spectrum potentially continuing to the TeV band. The
searches within 3FHL [23] (7-yr Fermi/LAT catalogue of sources detected above 10 GeV),
4FGL-DR2 [10] (12 years catalogue of Fermi/LAT sources detected above 0.1 GeV) and
TeVCAT? resulted in six and four point sources within the CTA FoV (5° radius) around
M31’s and M33’s positions respectively, as shown in Fig 4.

The basic parameters of the considered sources (coordinates, shape, spectral parameters
— normalisation and spectral index, possible type, and multiwavelength identification) are
summarised in Table 4.

Zhttp://tevcat2.uchicago.edu/
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Figure 2: DM density profiles, see Tab. 2 and 3 for the relevant profiles, and corresponding
J-factors as a function of the angular distance from the center of the objects of interest (left
panels: M31, right panels: M33). Upper panels: DM density distribution profiles. Central
panels: Differential J-factor values dJ/d2 of the corresponding DM profiles. Lower panels:
Integrated J-factor values over solid angle for the corresponding profiles. The benchmark
DM models (Einasto for M31 and NFW for M33, see section 2.3) used in the analysis are
highlighted with the bold black solid line in all panels.
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Figure 3: Left: DM source template for the Einasto profile that was presented in Di Mauro
et al. [62] (benchmark model). The image is centered on M31. The color illustrates J-factor in
units of 10?0 GeV? - cm™°. Black contours present the distances at which J-factor decreases
by a factor of 10, 100, 1000 in comparison to its maximum. Right plot: Expected number of
photons predicted by CTA simulations towards M31 direction as a function of energy from the
sources contributing to the observed signal for a single realization of the data. An extended
source that represents the contribution from M31 bulge with the parameters reported in
Karwin et al. [89]. The stacked contribution from 6 point sources present in the FoV of CTA,
as shown in the left panel of Fig. 4. The DM signal corresponds to the benchmark density
model of M31, 1 TeV DM mass, bb annihilation channel and (ocv) = 2.05- 10724 cm? - s71,
corresponding to the value the CTA will be capable of excluding at 95% c.l. level, see
section 4.1)

3 Data simulation and analysis

3.1 Data simulation

The simulation of the data was performed with ctools v.1.7.3% simulation and analysis
package, in energy band 0.03 TeV — 100 TeV. For both M31 and M33, we consider 100 hours
long observation centered at the corresponding objects. As discussed in section 1 the current
strategy for the forthcoming CTA DM observations includes 150 hours observation towards
M31, while for M33 there is no planning to this point [14]. In this work, for simplicity, we
consider 100 hours simulation time for both considered targets.

For the simulation and subsequent data analysis, we utilised prod3b-v2 instrument re-
sponse functions (IRF)*. These IRFs are available for North (La Palma) and South (Paranal)
CTA sites and a set of zenith angles which additionally determine the proper low-energy
threshold F,,;, for the analysis.

3http://cta.irap.omp.eu/ctools/

When the analysis was at its latest stages prod5.v0.1 IRF were released. We argue that the new IRFs
do not affect significantly the derived results, see e.g. left panel of Fig. 5 for the comparison of prod3b-v2 vs.
prod5.v0.1 results.
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Figure 4: The simulated CTA maps of gamma-like events to the direction of M31 (left)
and M33 (right) galaxies (background not subtracted). The positions of known Fermi/LAT
sources detected above 10 GeV from 3FHL catalogue are shown with cyan crosses. The
green circle illustrates the FoV of CTA with a 5° radius. The magenta ellipse at the left
panel presents the extended Inner M31 source — a radial disk with 0.4° radius [89].

Galaxy | Exposure | Culmination prod3b — v2 IRF Emin
h (North/South) TeV
M31 100 12°/66° North_z20_50h/ — 0.06 / —
M33 100 2°/56° North_z20_50h/South_z60_50h | 0.06/0.13

Table 1: The basic parameters of M31 and M33 used for the CTA data simulation. The
first column corresponds to the name of the galaxy/target, while the second one expresses
the minimal zenith angle by which each target can be observed by each CTA array. The
instrument response functions, based on the minimal zenith angle estimation, used for each
target and each array, are reported in the third column. The last column represents the mini-
mum energy, based on the latest CTA suggestions, that one should consider when performing
simulation using different IRF's.

The minimal zenith angle under which a source with declination § is visible from an
observational site with latitude lat is given by mza = |6 — lat|. For the reasonable quality
observations, we additionally demand mza < 60°. The basic parameters used for the data
simulation of M31 and M33 galaxies are summarized in Tab. 1.

For the simulations of the data, we explicitly consider that the following sources in the
FoV of the CTA are contributing to the observed emission:

e Residual Cosmic ray background (implemented as “CTAIrfBackground” within ctools).

e Astrophysical sources in the near vicinity of the target. These include fore/background
point-like sources from 3FHL catalogue [23] of sources detected by Fermi/LAT above



10 GeV as well as extended source presenting the extended emission from inner parts of
M31 reported by Karwin et al. [89]. The basic information about all included sources
is summarized in Tab. 4.

Given the high galactic latitudes of both galaxies selected for the analysis, we neglected
the contribution from the galactic diffuse emission. Aiming in constraining the parameters
of WIMP DM (potentially not present in the real data) we did not include any contribution
from the annihilating DM to the simulated data.

We simulated the data according to the model described above using ctobssim (50
random realizations of the data, defined by initial random seed) and ctmodel (one, non-
randomized realization of the model) ctools routines. The data simulated with ctmodel
was used as Asimov dataset for the analysis described in detail below.

3.2 Data analysis

We analysed the simulated data within the frame of standard binned CTA data analysis®
implemented in ctools. We additionally cross-checked the results with an alternative imple-
mentation of the analysis used by Acharyya et al. [15].

The analysis relies on the fitting of the 3D (spatial and spectral) model of the region to
the data®. The model used for the analysis of simulated data included all components used
for data simulation (residual CR background as well as astrophysical sources in the FoV of
the CTA). Aiming to constrain the parameters of annihilating WIMP DM we additionally
included in the model the template (DM source) presenting such a contribution. DM source
template for a set of considered annihilation channels and WIMP masses was composed of
spectral and spatial parts as described in Sec. 2.1. The spectral part is based on approx-
imations of WIMP annihilation spectra by Ciafaloni et al. [52], Cirelli et al. [53, 55]. For
the spatial part of the model, we considered several DM profiles for each of the considered
objects, see Tab. 2 and Tab. 3. J-factors for each of the considered models were calculated
with the publicly available CLUMPY v.3.0.0 code [50, 85]. The results presented below were
obtained with ctulimit task and correspond to 95% confidence level upper limits on (ov).

To determine the mean expected CTA sensitivity for annihilating DM signal in the
considered objects, we utilised the Asimov dataset described in Sec. 3.1 with benchmark DM
profiles for each of the considered annihilation channels (bb, W+ W~ and 77). We also used
50 simulated randomized datasets to estimate the uncertainties connected to the random
realizations of the simulated/observed datasets.

We additionally identify several sources of systematic uncertainties which can signif-
icantly affect the derived limits. These sources include effects of: (i) poor knowledge of
DM profiles in selected objects; (i) poor modeling of nearby fore/background astrophysical
sources; (4ii) poor knowledge of CTA response functions (including effective area, PSF and
residual CR background mismodeling). We study the contributions from each of these effects
in detail and summarize the used approaches and derived results in what below.

%See e.g. binned analysis tutorial
5See details of the implementation of the fitting procedure at ctools website.
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4 Results

4.1 Expected CTA sensitivity

In this section we present the main results of our analysis, CTA sensitivity to DM signal from
M31 and M33, using Asimov data set and considering the benchmark DM-source models
described in section 2.2. Under ”CTA limits” we mean the limits which CTA could provide
for the case of no signal observation, i.e. CTA sensitivity for a detection of annihilating DM
signal.

Fig. 5 presents 95% confidence level expected upper limits for the weighted velocity
annihilation cross-section for bb, 777~ and W+W ™ annihilation channels for 100 h long
observations of M31 and M33. We note, however, that more constraining results can be
obtained when one considers the contribution of DM subhalos, since the presence of such
DM substructures can moderately and/or significantly boost the DM annihilation signal, de-
pending on the modeling approach employed. A detailed modeling of such DM substructures
in M31 field halo and how the presence of the latest can provide constraints tightening on
the corresponding cross-sections is discussed in Appendix D. In what below, we additionally
discuss the impact of several considered sources of systematic uncertainties on the derived
limits.
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Figure 5: 95% confidence level expected CTA upper limits on velocity-averaged WIMPs
annihilation cross-section from 100 h long observations of M31 (left panel) and M33 (right
panel) with CTA-North. The benchmark density profiles are assumed in both cases. Blue,
black and red curves correspond to 777, bb and W+ W~ annihilation channels. The black
dashed line at the left panel illustrates upper limits results for the bb annihilation channel
when utilizing prod5-v0.1 IRFs. Dashed curves at the right panel correspond to the limits
which could be obtained with 100 h observations of the same objects with CTA-South array.

4.2 Effects of uncertainties on the DM density distribution

To assess the uncertainties arising from the incomplete knowledge of the DM density distri-
bution in the selected objects, we identified several M31/M33 DM profiles reported in the
literature and repeated the analysis described in Sec. 3.2 for each DM profile. The complete
list of the considered profiles is given in Tab. 2 and Tab. 3. Corresponding J-factor profiles
as functions of the distance to the center of the corresponding galaxy are shown in Fig. 2. As
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demonstrated by this figure, the difference in J-factors’ profiles at some distances can reach
an order of magnitude, resulting in about the same potential worsening of the derived limits
on the WIMP annihilation cross-section.

We conclude that the current measurements of the DM density distribution in M31 and
M33 carry sizable uncertainties, especially so in the central regions of these galaxies. These
DM-density uncertainties are one of the dominant systematic ones which can substantially
worsen any derived results. An additional source of J-factor uncertainty is the contribution
from the DM annihilating in the MW halo. Our estimations show that this contribution at
positions of M31 and M33 galaxies is sub-dominant in comparison to the DM-annihilation
signal in M 31 and M 33, see Appendix A. Correspondingly, in what below, we neglect the
contribution from DM annihilating in the MW halo.

The results of our analysis are shown in Fig. 6 for the benchmark bb channel and
in Fig. 11 and 12 for 77—, and WTW ™~ channels correspondingly. The shaded regions
correspond to the envelope of the upper limits obtained for all considered profiles. For the
illustration in Fig. 6 we additionally present the uncertainty region connected to random
data realizations. These regions are shown with yellow and orange colors for the Northern
and Southern CTA site respectively.
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10720 4 DM profiles uncertainty 107204
-- Benchmark model (50 datasets mean)
50 datasets standard deviation
~10°2 ~10°2
|‘-,1 Iv)
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10724 : . : : 10-24 : : : .
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Figure 6: Left: The grey shaded region resent the range of limits on velocity-averaged anni-
hilation cross-section (bb annihilation channel) for 100 h long M31 (left panel) observations
with CTA-North for the set of DM density profiles summarized in Tab 2 and 3. The black
solid lines correspond to expected limits for the benchmark models of DM density profiles,
based on the simulated Asimov data set. The magenta line and yellow shaded regions cor-
respond to the mean values and standard deviations of the expected limits from 50 random
statistically independent realizations of the data. Right panel: same for M33. Results for
the CTA-North and CTA-South arrays are indicated with (N) and (S) correspondingly.

4.3 Effects of uncertainties on the astrophysical backgrounds

Additional uncertainty during the analysis can arise from the presence of poorly modelled
point-like or diffuse sources in the CTA’s FoV. In the case of M31, we note the presence
of a central diffuse astrophysical source, [see e.g. 89] which potentially could mimic DM
annihilation signal and spoil CTA sensitivity for DM studies in this object.
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To assess the impact of the presence of the discussed point-like/diffuse sources, we
performed simulations/analysis of the data similar to Sec. 3.2 with and without explicit
modelling of the sources (see Tab. 4). The obtained in both cases upper limits coincide
with a discrepancy of 10 %. This allows us to conclude on the relative unimportance of the
contribution of nearby sources for the presented results.

4.4 GeV emission from the Inner M31 bulge

The GeV Fermi/LAT spectrum energy distribution of the central astrophysical source in
M31 is shown in Fig. 7 with light-grey (reported by Ackermann et al. [18]) and orange points
(reported in the recent study Armand & Calore [33]). The red line and shaded region show
the best-fit power law parameters of Karwin et al. [89] above 1 GeV. Assuming that the M31
spectrum continues to the TeV band as a power law, our modelling shows that the CTA will
not be able to detect this source. Blue upper limits present 95% c.l. flux upper limits that
CTA could reach with a 100 h long observation of the region. For the illustration with a green
line, we show the spectrum of 12.1 TeV DM annihilating to bb channel. The strength of the
signal corresponds to the 95% upper limit reported in Fig. 6 for annihilation cross-section at
this mass.

We additionally explore the possibility of a break/hardening of M31 spectral index at
~ 5 GeV energies, as marginally indicated by Fermi/LAT spectral points. Fig. 7, right
panel, shows the TS of the detection of M31 central source as a function of the assumed
spectral index. We conclude that the CTA will be able to detect M31 with T'S 2 9 only if
its spectrum is harder than ~ 2.4, while high significance detection (T'S 2 25) is achieved
only if its spectrum is harder than ~ 2.3. The corresponding power law for high-significance
detection is shown in the left panel with a black solid line.

4.5 Impact of systematic uncertainty

In this section, we discuss the impact of the systematic uncertainties of the instrumental
origin and/or related to miss-identified CR on the derived results. Aiming this, we adopt
two different approaches to describe systematic uncertainties in the modeling of the data. In
general, systematic uncertainties arise from imperfectly known or poorly controlled instru-
ment characteristics. E.g., the energy-dependent under(over)-estimation of the effective area
uncontrollably changing with time can induce artificial spectral features and consequently
lead to the false-positive detection of annihilating-DM signal.

In both methodologies, briefly summarized below, we assume 0.1 (10%) energy scale and
0.1° spatial scale systematic uncertainties of CTA. These values are close to the characteristic
ones for currently operating facilities, such as H.E.S.S. [21]. We however explore also lower
levels of systematics — 1% and 3% to illustrate the gain of the decreased level of systematics
which can be achieved with the next-generation instruments.

Systematics via likelihood function modification. The contribution of the systematic
uncertainties can be accounted for by multiplying the predicted signal by scale parameters and
profiling their likelihood over the value of the selected parameters. We select scale parameter
a = «;; for which we assume Gaussian nuisance likelihood with an i,j-independent variance
ai. In principle, the distributions are considered log-normal fainting to zero as a « goes
to zero. Based on that scale parameter, we utilize for our analysis the following modified
likelihood function [see e.g., 113]

~13 -



307[— Ts=25
1071224 RS L Yy Powerlaw Index=2.31
251
Tvr
o 107134 20
I
£ E
©
- s 15
o)) -14 |
E 10 &
S8 —— 12.1 TeV Dark Matter spectrum 101
~ _1s < Upper spectral M 31 limits
w 10 3|--- Best fit Inner M 31 spectrum, Karwin et al. (2019)
4 M 31 spectrum points, Ackermann et al. (2017) 51
M 31 flux, Armand & Calore (2021)
10-164|— Inner M 31 spectrum (powerlaw), '=2.31 | 0
10 1073 1072 107! 10° 10! 107 -3.0 -2.8 -2.6 —-2.4 —-2.2
Energy (TeV) Powerlaw index

Figure 7: Left: Fermi/LAT spectrum and CTA sensitivity to the inner M31 source. The
red dashed line inside the red butterfly diagram corresponds to the best-fit powerlaw model
for an analysis in the energy range of 1073 to 1072 TeV of the Inner M31 component of M31
galaxy (spectrum: powerlaw, spatial model: radial disk of 0.4° radius) reported in Karwin
et al. [89]. Grey points show the results of Eckner et al. [67],Ackermann et al. [18]. The
orange points correspond to M31 spectrum with disk-like M31 model [33]. The blue upper
limits present the upper spectral limits on Inner M31 emission (M31 bulge) that CTA could
provide with a 100 h-long observation of M31 region. The green solid curve present the
annihilation spectrum of 12.1 TeV WIMP DM (benchmark M31 density profile, bb channel,
(ov) = 4.78-1072* cm? - s71). The black solid line highlights the case in which M31 could be
detected at 5o significance level. Normalization of the line matches one reported by Karwin
et al. [89] at 1.5 GeV and continues to higher energies as a powerlaw with the slope 2.31.
Right: Detection test-statistics value for M31 assuming that its spectrum matches one re-
ported by Karwin et al. [89] at 1.5 GeV and continues to higher energies as a powerlaw with
the given slope.
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Such a modification of the likelihood provides the opportunity for upper limit deriva-
tions when systematic uncertainties (e.g., effective area) enter linearly the calculation of the
total signal. The obtained upper limits are presented with the red dashed and dash-dotted

line in Fig 9, for 10% and 3% systematic uncertainty respectively.

Systematics via exposure constraining. Alternatively, one can address the impact of
systematic uncertainties by modeling them via limiting the statistic of the data. The ob-
servations of the same constant in time phenomena for a time period ¢ result in relative
statistical errors scaling o« t=1/2. E.g., for a source with a constant with time count rate
r cts/s the observed after time ¢t number of photons would be N = rt with corresponding
relative statistical uncertainty dNgy /N = N —1/2 o ¢=1/2 decreasing with increasing of ob-
servational time. We define the relative systematic uncertainty o as dNgsys/N = o which
remains constant and does not decrease with the increase of observational exposure. This
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type of uncertainty can reflect poorly controllable behavior of the instrument, e.g. energy
dependent quasi-random variations of the effective area during the observation.

To treat the systematic uncertainty we propose to limit the observational time to the
characteristic value for which d Ny st = dNgat, i.€., to stop the observation as soon as expected
systematic uncertainty becomes equal to the statistical one. Longer observation will lead only
to the decrease of statistical uncertainty, which will become sub-dominant in comparison to
systematical one.

The requirement dNsiq; = dNgyst can be reformulated in terms of the maximal number
of observed photons as Nz = @~ 2. We note that Ny, should not be treated as the total
number of photons received during the observation, but rather as a number of photons in the
smallest possible statistically independent energy /spatial bins. We note also that generally
speaking, the level of systematic a = «(FE) can be a function of energy.

The spatial 00 and energy § E resolutions of the instrument naturally define statistically
independent energy and spatial bins. To properly identify the time for which at a given
energy dNgsqar = dNgys we propose that the observation at energies [E; E + 0E] should be
stopped as soon as the number of photons in any spatial bin of size 66 reached a~2(E). This
allows to have in each of the statistically independent spatial/energy bins the number of
photons dominated by statistics uncertainty and thus neglect the presence of systematics.

The characteristic values of CTA energy and spatial resolutions are ~ 10% and ~
0.1° correspondingly. Accordingly, we split 0.03 TeV to 100 TeV simulation energy range
over a number of energy and spatial bins. We explicitly limit the observing time when
systematic uncertainty becomes equal to the statistical one. Il.e. at energies [F;1.1 - E]
we stop the observation as soon as any spatial bin of 0.1°-radius accommodates more than
N = 100 photons for a = 0.1 and N = 1111 photons for o = 0.03. We note, that for most
observational cases, the highest number of photons in spatial bins at any energy is reached
in the spatial bin centered at the center of FoV of the CTA. Due to off-axis decrease of CTA
effective area, this position is characterised by the strongest level of the residual cosmic-ray
background. In the absence of bright astrophysical sources in the FoV, this background is
obviously dominating the observed emission.

We show the number of photons as a function of energy, for a region of 0.1° spatial scale
centered at the center of CTA FoV in Fig. 8, left panel. The red horizontal line illustrates
100 photons — the characteristic number of photons at which the observation should be
stopped for the systematic level « = 0.1. The right panel of the figure presents the exposure
required to reach 100 photons in the considered bin as a function of energy. This illustrates
that the considered level of systematic affects only the low-energy part of the CTA data.
Namely, any energy /spatial bin (10% energy width and 0.1° spatial scale) at above = 0.5 TeV
for 100 h long observation does not accommodate more than 100 photons. Correspondingly,
at these energies, we performed standard binned analysis (assuming bin size ~ 10% energy
width and ~ 0.1° spatial scale) for 100 h Asimov dataset.

At lower energies, we performed dedicated, time-limited simulations of Asimov datasets
for each of the considered 10% energy width bins in a way similar to the simulations described
above. For each of the considered bins, including the above-threshold bin at £ > 0.5 TeV we
performed the standard binned analysis and build log-likelihood profiles as a function of DM
template normalization (proportional to (ov)). Adding log-likelihood profiles for all energy
bins, we built a joint log-likelihood profile which allowed us to constrain DM annihilation
cross-section as a function of DM mass for such energy-dependent exposure observation.

The results of this approach are summarised in Fig 9, for 10% and 3% systematics
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Figure 8: Left: Number of detected photons in the 10% energy width bins in 0.03 — 100 TeV
energy band. The solid red line shows 100 photons, the characteristic value for which sys-
tematic and statistical uncertainties are equal for 10% systematic uncertainty (o = 0.1). The
energies > 0.52 TeV(red dashed vertical line) are dominated by statistical uncertainties.
Right: Simulation time in the considered energy bins required for systematic uncertainty to
be equal or smaller than the statistical one. The solid red line corresponds to 100 hours of
simulation time.

respectively (blue dashed and dot-dashed lines correspondingly). The red lines present the
results of the systematic treatment based on the modification of the log-likelihood function
described above for similar values of systematic uncertainties. Despite the entirely different
approaches considered and generally different treatment of the systematics, we found the
results to be broadly consistent with each other at lower levels of systematics (1% or 3%). We
note, that the results are not totally identical since the two distinct strategies suggest different
origin of the systematic uncertainty and treat it differently. E.g. the first discussed strategy
is based on the modification of the log-likelihood function which applies to the whole energy
range of the analysis whereas the second one has its basis on the exposure time constraining
which only affects the lower energy regimes where the systematic uncertainty dominates over
the statistical uncertainty. We note that the Night Sky Brightness maps (NSB) indicate a
higher level of emission in the direction of M31, and thus the enhanced background at the
location of the Galaxy indicates an even higher level of systematic uncertainty.

We would like to note also that the considered “systematics via exposure constraining”
approach allows us to identify the scale of systematics which does not affect the observations
at 100 h timescale. Namely, the maximum number of the photons in 0.1°, 10% energy-width
bins seen in simulation is < 104, which translates to the systematic level of ~ 1%. We
argue that for the lower values of systematic, the 100 h observations will not be affected by
considered systematics.

The discussed approach to the systematic treatment allows also to identify the most
effective sharing of the observational time between different instruments of the CTA array.
Consisting of large (LST), medium (MST), and small (SST) size telescopes CTA observatory
can perform observations by its different sub-arrays sensitive to low (LST), intermediate
(MST), and high (SST) energies. The exposure time required to reach a given number of
photons per energy/spatial bin is typically an increasing function of energy, see e.g. Fig. 8,
right panel. For a given level of systematics, this allows to vary the observational time, making
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it the shortest for the LST and longest for SST telescopes without loss of the scientific outcome
of observation. The freed telescopes’ time can be used for observations of other targets.

Impact of systematic uncertainties
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Figure 9: M31 upper limits comparison for the benchmark model with and without the
presence of systematic uncertainties (bb channel). The black solid line corresponds to the
upper limits without the presence of systematic uncertainties. The blue/red dashed lines
correspond to the upper limits in the presence of systematics (10% energy scale, 0.1° spatial
scale) following the time-constraining methodology and the likelihood implemented system-
atics method respectively. The blue/red dash-dotted lines have the same representation but
for 3% energy scale.

5 Conclusions and Discussion

Along with the MW, M31, and M33 are the two largest spiral galaxies in the Local group.
The proximity of these two galaxies permits detailed studies of DM distribution, showing the
DM dominated nature of these objects and making them interesting targets for annihilating
WIMPs searches with current and upcoming observational facilities.

In this work, we performed 100-hour long simulation of these galaxies with the next-
generation TeV observatory CTA aiming to study the prospects of detecting annihilating
DM within these objects. Where applicable under ”CTA limits/constraints” we meant the
limits which CTA could provide for the case of no signal observation, i.e. CTA sensitivity
for a detection of annihilating DM signal. We report the expected prospects of detection
for DM velocity-averaged annihilation cross-section for a set of annihilation channels (bb,
777 and WHTW ™). We have paid special attention to the factors that can affect the CTA
sensitivity to the expected signal. In particular, we analysed uncertainties connected to (7):
the possible astrophysical background emission in the FoV of CTA; (ii) the uncertainties
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of DM density distribution; (74i): imperfect or poor knowledge of the instrument itself, i.e.
systematic uncertainties.

We found that the uncertainties on the DM profiles result in the highest uncertainty in
the derived prospects. Namely, for the density profiles summarized in Tab 2 the corresponding
uncertainty can reach an order of magnitude for certain annihilation channels, see Fig 6, 11,
and 12. We, therefore, argue that the detailed studies of DM distribution in M31 and M33
are essential for the accurate estimate of WIMP annihilation detection within these objects.

Fig. 5 summarizes the 95% constraints derived for the benchmark density profiles for all
considered channels for both discussed galaxies. The figure illustrates that the observation
of M31 from the Northern (La Palma) CTA site generally provides better constraints in
comparison to M33 observations. The best limits are derived for 777~ annihilation channel
and reached the level of 5-1072% cm?® s~! at energies ~ 0.3 TeV.

The 100 h long CTA observations of M31/M33 could improve —by an order of magnitude—
the limits derived by modern facilities from non-observation of the annihilation signal from
M31 by HAWC [27] or from 4 dSphs by VERITAS [31], see Fig 10. At the same time, the
observations of the Galactic Center with modern observatories [see e.g. 7] or with CTA [62]
could be able to provide better constraints. At below 10 TeV energies, the expected lim-
its are also substantially worse than the limits derived from Fermi/LAT observations of
27 dSphs [81]. We argue, however, that taking into account the possible effects of highly
uncertain astrophysical background and DM density distribution, the observations of the
proposed in this work targets could provide important constraints on WIMP DM parameter
space.
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Figure 10: Comparison of constraints on the bb (left panel) and 77~ (right panel) channel
of the upper limits of this work — M31 (solid black line-benchmark model) and M33 (dashed
black line-benchmark model) — with the previous published HAWC limits (red solid line for
the same Einasto model that we consider as benchmark model for M31 [27]), H.E.S.S. limits
of observations of the GC (green solid line [7]), the limits of the observations of 27 dSphs of
the MW by Fermi satellite (blue solid line [81]), the limits from the GC by CTA (magenta
solid line [62]), and the combined analysis of observations of 4 dSphs by VERITAS (cyan
solid line [31]).

The possible astrophysical emitting sources that are reported in the literature for both
M31 and M33 do not appear bright enough to strongly affect the derived results. A particular
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set of simulations and fitting was dedicated to ascertaining whether or not the extended Inner
M31 astrophysical source is detectable by CTA. The simple powerlaw fit that we performed
resulted in a power index value of 2.3 or harder, for such detection to be possible (see Fig 7).

Finally, the last cause of sensitivity loss, studied in this work, is the systematic uncer-
tainties case. For the characteristic values of the systematic uncertainty of 3-10% expected
for CTA, we compare the results of two approaches of the systematics treatment. One of the
approaches is based on the modification of log-likelihood function used for the fitting of the
model to the data while the second is based on the constraint of the observational time so
the statistical uncertainty becomes comparable to the systematics level, see 4.5. Although
the results of the two different approaches are not identical, this is understandable due to the
distinctive nature of the strategies employed. Both methods result in a somewhat compara-
ble sensitivity loss (mainly for lower levels of systematics i.e., 1% and 3%) in comparison to
no systematic case, see Fig. 9. The loss affects mostly low DM masses, the limits for which
are strongly dominated by low-energy data, where the systematics plays the most significant
role. In the case of 10% systematics the expected loss of sensitivity can reach a factor of 3
indicating potential substantial worsening of CTA limits at low DM masses.

The exposure limiting approach to systematic treatment allows also to identify the
systematics level aunin ~ 1% at which 100 h long CTA observations will not be sensitive to the
systematic effects. Finally, we propose the energy-dependent observational strategy, which
allows efficient use of different telescopes from the CTA array in the presence of systematics.
Namely, we argue that in this case, the observational time can be selected to be shortest for
LST telescopes and the longest for SST ones without compromising the scientific outcome of
the observation. The freed telescopes’ time can be used for the observation of other targets.
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Galaxy (1’[],0) Distance (SJ;feA Profile Ts Ps log10[J(0.5°)] | references
kpc kpc GeV/cm? GeV/cm’®
NFW 8.18 1.43423 - 10° 19.33 [71]
NFW 12.5 6.60504 - 10~ 19.16 [117]
NFW 34.6 + 2 8.46 - 102 18.52 [114]
NFW 165415 | 4.18-107" 19.09 [116]
NFW 30.21%% - - 78]
NFW (M31a) 12.94 - - [121]
NFW (M31b) 14.03 - - [121]
NFW (M31d) 17.46 - - [121]
M31 | Drill 778 | North NFW 7.63 2.342132 - 10 19.67 [91]
' Burkert 9.06 & 0.53 1.4-10° 18.71 [116]
Burkert 6.86 2.171312 - 10V 18.83 [117]
Einasto 178418 | 3.08-1074 19.24 [ﬁé%/
Einasto 387 + 44 5.32-107° 18.51 [116]
Einasto 135.0 5.1246 - 10~* 19.36 [117]
Moore 31.0+3 5.54-1072 19.19 [116]
Moore 25.0 7.7818 - 1072 19.15 [117]
SIS > 8.1 - - (78]
HYB > 1175 - - [78]

Table 2: A summary of basic parameters of M31. The table summarizes Galactic coordinates
of M31 (1,b), the distance to the object, visibility from Northern (La Palma) or Southern
(Chile) CTA site as well as parameters of DM density distribution (profile type, characteristic
densities ps; and radii rs, and the J-factor log-posterior assuming integration over a circular
region with angular radius of 0.5°). The benchmark profile is highlighted with a dagger (1)
symbol, see text for the details.

A Summary of DM profiles and upper limit results for 777~ and WW~
annihilation channels

In this section, we summarize a large sample of DM density profiles reported in the literature
for M31 and M33 galaxies. In Tab 2 and 3 we present the basic information on these objects
(coordinates, distance, possible CTA observational site) as well as parameters of DM density
profiles (scale density and radius) used in this work to estimate the uncertainties connected
to density uncertainties in these objects.

Using the profiles reported in Tab 2 and 3 we derived, additionally to Fig 6 — representing
upper limits towards the benchmark annihilation channel — the 95 % confidence level upper
limits for DM annihilation in the direction of both M31 and M33 for the rest two (777~
and WTW ™) representative channels for DM searches. The obtained results are presented
in Fig 11 and 12.

- 29 —



Galaxy (l’ob) Distance (Sj;f‘:‘ Profile Ts Ps log10[J(0.5°)] | references
kpc kpc | GeV/cm?® | GeV/cm’®
NFW 35 | 5.74-1072 18.14 [44]
NFWT 22.41 | 0.1-10° 18.13 [62]
NFW 20.78 | 0.1-10° 18.05 [95]
M33 | 1OL 840 | North/South | Burkert | 12 | 4.2-10 ! 17.86 [44]
‘ Burkert 7.5 | 6.83-107! 17.87 [95]
Burkert 9.6 | 4.669- 107! 17.17 [62]
Pseudo-Iso | 1.39 | 4.04-10° 18.11 [112]

Table 3: A summary of basic parameters of M33. The table summarizes Galactic coordinates
of M31 (1,b), the distance to the object, visibility from Northern (La Palma) or Southern
(Chile) CTA site as well as parameters of DM density distribution (profile type, characteristic
densities ps; and radii 75, and the J-factor log-posterior assuming integration over a circular
region with angular radius of 0.5°). The benchmark profile is highlighted with a dagger (T)
symbol, see text for the details.

M 31
10-21 —— Benchmark model 10-214
DM profiles uncertainy
- 10722 4 ) 10-22
0 0
§ §
E 107234 '8* 10723
= —— Benchmark model (North)
DM profiles uncertainty (North)
10-24 107244 |- Benchmark model (South)
I DM profiles uncertainty (South)
10-! 10° 10! 102 107! 10° 10! 102
DM mass (TeV) DM mass (TeV)

Figure 11: Left: M31 upper limits uncertainty region for all different DM profiles — 777~
annihilation channel. With the black solid line, we highlight the upper limits for the bench-
mark model. Right: M33 upper limits uncertainty region for all different DM profiles — 77~
annihilation channel. With the black solid/dashed line, we highlight the upper limits for the
benchmark model for the Northern/Southern CTA site respectively.

B Astrophysical emitting gamma-ray sources

The astrophysical sources within 5° from the positions of M31 and M33 detected in the GeV
band are summarized in Tab 4. The point sources are adapted from 3FHL catalogue [23] of
Fermi /LAT sources detected above 10 GeV, the parameters of diffuse source (“Inner M31”)
are adapted from Karwin et al. [89]. The table summarizes basic information about the
sources (catalogue/reference, coordinates, suggested in 3FHL type and redshift) as well as
spectral parameters of sources in the GeV band (spectral shape, slope, and flux).
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Figure 12: Left: M 31 upper limits uncertainty region for all different DM profiles — W W~
annihilation channel. With the black solid line, we highlight the upper limits for the bench-
mark model. Right: M 33 upper limits uncertainty region for all different DM profiles —
WTW ™~ annihilation channel. With the black solid/dashed line, we highlight the upper lim-
its for the benchmark model for the Northern/Southern CTA site respectively.

C Contribution of the galactic diffuse halo

The expected flux from DM self-annihilation is proportional to the square of the DM density
integrated along the line of sight (see J-factor Eq 2.2). Calculating the expected flux from
DM annihilation, one should take into account the contribution from DM annihilation signal
originating from the MW DM halo. The J-factor of the MW halo is given by:

Zmar

J() = / p?(\/R2, — 20R,. cos ) + £2)dl
0

where 1 is the angular distance from the GC, Ry, = 8.5 kpc is the Sun — Galactic Center
distance and [,,4; is defined as

lonamw = \/R%JW + R2,sin% 1) + Ry, cosp

where Ry corresponds to the radius of MW DM halo. In this analysis, we consider Ry =
00, which results in ¢,,,4, = 00, since the contribution of the signal at large radii is negligible
in comparison to the signal closer to the center.

The list of DM density profiles in the MW existing in the literature is given in Tab 5 [see
8, 105, and references therein]. In what below, we briefly summarise the profiles present in
the table and which are characterised by four parameters (o, 3, 7, d): a generalized profile
proposed by Hernquist [80], Dehnen [60] and Zhao [126]. Different combinations of the
four parameter values lead to different DM distribution, i.e., (1, 3, 1, 0) corresponds to the
widely used NFW profile [99], (2, 3, 1, 1) corresponds to a Burkert profile [46], (1.5, 3, 1.5,
0) corresponds to a Moore profile and (2, 2, 0, 0) to an Isothermal profile [90]. Einasto
profile [68] follows a different parametrization based on a single parameter «. A different
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Point sources

Catalog Source name | RA ° | Dec ° Class 7z spectral shape Index | Olflffggitifngus,l
M31
3FHL J0055.8+4507 | 13.95 | 45.13 - - PowerLaw -3.47 2.11
3FHL J0039.2+4330 | 9.81 | 43.51 bcu - Powerlaw -4.11 2.38
3FHL J0049.0+4224 | 12.27 | 42.40 - - Powerlaw -2.33 2.65
3FHL J0040.3+4049 | 10.09 | 40.83 bcu - Powerlaw -1.56 2.48
3FHL J0047.9+3947 | 11.98 | 39.79 bll 0.25 Powerlaw -2.33 8.37
3FHL J0041.5+3759 | 10.38 | 37.99 bcu 0.38 Powerlaw -1.86 2.82
M33
3FHL J0123.0+3422 | 20.77 | 34.37 bll 0.27 PowerLaw -2.03 6.24
3FHL J0112.9+3208 | 18.24 | 32.15 fsrq 0.60 Powerlaw -2.69 3.57
3FHL J0134.4+2638 | 23.61 | 26.65 bcu - Powerlaw -2.17 7.79
3FHL J0144.5+2705 | 26.14 | 27.09 bll - Powerlaw -2.88 25.19
Extended source
Reference | Source name | RA ° | Dec © | spatial shape | Size | spectral shape Index 1éritgeiftcfl_glz)fl
[89] Inner M31 10.68 | 41.26 | Radial disk | 0.4° Powerlaw —-2.84+0.3 0.5

Table 4: GeV/TeV sources, within 5° radius (CTA FoV) from M31 and M33 detected
by Fermi/LAT above 30 GeV. The first four columns stand for the reference/catalogue,
sources’ names, and coordinates. The fifth column stands for the class (as indicated in 3FHL
catalogue) of the point sources or the spatial shape of the Inner M31, where bll corresponds
to Bl Lac balzars, bcu — balzars of uncertain type, and the frsq — flat spectrum radio quasars.
The sixth column indicates the redshift of the point sources and the spatial size of the Inner
M31. The next two columns stand for the spectrum (spectral shape and index) for all sources.
Finally, the last columns report the total integrated flux in 10-1000 GeV range for the point
sources and in 1-100 GeV range for the Inner M31.

parametrization of a DM density profile based on five different parameters (1o, a, «, 3, )
is also found in Pullen et al. [107]; following the equations:

Hernquist : pye (1) = ps - (8 + é)_v (1+ (:_S)a)tﬁ

r

Binasto : prin(r) = py - exp{~2 - [(£) — 1]}

1422y 5

(o)) e

T

Pullen : ppyu(r) = ps- (™) -

where 7 is the scale radius and ps is the scale density of the profile. For the DM profile
presented in Pullen et al. [107], 7, = 8.5 kpc is the distance from the Sun to the GC.

Some other profiles can be obtained as the combination of two or more of the profiles
above. A characteristic example is the HYB profile, which is a combination of SIS and NFW
(hereafter hybrid profile).
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Profile o B y 0 Ts Ps Reference
kpc GeV/cm?

NFW(VLII) 1 3 1 0 21 0.307 - 10° Pieri et al. [105]
NFW 1 3 1 |0 21 0.307 - 10° Abdallah et al. [8]
NFW 1 3 1 0 | 16.117 ¢ | 0.531-10° | Aartsen et al. [2], Nesti & Salucci [101]
NFW 1 3 1 |0 20 0.259 - 10° Abbasi et al. [4]
NFW 1 3 1| - 25 0.3 -10° Pullen et al. [107]
NFW 1 3 1 0 21.7 0.303 - 10° ANTARES Collaboration [1]

NFW-c - - | 1.2 ] - 21.7 0.207 - 10° ANTARES Collaboration [1]
NFW-c - -] 13 - 20 0.271 - 10° Agrawal et al. [20]
NFW 1 3 1 |0 20 0.345 - 10° Karwin et al. [88]
NFW-c - - 1.2 | - 20 0.271 - 10° Karwin et al. [88]
NFW 1 3 1 |0 20 0.345 - 10° Daylan et al. [59)]
NFW-c - 1.2 | - 20 0.271 - 10° Daylan et al. [59]
NFW-c - - | 1410 20 0.213 - 10° Daylan et al. [59)
NFW 1 3 1 0 23.8 0.14-10° Gomez-Vargas et al. [74]
NFW-c 0.76 | 3.3 137 |0 18.5 0.23 - 10° Gémez-Vargas et al. [74]
Einasto(Aq) | 0.17 | - - | - 20 0.106 - 10° Pieri et al. [105]
Einasto 017 | - - - 20 0.079 - 10° Abdallah et al. [§]
Einasto 0.17 | - - - 28.4 0.033 - 10° Abdallah et al. [8]
Einasto 0.16 | - - - 20 0.0606 - 10° Abbasi et al. [4]
Einasto 0.17 | - - - 21.7 | 0.0707 - 10° ANTARES Collaboration [1]
Einasto 017 | - - - 20 0.081 - 10° Daylan et al. [59]
Einasto* | 0.22 | - - ] - 19.7 0.08 - 10° Goémez-Vargas et al. [74]
Burkert 2 3 1 1]926>¢, | 1.568-10" | Aartsen et al. [2], Nesti & Salucci [101]
Burkert 2 3 1 1 2 37.76 - 10° Gomez-Vargas et al. [74]
Moore 1.5 3 | 150 28 0.0527 - 10° Abbasi et al. [4]
Kravtsov 2 310410 10 0.703 - 10° Abbasi et al. [4]
Isothermal 2 2 0 | — 4 0.3-10° Pullen et al. [107]
Isothermal 2 2 0 0 4 2.206 - 10° ANTARES Collaboration [1]
Ka 2 3 0.2 11 0.4-10° Pullen et al. [107]
Kb 2 3104 |- 12 0.4-10° Pullen et al. [107]

Table 5: distribution profiles in GC

In Tab 5 all Einasto profiles use a = 0.17 except for Einasto* which uses a = 0.22.
The majority of the remaining profiles are described by the generalized profile proposed by
Hernquist [80], Dehnen [60] and Zhao [126] or the Pullen parametrization profiles (see Eq C).

In the case of the Burkert profile in Gémez-Vargas et al. [74], we choose rs = 2 kpc
based on [17, 75, 82] and using, for the normalization, the local density suggested in Catena
& Ullio [48]. This value appears to be compatible with the observational constraints from
Tocco et al. [86]. However, a more recent work favors a much larger scale radius and a slightly
different normalization for Burkert profiles (see Nesti & Salucci [101] and Aartsen et al. [2]).

In Fig 13 we present the obtained profiles of the DM density distribution reported in
Tab 5 and the corresponding J-factors. Fig 14 shows the relative contribution of the MW
DM halo in comparison to the signal from M31. The signal from the M31 center can be at
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least two orders of magnitude exceeding the MW DM halo contribution. The M31 and MW
DM halo signals become equal only at about 1° away from M31 center. Being sub-dominant,
the contribution from MW DM halo was neglected in this paper.

Angular diStanG (°) Galactocentric distance (kpc)
10° 10 10-1 100

101 102 103 102 10!
10%
10°4 _ 1079
EXN 7
e 10 g
g -
: 1] Y 1044
s 8
9 100 3
2z 2
= -1 -~ 102 4
% 10 } é
0 1072/ N @ : f — o
N < line at distance = 120
NN 3 - —_— .
10734 MW DM density profiles region N 10° (M 31 location)
y P 9 N MW DM profiles region
10-2 10-1 100 10! 102 01 100 1ot 102
Galactocentric distance (kpc) Angular distance (°)

Figure 13: Left panel: DM density profiles (see Tab 5) in our galaxy as a function of
distance from the GC, in kpc. Right panel: J-factor plotted as a function of angular distance
in degrees from the GC, for all the different profiles (see Tab 5). In the plot there is a vertical
line, in red, which corresponds to the angular distance of M31 from the GC.

D Effect of the DM substructures to the upper limits results

As an additional step, we cross-checked the used DM signal templates with ones produced by
CLUMPY software”. The utilisation of this software allowed us also to estimate the contribution
from the DM substructures present in M31/M33 DM halo.

Given that the total DM density distribution is the sum of a smooth contribution and a
distribution of sub-halos, the latter must be interpreted as scaled-down versions of the host
halo. The presence of such substructures can significantly enhance the expected signal, and
therefore their implementation should be properly treated.

For the modeling of the substructures, we selected a substructure spatial distribution
dNgyup/dV that follows the smooth parent halo profile. A mass density distribution described
by the function dNgp/dM < M~ with apy = 1.9 and 10% mass fraction in substructures,
was considered as suggested by numerical simulations of Milky-like halos [96, 115]. The
threshold mass for the smallest and the most massive subhalos are fixed to 107 M® and
1072 Mot respectively, when My is the total mass of the corresponding galaxy, utilizing
the subclumps mass-concentration relationship reported in Sénchez-Conde & Prada [111].
However, there are several works that suggest that the concentration of subhalos is greater
in comparison to that of field halos of the same mass, which indicates a larger substructure
boosting factor [38, 45, 63, 64, 72, 125]. It is noteworthy, that Moliné et al. [97] attempted to
refine the substructure boost model provided by Sdnchez-Conde & Prada [111] by utilizing
data of N-body Via Lactea and Elvis Milky Way size-simulations. They obtained boost
values of a factor of 2-3 greater in comparison to previous reports. However, one has also
to consider the suppression level on the boosting factor when considering unavoidable tidal

"https://clumpy.gitlab.io/CLUMPY/
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Figure 14: J-factors for M31 and the GC. The green band is the J-factor uncertainty for
M31 from this work. The solid black lines correspond to the twelve different DM profiles
that we collected from the literature. The benchmark model is highlighted with the bold
black solid line. The blue band is the J-factor uncertainty region as seen from the GC at the
distance of M31 galaxy. The red solid line stands for the upper limits contribution of the
MW to the J-factor values of M31.

stripping effects - which appears to suppress significantly the boost factor in cases of dSphs
subhalos (only a few tens of percent gain on the total boost factor is obtained in such cases)
whereas it introduces an intermediate suppressing of the total boost factor for field halos
such as M31 (of the level of 20 — 30%). In this case, we would expect moderately more
constraining upper limits results in comparison to those obtained in this work by adopting
the more conservative benchmark boost factor introduced in Sdnchez-Conde & Prada [111].
A more complete overview of the impact of the substructure boosting on the upper limit
results on the DM annihilation cross-section from extragalactic halo observations is given
in Ando et al. [30] where the authors acknowledge that numerical simulations provide the
most accurate assessment in resolved regimes, however, they pinpoint the dangers of the
unavoidable extrapolation of the substructure properties which introduces large uncertainties
to the heavily enhanced obtained boost factor, and thus such results should be treated with
caution. Such a high uncertainty on the obtained boosting factor becomes evident when
nearly every single individual work reports on a different derived boosting factor, ranging
from 2 to values greater than 100 for galaxy-size halos. As a complementary approach,
they provide great insight into semi-analytic modelings, such as Press-Schechter formalism
and tidal-stripping modeling, which in contrast to N-body simulations appear to be more
modest resulting in an order of unity for galaxy-size halos. One could even consider a much
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greater enhancement on the substructure boosting when considering that prompt DM cusps
survived tidal stripping and thus are present today, as introduced in Delos & White [61].
To summarize, computing the exact boost factor that DM subhalos introduce; comes as
a great challenge, and it is still remaining highly uncertain; thus in this work, we adopt
the most conservative approach introduced in Sédnchez-Conde & Prada [111] aiming at not
overestimating our upper limits result.

Fig 15 shows the radial dependency of the J-factor, as obtained using CLUMPY v3.0.1
code [43, 49, 84], for the benchmark profile of M31 that was considered in this work, veri-
fying the significant contribution of the sub-halos at the outskirts of the parent halo. The
above behavior has been analytically discussed in Han et al. [77], and it is attributed to the
decreasement of the fraction of the mass bound of the substructures towards the center of
the galaxy due to tidal stripping.

In Fig 16 we present the more constraining results that we obtain in the presence of DM
substructures in comparison to the smooth profile that we considered as benchmark profile
for M31 in this work. In addition, this figure shows that when considering a larger DM source
template, where the subhalos contribution is stronger, the upper limits results become even
more constraining in comparison to a smaller DM source template.

The upper limit results when including substructures should not be considered final
certain results in any case, since the nature of the DM sub-halos is still unrevealed. When
more information and details for the actual nature of those substructures (i.e. mass, spatial
distribution as well as the description of the DM distribution within each halo; changing each
of those parameters results in different J-factor values) will be available, then more accurate
analysis will be conducted.

24 |
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--- Benchmark model, with substructures
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Figure 15: J-factor as a function of the angular distance for the benchmark profile of M31
galaxy. The black solid line corresponds to the J-factor values without including substruc-
tures. The black dashed line corresponds to the J-factor values when including substructures.
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Figure 16: M31 upper limits (20) comparison for the benchmark model, with and without
substructures. Left plot: The solid lines (both black and red) correspond to the benchmark
DM profile without the presence of substructures, when considering 1.5° and 3.1° spatial size
of the DM source template respectively. The dashed lines (both the black and the red one)
correspond to the benchmark DM profile in the presence of substructures, when considering
1.5° and 3.1° spatial size of the DM source template respectively. Right plot: Left plot
zoomed in for higher accuracy.
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