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Abstract We present a novel approach for the search
of dark matter in the DarkSide-50 experiment, relying
on Bayesian Networks. This method incorporates the

detector response model into the likelihood function,
explicitly maintaining the connection with the quan-
tity of interest. No assumptions about the linearity of
the problem or the shape of the probability distribution

functions are required, and there is no need to morph
signal and background spectra as a function of nui-
sance parameters. By expressing the problem in terms

of Bayesian Networks, we have developed an inference
algorithm based on a Markov Chain Monte Carlo to
calculate the posterior probability. A clever description

of the detector response model in terms of parametric
matrices allows us to study the impact of systematic
variations of any parameter on the final results. Our
approach not only provides the desired information on

the parameter of interest, but also potential constraints
on the response model. Our results are consistent with
recent published analyses and further refine the param-
eters of the detector response model.
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1 Introduction

The frontiers of physics are often explored conducting
experiments at the limit of the detector sensitivity. In
such a circumstance it is extremely important to con-
trol and correctly evaluate the effect of systematic un-
certainties. This is particularly relevant when hints of
a new signal are sought in event samples contaminated
by a significant background that might amplify the im-
pact of systematic effects and thus dilute the relevance
of the observation.

The search for dark matter candidates with direct
detection experiments is one of such cases where a very
rare and feeble signal is searched for in a huge back-
ground of events, mostly induced by cosmic-rays and
natural radioactivity. In this scenario, robust results in
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terms of projected experimental sensitivities, as well
as exclusion limits, or hints of new physics are only
achieved after a deep understanding of all relevant ex-
perimental effects.

In the search for very rare phenomena, the optimal
strategy is to identify and reject all background events
while retaining a significant fraction of signal events.
In this ideal case, often referred to as zero-background
search, a handful of candidate events is enough to claim
a discovery. More commonly, it is not possible to effi-
ciently separate signal from background events and a
different strategy is needed. A refined data analysis has
to be put in place to compute the probability that the
observed candidate events are due to new physics. Such
analyses are based on the so called likelihood function
that provides a parametric model for the probability to
make an observation assuming certain hypotheses. A
detailed and sound description of detector effects and
background sources has to go in the likelihood before
possible discrepancies observed in the data can be as-
cribed to new phenomena.

The likelihood function typically depends on a num-

ber of parameters, some of which, called parameters
of interest, represent the physics quantities relevant for
the measurements, some others, called nuisance param-
eters, encode the detector response and the background

properties. Although the likelihood function is at the
basis of the inferential processes both in the Bayesian
and Frequentist approaches, the impact of the nuisance

parameters on the parameters of interest is treated very
differently.

In the Frequentist case, the likelihood function is
maximised and an approximated dependence of the pa-

rameter of interest on the nuisance parameters is ob-
tained through the so called profiling procedure1 [1].
However, the dependence of the parameter of interest
on these parameters is in general non-linear, and very

complicated. For these reasons, analysis approaches based
on the profiling of the likelihood of the experiment, valid
under linearity, symmetry, or “Gaussianity” assump-
tions [2], might not be able to reproduce in an accurate
way the propagated uncertainties on the parameter of
interest.

In the Bayesian approach, a joint posterior proba-
bility density function (pdf ) for all parameters is con-
structed from the likelihood function and the prior pdf.
The impact of systematic uncertainties on the param-
eters of interest is obtained by integrating (marginal-
ising) the posterior pdf over the nuisance parameters.
This procedure is straightforward and well motivated

1This procedure represents the most common approach in
Frequentistic analyses to take systematic uncertainties into
account.

by probability theory. The main criticism to the Bayesian
method related to the intrinsic ‘subjective’ nature of
these prior pdf s is not relevant in this case, since the
pdf s for the nuisance parameters are normally deter-
mined by ancillary measurements.

Independently of the inferential approach, the con-
struction of the likelihood function tailored on the speci-
ficity of the measurement is a challenging task. Given
the complexity of the detector response and the diverse
origin of the background sources, the likelihood func-
tion is often sampled with Monte Carlo (MC) simula-
tions. Expected differential event rates are constructed
as a function of some relevant observables in the form
of histograms of events. These histograms, known as
templates, are an approximation of the pdf s for the
observables given some specific set of parameters de-
scribing the experiment. Different configurations are ex-
plored by computing new templates from MC simula-
tions run with different sets of parameters. Given the
typical size of millions of events needed to produce accu-

rate templates, this procedure is very time-consuming.
To overcome this limitation, a few points in the parame-
ter space are chosen as representative of the systematic

variations with respect to the best model. New tem-
plates are derived from the computed ones by linear in-
terpolation or more advanced morphing techniques [3].

This work shows that, under certain circumstances,
the likelihood function can be expressed as an analyt-
ical or semi-analytical function of the relevant param-

eters, making it unnecessary to run large MC simu-
lations to account for systematic effects. A similar ap-
proach, not cast in the Bayesian inference language, has

been presented in Ref. [4–6]. In addition, our paper de-
scribes a new technique based on probabilistic graphical
models, also known as Bayesian Networks (BN) [7–10],
to take into account systematic uncertainties. In a BN

the probabilistic relations between the physical quan-
tities and the observations are evident, and the depen-
dence on detector effects and background contributions
is made explicit, allowing for reasoning about causes
and effects within the model [11–17]. To our knowledge,
this approach has first been proposed for parametric in-
ference in presence of data points affected by systematic
uncertainties in Ref. [18], and later used to describe the
Bayesian unfolding in Ref. [19].

This technique has the advantage over the widely
used profiling methods to be exact in terms of uncer-
tainty propagation [20], to not rely on template morph-

ing, and to properly take into account cross correlations
between parameters and phase space regions. In addi-
tion, if the physical parameters describing the detector
response model and constrained by calibrations are re-
tained as parameters inside the likelihood function, this
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method gives the possibility of verifying the goodness
of the calibrations and, a posteriori, further constraints
the detector response model.

The rest of this article proceeds as follow. In Sec. 2
we describe the BN method and its implementation
for an oversimplified DM direct detection experiment.
The method is applied to the low mass DM analysis of
the DarkSide-50 (DS-50) experiment. The description
of the experimental setup and the data-set employed in
this study is contained in Sec. 3.

Section 4 describes the detector response model and
the implementation via the BN method. In Sec. 5 we
show the DS-50 likelihood, while in Sec. 6 we describe
the technical implementation. Finally, in Sec. 7, we il-
lustrate the results of this method in terms of sensitiv-
ity and exclusion limits for the low mass DM analysis,
exploiting both the nuclear recoil (NR) and Migdal ef-
fect (ME) [21] signals. The ME signal has been recently
studied in Ref. [22–35], and exploited in the search for
light DM in Ref. [36–41]. Being these signals a combi-
nation of NR and electronic recoil (ER) energy releases,

we also test the simultaneously handling of the detector
calibrations of the two channels. We obtain comparable
sensitivity with respect to the recent published analy-

sis [41]. We also show that making the likelihood ex-
plicitly dependent on the detector parameters gives us
a much better control over the systematic effects and al-

lows improving the knowledge on the detector response
parameters exploiting the new data. In Sec. 8 we draw
our conclusions.

2 Concept and method

2.1 Graphical method for Bayesian inference

According to the Bayesian Networks method, the prob-

ability density function of a collection of random vari-
ables can be represented by a network made of arrows
and nodes where:

1. the nodes represent the variables;
2. a solid arrow between two nodes represents a prob-

abilistic link between the two variables;
3. a dashed arrow between two nodes represents a de-

terministic link between the two variables;
4. a gray node indicates the corresponding variable has

been observed.

To briefly illustrate the method, let us take as an
example the search for a rare process in presence of a
background contribution [42, 43]. This is typically de-
scribed by a Poisson likelihood, defined as

p(x|λ = rB + rS) =
(rB + rS)x

x!
e−(rB+rS), (1)

Fig. 1 Bayesian network for a Poisson process with intensity
λ and observed number of events x. The intensity λ is in
turn the sum of a signal contribution rS and a background
contribution rB , and thus the links connecting rS and rB
to λ are deterministic. The dots denote a possible additional
portion of the network representing previous measurements,
e.g. during calibration, of rB . The inferential process is an
information flow (gray dotted arrow) from the observed node
x, denoted in gray, to the parameter of interest rS .

where x is the observed datum, λ is the intensity of

the Poisson process, rB regulates the intensity of the
background contribution, and rS represents the signal
strength parameter we want to determine. Figure 1

shows the BN for this simple measurement. We are
interested in inferring p(rS |x), namely the pdf of rS ,
conditioned to the observation of the node x. In other

words, looking at the BN of Fig. 1, we want to deter-
mine how the information obtained with the observa-
tion of the node x propagates backwards in the net-
work to the parameter of interest rS . In this sense, the

Bayesian inferential process can be regarded as an infor-
mation flow from the observed nodes to the parameters
of interest. Once we draw the network, we determine the

relations represented by each of the links, and we fix the
observed nodes, the rules of probability allow determin-
ing the pdf of the unobserved nodes conditioned to the
measured data p(rS , rB , λ|x), also called the posterior
pdf, or simply the posterior. If we are only interested
in rS , we can obtain the posterior p(rS |x) integrating
over the nuisance parameters’ space.

2.2 Implementation for dark matter direct detection
experiments

For this work, we consider the dual phase noble liquid
TPC approach to search for DM exploiting the ioniza-
tion channel only [44–47]. Simplifying as much as pos-
sible, the experiment consists in counting the number
of detected events in the active volume as a function

of the measured amount of detectable quanta produced
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during the primary event. The number of detectable
quanta is in turn a measurement of the energy of the
recoiling target particle. Finally, a histogram of the ob-
served spectrum is obtained. In order to put constraints
on the possible DM signal contribution to the observed
spectrum, two main ingredients are needed:

1. a detector response model describing how the ki-
netic energy transferred to the target particles is
translated into the number of detectable quanta mea-
sured by the experimental apparatus. According to
the type of experiment, the target material, and
the readout system, this response model can also
be highly non-linear, and the parameters regulating
it are usually constrained by a set of preliminary
calibration measurements.

2. a background model describing the relevant back-
ground contributing to the final observed spectrum.

These two models allow computing the expected spec-
trum starting from the theoretical background and sig-
nal spectra.

The common way to implement these two models
for the analysis is via a toy MC approach, in which
the nominal final expected spectrum and its ±σ (stan-
dard deviation) variations are computed before the fit.

During the fit, a morphing procedure is used to take
into account possible variations of the spectral shape.
According to this approach, a new set of nuisance pa-

rameters is used; the number of these newly added pa-
rameters and their correlations are chosen on the basis
of ad hoc and case dependent prescriptions, while their

physical interpretations in terms of physical systematic
parameters is often lost. In other words, due to the re-
parameterization of the likelihood, the post fit results
can not easily be interpreted in terms of the original
physical parameters describing the systematic effects.

We developed a method to compute the final ex-
pected spectrum as an analytical function of the theo-

retical spectrum and the experimental parameters. In-
deed, the probability to measure a certain number Nq
of detectable quanta given a certain kinetic recoil en-
ergy E and a certain set of experimental parameters θ,
can be decomposed as

p(Nq = i|E = Ek,θ) =∑
j

p(Nq = i|N (0)
q = j,θ) p(N (0)

q = j|E = Ek,θ), (2)

where N
(0)
q is the originally produced number of de-

tectable quanta, namely the number of detectable quanta
before applying other detector related effects such as re-
sponse non linearity, efficiency, or resolution. Since we
have the possibility of computing these two pdfs ana-

lytically and since the spectra we are dealing with can

be treated as vectors, we can express the final expected
spectrum Sfini as the following linear combination of
the theoretical spectrum Sthk :

Sfini (Nq = i,θ) =
∑
j,k

M2
ij(θ)M1

jk(θ)Sthk (E = Ek) (3)

where{
M1

jk(θ) ≡ p(N (0)
q = j|E = Ek,θ)

M2
ij(θ) ≡ p(Nq = i|N (0)

q = j,θ).
(4)

These two matrices could depend on the background
source or on the readout channel. The ability to com-
pute the entries of M1 and M2, called the smearing
matrices, allows us to obtain the final expected spec-
trum via Eq. (3) and to perform the fit on the observed
one by means of linear algebra operations.

Figure 2 (top) shows the Bayesian network describ-

ing all the process. In particular, S
(0)
j is the intermedi-

ate spectrum after applying only the M1 matrix; the
dots indicate possible preliminary calibration measure-
ments constraining θ; the boxes in different gray inten-

sities represent the fact that there are many copies of
that portion of the network, one for each background or
signal component; xi indicates the number of observed
events in the i-th bin, while λi is the Poisson expected

value in the i-th bin; rS and rB are normalization pa-
rameters regulating the intensity of the signal and the
background contributions, respectively. Once the BN

is constructed, one can use it in a twofold way. Top-
down, going from the parameters of the model to the
observation, it can be used to simulate events by sam-

pling for example with a Markov Chain Monte Carlo
(MCMC); or bottom-up, going from the observation to
the parameters of the model, it can be used to per-
form the inference and measure the parameter of in-

terest. As an example of this method, Fig. 2 (bottom)
shows graphically an intermediate node of the BN dur-
ing the sampling phase, namely a possible background

expected spectrum (Sfini ) for different configurations
of the θ parameters (gray lines). In addition, the green
curve corresponds to the best calibration values of θ
obtained a posteriori after a fit to a background only
observation. From this figure, it is clear that each set of
calibration parameters produces a background template
that cannot be parametrized with simply a normaliza-
tion and shape variation without losing the correlation
among bins.

3 The DarkSide-50 experiment

The DS-50 experiment exploits a dual-phase liquid ar-

gon (LAr) time projection chamber (TPC), operated
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Fig. 2 Left: Bayesian network for a prototypical dual phase TPC DM direct detection experiment. The node xi is the
observed number of events in the i-th bin; λi is the intensity of the Poisson process in the i-th bin; rS and rB regulate
the strength of the signal and the background contributions, respectively; the boxes in different gray intensities represent the
different contributions from all the relevant background or signal sources; θ are the parameters describing the detector response
model; the dots indicate possible preliminary calibration measurements of θ; M1 and M2 are defined in Eq. (4). Right: a

possible background expected spectrum (Sfini ) for different configurations of the θ parameters (gray lines). The green curve
corresponds to the best calibration fit values of θ.

in Italy at the INFN’s Laboratori Nazionali del Gran
Sasso (LNGS). Two measurable interactions can be ob-

served in the 46.4±0.7 kg active target: light from scin-
tillation in the liquid (S1) and ionization electrons. A
200 V/cm electric field in the LAr volume drifts the

ionization electrons up to the gas pocket, where they
are extracted by an electric field of 2.8 kV/cm into the
gas phase, producing a secondary pulse of light (S2) by
electroluminescence. The ultraviolet photons from the

S1 and S2 signals are converted by a tetraphenyl buta-
diene wavelength shifter that covers the internal surface
of the TPC into visible radiation. Two arrays of 19 3-in

photomultipliers (PMTs), located above the anode and
below the cadhode, detect these photons. The TPC is
enclosed in a stainless steel cryostat and lies inside a 30 t

boron-loaded liquid scintillator veto equipped with 110
8-in PMTs, in order to actively reject neutrons. This is
surrounded by a 1 kt ultra-pure water Cherenkov veto
with 80 PMTs that acts as a cosmic muon veto and as
a passive shield against external backgrounds. Further
details on the detector can be found in Ref. [44,48–51].

3.1 Event selection

This analysis uses the full DS-50 exposure of EDS =
653.1 live-days, from December 12, 2015 to February
24, 2018. The event selection is exactly the same as
the one used for the recent DS-50 publications on the
search for low-mass DM [41,52] and it is described in de-

tails in Ref. [52]. We define the region of interest (ROI)
as where the ionization response is calibrated [53] and

backgrounds are well-understood [52]. This corresponds
to the NR(ER) energy range [0.06, 21] keVer ([0.64, 393]

keVnr), matching to the number of electron range Ne
within [4, 170]. Below 4e−, a non-negligible contribu-
tion to the background model of spurious electrons cap-

tured by impurities along and re-emitted with a delay
is present. This analysis considers only single scatter
events with a single S2 pulse, except for ‘echoes’ (pulses
induced by one or more e− extracted from the cathode

from S1 or S2 photons via photoelectric effect). Sev-
eral quality cuts based on S2 / S1 and on the topolog-
ical distribution and the time profile of the S2 signal
are implemented. These cuts reject events with over-
lapping pulses [52]. Additional cuts are applied in or-
der to remove events with an anomalous start time,
associated to random coincidences between very low S1

and S2 pulses from the anode, alpha particles emitted
near the TPC walls, whose S1 photons induce S2 pulses
by extracting electrons from the cathode, and spurious
S2 pulses, induced by electrons captured by impurities.
After the quality and selection cuts, the final data-set
results in an exposure of 12202± 180 kg d.

3.2 Background model

The ROI is dominated by internal backgrounds, such
as the 85Kr and 39Ar decays occurring in the LAr fidu-
cial volume, and external backgrounds, including radi-
ation from contaminants in the PMTs and stainless-
steel cryostat. Additional negligible backgrounds orig-
inate from radiogenic and cosmogenic neutrons, and
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coherent elastic neutrino-nucleus scattering from solar
and atmospheric neutrinos. The spectral shapes of the
internal backgrounds take into account recent calcu-
lations of atomic exchange and screening effects, val-
idated on measured 63Ni and 241Pu spectra down to
200 eV [54, 55]. From 0 eV to 200 eV a linear uncer-
tainty on such corrections ranging from 25% to 0% is
assumed. Other systematics on the spectral shape come
from the ionization response, modeled via Monte Carlo
simulations [53], and subdominantly from the uncer-
tainty on the Q-value [56]. The external background
model is based on simulations of each material compo-
nent as measured during the material screening cam-
paign. The input for the simulation are given by these
measurements and the associated uncertainties, after
the correction because of the decrease activity due to
the elapsed time at the dataset date. A more detailed
description on the background models can be found in
Ref. [52].

3.3 DarkSide-50 response model

The detector calibration and its response has been per-
formed in Ref. [53] for both ER and NR energy deposits.

The ionization yield of an ER or a NR, denoted
by the symbol Qy, is defined as the average number of

ion-electron pairs surviving recombination per unit of
energy. The two models describing the ionization yields,
validated and constrained by the calibration measure-

ments [53], are a modified version of the Thomas-Imel
box model for the ER [57] and the Bezrukov model for
the NR [58]. The ER ionization yield is given by

QERy =

[
a1 + a2

(
Eer
keV

)a3] ln
[
1 + a0

(
Eer
keV

)]
Eer

, (5)

where Eer is the energy of the ER, and a0 = 2.41±0.58,
a1 = 21.0 ± 2.2, a2 = 0.11 ± 0.03, and a3 = 1.71 ±
0.08 are the parameters of the model constrained during
the calibration measurements [53].2 The NR ionization
yield is given by

QNRy =

[
1− f(CNRbox , Enr)

]
Ni(fB , Enr)

Enr
, (6)

where Enr is the NR energy, and f(CNRbox , Enr) and
Ni(fB , Enr) are two analytical functions of the energy
and of CNRbox = (8.05±0.15)V/cm and fB = (0.67±0.02)
[53], which are in turn the two parameters of the model
constrained during the calibration measurements.

2We use the following parameterization: a0 = γρ keV, a1 =
1/γ, a2 = p0, and a3 = p1, where γ, ρ, p0 and p1 are the
parameters of the extended Thomas-Imel box model defined
in Ref. [53].

The ionization response to ER (NR) is measured
down to 180 eVer (500 eVnr), corresponding to ∼ 9
(3) ionization electrons, respectively. The ionization re-
sponse to both ER and NR is the lowest threshold
ever reached in liquid argon. These results are obtained
by fitting the specific ER and NR ionization models
to 241Am9Be and 241Am13C neutron sources data, β-
decay data of 39Ar, and electron captures of 37Ar ob-
tained during the DS-50 calibration campaign, and by
external datasets from the SCENE [59] and ARIS [60]ex-
periments.

4 The Bayesian Network method for
DarkSide-50

In this section we discuss the implementation of the BN
method for the DS-50 response model. In particular, we
describe how to keep the dependence on the calibration
parameters up to the final Ne− spectrum, where Ne− is

the number of reconstructed primary electrons.
The detector response can be schematized in the

following consecutive steps:

1. conversion of the deposited energy to a certain num-
ber of detectable quanta (e.g. number of primary
electrons) produced during the interaction;

2. detection efficiency or non linearity effects that de-
pend on the position of the events inside the TPC;

3. resolution effects of the photodetectors (e.g. PMTs);

4. effects induced by trigger and analysis event selec-
tion.

All these steps contribute to distorting the original the-

oretical energy spectrum into a different observed one.

4.1 From energy deposit to reconstructed electrons
after recombination

The incoming particles interacting with the active vol-
ume inside the TPC can produce an ER or a NR. In
terms of detector response, the difference in the de-
posited energy between the two cases lies in the pro-
duction mechanisms of detectable quanta. This depen-
dence is described by the ionization yield of an ER or
a NR. The average number of primary ionization elec-

trons produced is given by〈
Nk
e−

〉
= EkQ

k
y (Ek,θcal) , (7)

where k denotes the ER or NR process, Ek is the energy
deposited in the process k, Qky is the k ionization yield
per unit of energy and θcal = {a0, a1, a2, a3, CNRbox , fB}
is the complete list of calibration parameters that reg-
ulates the ER or NR yield functions. The production of
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an ion-electron pair surviving recombination is a stochas-
tic process, and it can be represented by a binomial
process. The maximum number of electrons that can
be produced at a given energy ENR can be estimated
as

Nmax, NR
e− =

Enr
w

, (8)

where w = (19.5 ± 1.0) eV is the liquid argon average
work function [61]. It follows that the probability that
a certain amount of energy is released in the TPC in
the form of an ion-electron pair can be estimated, using
Eq. (7), as

εNR =
〈NNR

e− 〉
Nmax, NR
e−

= w QNRy (Enr,θcal) . (9)

As a result, the probability of having produced a cer-

tain number Ne− of ion-electron pairs is given by the
binomial distribution

P (NNR
e− |Enr,θcal) = B(Ne− | p = εNR, n = Nmax

e− ),

(10)

where

B(k | p,N) =

(
N

k

)
pk(1− p)N−k. (11)

On the other hand, the statistical fluctuations on

the number of produced detectable quanta for ERs are
implemented as normal fluctuations via the Fano fac-
tor [62]. The probability of having a certain number
Ne− of primary ionization electrons can be represented

as

P (NER
e− |Eer,θcal) =

∫ NER
e− +1

NER
e−

N (x|µ, σ) dx (12)

where N is a normal distribution with µ =
〈
NER
e−

〉
,

σ =
√
F
〈
NER
e−

〉
and F is the Fano factor.

The expected spectrum in Ne− after recombination
can be computed from the probabilities in Eqs. (10)
and (12). Defining xthj as the energy of the j-th bin
and ythj the content of the j-th bin of the histogram of
the theoretical ER or NR spectrum, we introduce the
probability matrix M1 as

M1, ER
i,j = P (NER

e− = N i
e− |Eer = xthj ,θcal)

M1, NR
i,j = P (NNR

e− = N i
e− |Enr = xthj ,θcal)

(13)

where N i
e− is the number of primary ionization elec-

trons in the expected spectrum. As a consequence, the

expected spectrum S
Ne−
i can be computed as the prod-

uct of the M1 matrix and the theoretical spectrum

S
Ne−
i =

∑
j

M1
i,jy

th
j , (14)

where we have omitted the ER and NR indices to sim-
plify the notation.

TheM1 probability matrix has some important prop-
erties. It is not a square matrix, and, since the total
probability is one, the sum of the columns of the ma-
trix is equal to unity

∞∑
i=0

M1
i,j = 1 ∀ j. (15)

What is remarkable is that the M1 matrix as de-
fined in Eq. (13) explicitly depends on the calibration
parameters, and thus their uncertainties play the role of

the systematic uncertainties of our experiment. Taking
into account these parameters directly inside the likeli-
hood, would allow treating the systematic uncertainties

in a very clean and straightforward way, without using
multi-templates methods to propagate them. This will
be clearer and more explicit in the next sections, where
the analysis will be described in detail.

A different way to proceed must be considered for
the Migdal effect because electrons both in the NR and

ER channels are produced. Therefore, the total number
of electrons produced in a single event is the sum of the
electrons released by the NR and those released by the

ER. The probability of releasing Ne− = NNR
e− + NER

e−

primary ionization electrons, given a NR with energy
Enr and a Migdal emission depositing an energy Eer,

is given by

p(Ne−) =∑
NNR
e−

∑
NER
e−

∑
Enr

∑
Eer

p(NNR
e− , NER

e− |Enr, Eer)×

p(Enr, Eer)δNe− ,NNRe− +NER
e−

=

Ne−∑
NNR
e−

=0

∑
Enr

∑
Eer

p(NNR
e− |Enr)p(Ne− −N

NR
e− |Eer)×

p(Enr, Eer), (16)

where we did not report the dependence on θcal for
shortness of notation. In the above equation, which is
valid assuming no interference between the two energy
releases during recombination, we can identify p(NNR

e− =

Nk
e− |Enr = xthj ) with M1,NR

k,j , see Eq. (13). Further-

more, p(NER
e− = N i

e− − Nk
e− |Eer = xthl ) is equal to

M1,ER
i−k,l, see Eq. (13), and p(Enr = xthj , Eer = xthl ) is
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the double differential Migdal rate normalized to unity.
Making the indices explicit, we obtain

p(Ne− = N i
e−) =

i∑
k=0

(
M1,NR · d2R̃M

dEerdEnr
·
(
M1,ER

)T)
k,i−k

, (17)

where R̃ indicates the normalized double differential
Migdal rate, satisfying the condition

∑
j

∑
l

d2R̃M
dEerdEnr

∣∣∣∣∣
j,l

= 1. (18)

The Migdal expected spectrum S
Ne− ,Mig
i after recom-

bination is simply obtained by substituting the normal-
ized double differential Migdal rate in Eq. 17 with the
original one.

4.2 Detector effects: efficiency, radial corrections, and
PMT response

The two main effects that play a sizable role in the re-
duction of the S2 signal yield are the so-called radial
correction and electron lifetime efficiency [53]. The for-
mer effect can be parameterized as an efficiency factor

depending only on the radial position of the event. The
latter is instead due to the electron lifetime inside the
TPC, namely the probability that an ionization electron

is captured by electro-negative impurities in the liquid
chamber. This is a small effect that depends mainly
on the distance between the event and the liquid-gas
interface, and therefore on the event depth inside the
TPC.

Since we are dealing with energy spectra where the

information on the position of the events has been inte-
grated out, we simulate the theoretical spectra retaining
the energy and 3D position information. As a conse-
quence, we have access to the position and the related
total correction factor of each event. We use this infor-
mation to numerically compute the pdf to have a cer-
tain correction εchsrc in a given event. This pdf depends
on the PMT channel and on the background/signal
source spatial features. The result of this procedure is
a set of numerical functions (one per source and PMT
channel) over which we integrate to get the full convo-
luted effect. These pdf s depend only on the theoretical
spectra, and do not depend on the calibration param-
eters. They can be therefore computed once before the

final MCMC integration, and used as an input for the
analysis.

An additional effect due to the PMT channel correc-
tions has to be taken into account. In fact, the contri-
butions from the various PMT channels are not simply
summed up in the data spectrum. The PMT response
has been equalized to the central PMT. As a conse-
quence, we need to apply the same correction when im-
plementing the detector response model to be compared
with data. This correction is a simple multiplicative fac-
tor rch in the PMT energy response that depends on the
PMT channel.

Finally, the PMT resolution effect can be treated
as a Gaussian smearing effect, similar to the ER Fano
fluctuations of Eq. (12). We can therefore express the
probability that an event from the source src in the
PMT channel ch is detected to have Nf

e− = i extracted

electrons having originally produced N
(0)
e− = j electrons

surviving recombination as

P (Nf
e− = i|N (0)

e− = j, ch, src) =∫ i+bw

i

dx

∫
dεchsrcN (x|µ, σ) p(εchsrc),

(19)

where µ = εchsrcrchj, σ = S
√
εchsrcrchj, bw is the width

of the bins of the final observed Ne− histogram, εchsrc
is the overall correction factor and p(εchsrc) is its pdf as
computed by means of the Monte Carlo. Furthermore,
N (x|µ, σ) is the normal pdf with mean µ and variance

σ, rch is the channel correction factor, and S = 0.27
is a width factor that has been determined during the
calibration. We then define a set of matrices

M2
i,j(ch, src) = P (Nf

e− = i|N (0)
e− = j, ch, src) (20)

such that we can compute the final expected Ne− spec-

trum Sfch,src in the PMT channel ch induced by the
source src as

Sfch,src,i(θcal) =

Nexpmax∑
j=1

M2
i,j(ch, src)S

Ne−
ch,j (θcal). (21)

The M2 matrix depends only on the channel correc-
tions, on the width factor S and, by means of the pdf,
on the theoretical spectra. These quantities do not de-
pend on the calibration parameters θcal. They can be
computed once before the final MCMC integration, and
used as an input for the analysis. This gives great ben-

efits in terms of performance, because it means that,
unlike the two M1 matrices, M2 does not need to be
computed at each step of the MCMC algorithm.

In conclusion, once we have Sfch,src, we can obtain

the final expected spectrum SfER,NR by summing over
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Fig. 3 Bayesian network for the DS-50 low-mass analysis.

all the PMT channels and over all the sources

SfNR,i(θcal) =
∑
Nch

Sfch,NR(θcal),

SfER,i(θcal) =
∑
Nch

∑
Nsrc

Sfch,src,ER(θcal).
(22)

We validated the new NR and ER response model on
the implementation of code used for the calibration, for
the published DS-50 and for the Migdal analyses [41,52,

53], and based on a toy MC simulation of the detector
response.

5 Likelihood and parameters

In the following, we assume a bin-by-bin Poisson likeli-
hood defined as

p({xi}|θ) =
∏
i

λi(θ)xi

xi!
e−λi(θ), (23)

where xi denotes the number of events in the data spec-
trum in the i-th bin, θ indicates generically all the pa-
rameters of the fit - i.e. the calibrations, the signal rate,
and the background rates. In the case under considera-

tion, λi(θ) is given by

λi =
E
EDS

[
rB,Ar S

Ar
i (θcal, σ

Ar
scr, σ

Ar
Q )+

rB,Kr S
Kr
i (θcal, σ

Kr
scr, σ

Kr
Q )+

rB,PMT S
PMT
i (θcal)+

rB,cryo S
cryo
i (θcal)+

rS

(
SNR
i (θcal) + SMig

i (θcal)
)]
. (24)

This parametrization of λ is an extension to the one
exploited in Ref. [29] to include the detector response

model. Here Ssrci represent the expected background
and signal spectra for the nominal total exposure EDS as
a result of the detector response, see Eq. (22). The vari-
ables rB,src are proportional to the rate of the internal
and external background components. Since, for sim-
plicity, the background spectra are normalized to the
DS-50 exposure, they are normalized such that rB,src =
1 corresponds to the case in which the exposure is equal
to the DS-50 exposure.

The parameter rS is proportional to the signal rate
with a flat prior. The signal spectra are normalized to
the DS-50 exposure and computed for σDMSI = 10−38cm2.
Therefore, rS = 1 corresponds to σDMSI = 10−38 cm2.
The total exposure is denoted by E and EDS is the nom-
inal DS-50 exposure. The uncertainty on the exposure
is implemented with a normal prior with a 1.5% stan-
dard deviation [52]. The various Ssrci spectra are in turn
functions of a possibly different subsets of parameters
encoding various aspects of the detector response and

background model, and spectrum-specific uncertainties.

The complete likelihood is represented as a Bayesian
Network in Fig. 3. As we discussed in Sec. 2, this rep-
resentation makes clear the structure of Eq. (23)–(24)
and the dependence of the spectra on the various nui-

sance parameters. In the following, we give a detailed
description of its implementation.

5.1 Signal spectra

The signal spectra are explicitly described with two
contributions: one due to NR interactions (SNR), and
another one describing the Migdal effect (SMig). The

nuclear recoil contribution is derived assuming the Stan-
dard Halo Model with a DM escape velocity vesc = 544
km/s, the local standard at rest velocity v0 = 238 km/s,
vEarth = 232 km/s, and the DM density ρDM = 0.3
GeV/c2/cm3 [63]. The Migdal effect contribution to the
signal spectra has been computed as in Ref. [41] exploit-
ing the Migdal probabilities computed in Ref. [23].

Figure 4 shows the signal spectra for DM masses of
4.5 GeV/c2 (blue), 1.1 GeV/c2 (orange) and 0.42 GeV/c2

(green), for σSI
DM = 10−38 cm2. The solid curves show

only the NR contribution, while the dashed ones only
the Migdal effect.

We are not considering any theoretical systematic
uncertainty on the signal spectra, nevertheless they could

be easily implemented as additional nuisance parame-
ters.
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Fig. 4 Signal events in the Ne− = [4, 50] range assuming the
DS-50 exposure. The colors represent different DM masses for
the NR (solid) and Migdal (dashed) processes.

Fig. 5 The so-called Asimov dataset, namely the expected
background (blue line) in the Ne− = [4, 170] range, assuming
the DS-50 exposure. The different colored lines represent the
expected contributions from the different background sources.
The spectra have a 0.25 Ne− binning for Ne− < 20 and a 1
Ne− elsewhere, see text.

5.2 Background spectra

The background contributions described in Sec. 3.2 and

shown in Fig. 5 are separated in four main spectra, two
internal induced by 39Ar and 85Kr, and two external
produced by the materials of the PMT and the cryostat.
They are denoted respectively with SAr, SKr, SPMT,
and Scryo. The relative normalizations have been de-
termined by dedicated measurements and Monte Carlo
simulations, as described in Ref. [52]. Their systematic
uncertainties are implemented as a normal prior cen-
tered in 1 and with a 14% (39Ar), 4.7% (85Kr), 12.6%
(PMT) and 6.6% (cryostat) standard deviation.

The 39Ar and the 85Kr background spectra are af-
fected by screening effects and Q-value uncertainties

parametrized with σAr,Kr
scr and σAr,Kr

Q , respectively. The
Q-value uncertainties are implemented as two Gaussian
parameters regulating the 39Ar and 85Kr spectra, with
the intensity dependent on the energy. Specifically, the
energy spectrum, for k = 39Ar, 85Kr, is given by:

ykth(Eer) = y
k,(0)
th (Eer)

[
1 + r(Eer) σ

k
Q (25)

+

(
0.1− Eer

2 keV

)
σkscr Θ(200− Eer/eV)

]

where y
k,(0)
th (Eer) is the central theoretical spectrum,

r(Eer) is the relative uncertainty due to the uncertainty
on the Q-value, Θ is the Heaviside function, and σkscr
and σkQ are both controlled by a standardized normal
pdf N (0, 1) as prior function.

5.3 Spectra dependence on the detector response

parameters

Both the signal and the background spectra depend on
θcal which represents the calibration parameters. The

result of the calibration measurements [53] are imple-
mented as a multivariate normal prior.

Eq. (22) allows us to compute for any specific detec-
tor response configuration (identified by a choice of the

parameters θcal) the associated background and signal
spectra. In this section, we give some examples on how
the spectra change as a function of θcal and show how

our implementation is substantially different from con-
structing average spectra with the corresponding ±σ
variations.

Figure 6 shows the effect of sampling from the prior
pdf of the nuisance parameters onto the signal and the
39Ar spectra. We chose the 39Ar as a representative
background. We show only 30 different randomly se-

lected spectra to keep the plot readable. We stress that
these spectra are not chosen on the basis of their shapes.
The bottom part of each sub-figure shows the rela-
tive difference with respect to the spectrum obtained
keeping all nuisance parameters to their nominal val-
ues (nominal spectrum). From these figures, it is visible
how the nuisance parameters have a non-trivial effect on
the spectra: (1) overall as well as in specific bins there
is a sizable difference with respect to the reference spec-
trum; (2) more importantly, there is a significant shape
difference, possibly with more than one crossing.

At any given value of Ne we can construct the pdf
of the expected number of events and compute the ex-

pected value and the ±σ intervals. From these values we
can construct the average spectrum (solid pink curve),
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Fig. 6 (Left) Signal (left) 39Ar background (right) spectra obtained by randomly selecting 30 points from the nuisance
parameters pdf, the bottom plots show the relative difference with spectrum obtained with the nominal parameter values
(black solid line) and the average (pink solid curve) ±σ envelopes (pink dashed lines) calculated bin by bin. (Right) Four
different signal (left) and 39Ar background spectra (right) showing significant shape differences with respect to the nominal
spectrum, which is also shown; the bottom plot shows the nuisance parameters pulls for each of the spectra selected above.

and the ±σ (dash-dotted pink curve). Given the non-
linearity of the problem, in general the envelope spectra
are different from those computed with the correspond-

ing choice of the θcal parameters. Sizable differences are
clearly visible both in total event yield and in shape,
especially for the signal spectrum. In addition, the en-

velope spectrum loses part of the bin-bin correlations,
and it may represent a spectrum which does not corre-
spond to any specific configuration θ̃cal of the detector

response. The method presented here naturally takes
into account the correlations between the θcal parame-
ters,3 and the correlation between different spectra in-
duced by the θcal parameters.

The right plots of Fig. 6 show four different signal
and 39Ar spectra that manifest large differences with
respect to the nominal spectrum (black curve). For each
of these spectra, the bottom plot shows the nuisance
parameters pulls with respect to their nominal values.
Although these configurations are not very likely, 2 σ
variations in the parameters’ value have a substantial
impact on the spectrum, inducing effects as large as
doubling the event yield in certain bins.

The implementation in the signal and background
models of the systematic variation of the detector re-

3No assumption on θcal is needed to produce the ±σ spectra
because their joint pdf are included in the method.

sponse described in this section is the key element for
the correct uncertainty propagation in the fit results.

6 Fitting procedure and code implementation

The fit samples from the space of possible detector
response models, computes the corresponding spectra
both for the signal and backgrounds, tries to fit the ob-
served spectrum, and finally weights the result by the
probability of the specific response model sampled. In
this way the average model and the corresponding un-
certainty are computed from the pdf of the model that
fits the observed spectra.

The posterior of all the parameters is sampled by
means of the Metropolis-Hastings MCMC algorithm, as
implemented in BAT [64,65]. The BAT package is a set of

C++ libraries implementing statistical tools for Bayesian
analyses, that has been largely used in experimental
and phenomenological analyses.

Since the mathematics behind each single step of
the chain - i.e. how the calibration parameters are con-
nected to the final spectra - is mostly linear algebra,
this part of the code has been implemented on GPUs by
means of the CUDA libraries [66]. A generic implemen-

tation of this method is provided in a public GitHub

repository [67].
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In all the following analyses, we used the standard
BAT tools to guarantee that the Markov chains are sta-
ble and accurate. In particular, the convergence is ob-
tained by means of the BAT pre-run phase that as-
sures by tuning the Metropolis-Hastings MCMC pa-
rameters that all the parallel chains converge to the
same region of the parameters’ phase space with an op-
timal Metropolis-Hastings MC rejection rate. In order
to achieve the required statistical accuracy, the sam-
pling is performed by means of 12 parallel MCMC chains,
for a total number of steps equal to 1.2× 106.

From the implementation point of view, the back-
ground model or background-plus-signal model are im-
plemented as an extension of the BAT BCModel class.
The likelihood and the priors are customized following
the prescriptions of the previous sections, and the lin-
ear algebra implemented in CUDA. The inputs of the
fit, i.e. the theoretical spectra and the M2 smearing
matrices, are read at the constructor level. The GPU

preliminary operations are also performed once inside
the constructor, to optimize the sampling procedure.
A complete fit, including also the prerun phase, takes
4.8h (40min for prerun) with 12 treads on an Intel Xeon

Silver 4216 CPU (2.1 GHz) and a Nvidia GeForce RTX
3090 GPU. This roughly corresponds to a sampling rate
of 6.8 Hz per chain.

7 Results

We compute the upper bound for the DM signal as
the 90% Credible Interval (C.I.). This is defined as the

value of σDMSI (mDM ) corresponding to the 90% quantile
of the marginalized posterior pdf for rS .

In order to avoid possible biases coming from us-
ing data, we performed a blind analysis based on a
pseudo-dataset. This dataset has been generated from
the expected background template, the so-called Asi-
mov dataset, which is plotted in Fig. 5.

If not specified otherwise, all the fits are performed
in the full Ne− = [4, 170] range. Below Ne− = 4, the
data are indeed dominated by correlated events, mostly
due to the contamination of spurious electrons [52]. On
the other hand, the upper threshold is chosen as the
maximum point at which the detector response cali-
brations have been validated, namely Ne− = 170 [53].

The binning of the observed spectrum is denser (0.25
Ne− binning) in the Ne− < 20 region with respect to
the higher Ne− region (1 Ne− binning). Since the DM
signal is exponentially falling, having a denser binning
in the low Ne− region has a beneficial 5 – 10% impact
on the sensitivity in the whole mass region explored by
our analysis.

Systematics σDMSI [90% C.I.] [10−43cm2]

All 2.1

CAL 1.8

NORM + TH 1.7

TH 1.6

NORM 1.5

None 1.3

Table 1 Upper bound results on σDMSI for mDM =
4.5 GeV/c2 using the expected pseudo-dataset and fixing dif-
ferent groups of systematic parameters, see text.

7.1 Impact of the systematic uncertainties on the limit

As a first study, we investigate the impact of the sys-
tematic uncertainties on the final limit. For simplicity,
we focus on a single DM mass value mDM = 4.5 GeV/c2,
in which the Migdal effect contribution to the signal
spectrum is negligible. We arranged the nuisance pa-
rameters in the following 3 groups

1. group CAL: a0, a1, a2, a3, CNRbox , fB , which represent
the calibration parameters;

2. group TH: σAr,Kr
scr , σAr,Kr

Q , which represent system-

atic uncertainties on the theoretical background spec-
tra;

3. group NORM: E, rB,src, which represent the sys-

tematic uncertainties on the normalization of the
background spectra.

We therefore performed 6 fits, with the following as-

sumptions:

1. all the systematic parameters are free;
2. the group CAL is free, while all the other parameters

are fixed to their expected values;
3. the group NORM+TH are free, while all the other

parameters are fixed to their expected values;
4. the group TH is free, while all the other parameters

are fixed to their expected values;
5. the group NORM is free, while all the other param-

eters are fixed to their expected values;
6. all the systematic parameters are fixed to their ex-

pected values. This corresponds to a statistic-only
fit, with rS as the only active parameter.

The results in terms of the sensitivity to the DM cross-
section are given in Table 1.

There are two relevant differences between our in-
novative implementation and the published one. First
of all the published approach computes the sensitivity
as the frequentist 90% C.L., while here we perform the
analysis in the Bayesian approach, and we quote the

90% quantile of the posterior pdf of the signal strength
parameter rS [2]. Even if the two quantities aim at
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expressing the experimental sensitivity, they are con-
ceptually different, and are defined in totally different
ways. However, when operating with the same inputs,
they should give numerically comparable results. In ad-
dition, when we look at the posterior of rS , we are in-
tegrating over all the nuisance parameter space, while
the published approach is based on the profiling of the
likelihood. If the likelihood is Gaussian the marginal-
ization and the profiling give the same result. On the
other hand, in the general case in which the Gaussian
assumption is not valid, the profiling procedure typi-
cally returns underestimated propagated uncertainties,
and as a consequence stronger limits [68].

We find that the impact of the systematic uncertain-
ties on the calibration parameters has the same size as
the impact of all the other systematic parameters, in-
cluding the parameters regulating the normalization of
the background and the theoretical uncertainties on the
input spectra, and therefore the correct propagation of
their uncertainty is relevant in the final result. For com-
pleteness, we report in Fig. 10 in A the full multidimen-

sional posterior pdf s of the complete fit, in which all the
systematic parameters are not fixed.

As a further crosscheck we also studied the depen-

dence of the parameters’ mean and standard uncer-
tainty of the posterior pdf s as a function of the DM
mass mDM : none of the parameters shows a strong cor-

relation with the DM mass, demonstrating the stability
of the fitting procedure.

7.2 Impact of the high Ne− data points on the limit

and the calibration parameters

In this subsection we show the impact of choosing dif-
ferent Ne− windows on the calibration parameters’ pos-

terior pdf s, and, as a consequence, on the upper limit
on the DM cross-section. Since the priors on the cali-
bration parameters correspond to the constraints from

the calibration, the differences between priors and pos-
teriors tell us that the data give additional information
with respect to the calibration measurements. A better
knowledge on the calibration parameters allows obtain-
ing a limit less affected by the systematic uncertainties
- see the “None” result of Tab. 1. In order to inves-
tigate this effect, we decided to perform a fit to the
expected pseudo-dataset in the regions Ne− = [4, 30]
and Ne− = [4, 170]. The long high Ne− tail provides
better constraints on the calibration parameters.

In Fig. 7 we show the results of two background
plus signal fits on the pseudo-dataset performed in the
regions Ne− = [4, 30] and Ne− = [4, 170] (orange and
blue shaded histograms, respectively) with respect to

the prior pdf (gray dashed line), assuming a DM mass

mDM = 4.5 GeV/c2. The figure shows how the width
of the calibration parameters’ posteriors are smaller in
the Ne− = [4, 170] case rather than both in the prior
and the Ne− = [4, 30] cases. In particular, the posterior
pdf s of the ER group are more constrained than the
prior pdf s. This behavior does not depend on possible
features in the data, since this study is performed on
Asimov pseudo-dataset. On the other hand, the poste-
rior pdf s of the NR group are similar to their priors.
This is expected since in the pseudo-dataset there is
no injected signal and the NR signal is relevant only in
the first few bins. As a consequence, the larger data-
set does not give additional information on the calibra-
tion parameters with respect to the calibration mea-
surements. For this reason we obtain the best sensitiv-
ity in the Ne− = [4, 170] case - i.e. σDMSI [90% C.I.] =
2.1 × 10−43 cm2 - while in the Ne− = [4, 30] the sensi-
tivity is weaker - i.e. σDMSI [90% C.I.] = 2.5×10−43 cm2.
The other parameters, not shown in the figure, do not
exhibit a significant dependence on the range of the fit.

In summary, in this new implementation of the Baye-

sian approach we complement the calibration results
by further constraining some of its parameters, thus
reducing their uncertainties by a factor of ∼ 2. We
can directly benefit from this improvement by having

a stronger bound on the signal and being able to jus-
tify it in terms of a better knowledge of the calibration
parameters.

7.3 Background-only fit on data

We perform a background-only fit on the data: the
best fit (top) and the correspondent normalized resid-
uals (bottom) are reported in Fig. 8. The figure shows
that the background model describes the observed data

without noticeable deviations or excesses. The behavior
of the residual is satisfactory and their distribution over
all the data points is consistent with the expectation of

a standard normal pdf.

In terms of posterior pdf on the fit parameters, no
significant deviation from the prior distribution (the re-
sults of the calibration measurements) is observed. In
Fig. 12 in B we report the full multidimensional poste-
rior of the fit.

7.4 Expected and observed limit of the DarkSide-50
experiment

Figure 9 shows the 90% C.I. expected sensitivity on the
DM cross-section σDMSI as a function of the DM mass
(pink dashed line), using the Asimov (background only)
dataset of Fig. 5.
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Fig. 7 Posterior pdf s obtained by fitting in different energy ranges a pseudo-dataset with the full background plus signal
model assuming a DM mass mDM = 4.5 GeV/c2. The blue shaded histograms correspond to the Ne− = [4, 30] window,
the orange shaded histograms correspond to the Ne− = [4, 170] window, and the gray dashed line are the prior pdf of each
parameter.
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Fig. 8 Top: Best fit (orange line) to the observed dataset
(blue points) of the DS-50 experiment. Bottom: Normalized
residual (blue points) with respect to the best fit.

Fig. 9 The 90% C.I. observed limit on the DM cross-section
σDMSI as a function of the DM mass (red solid line) with
the inclusion of the Migdal effect. The blue line is the fre-
quentist 90% C.L. from the XENON1T Migdal search [69],
the blue dashed-dot line is the one from the XENON1T NR
search [70], the green line is the one by the CRESST-III ex-
periment [71], the orange line is the one by the PandaX-4T
experiment [72], and the purple line is the one from the 2018
DS-50 pure NR analysis [73]. The pink dashed line is the
expected sensitivity.

The observed limit is shown as a red solid line in
Fig. 9. It is computed as the 90% C.I. bound on the
DM cross-section σDMSI as a function of the DM mass
using the full DS-50 dataset.

This line is compared with the most competitive ex-
clusion limits, defined as frequentist 90% C.L.s, in the
GeV and sub-GeV DM mass region, i.e. the XENON1T
Migdal search [69] (blue line), the XENON1T NR search

[70] (blue dashed-dot line), the CRESST-III result [71]
(green line), and the PandaX-4T result [72].

No relevant deviations with respect to the expected
sensitivity are observed. We performed the study of the
behavior of the posterior pdf of the nuisance param-
eters as a function of the mass of the DM candidate,
obtaining similar results, reported in A.

8 Conclusions

In this work, we illustrated a novel technique, based on
Bayesian Networks, to explicitly include the detector
response model in the likelihood function of a measure-
ment. This approach has the advantage with respect
to the more conventional profile likelihood methods to
not assume “Gaussianity” of the pdf s nor linearity of
the problem, to not rely on any signal or background
spectrum morphing, and to keep the dependence of the
parameter of interest on the response model parame-
ters. In this way, the result of the analysis is not only
the measurement of the parameter of interest, but also a

possible constraint on the response model. We deployed
this method to the search for low mass dark matter with
the DS-50 experiment and showed that we obtain con-
sistent results with the recently published analysis [52],

and we further constrain the parameters of the detector
response model.

In the first sections of this work we introduced the

Bayesian Networks approach to the description of a
multidimensional pdf s. Such a method gives a clear pic-
ture of the connections between the different variables

involved in the problem, allowing to identify groups of
variable that decouple for the rest the problem. Fig-
ure 3 describes the entire likelihood of the measurement
and shows the role of the various parameters and the

information flow from one another. The description of
the problem in terms of BN allowed us to develop an
inference algorithm based on a Markov Chain Monte
Carlo (MCMC) to compute the posterior probability.
This probability is constrained on the observed data,
while retaining the dependence on each single parame-
ter. A clever description of the detector response model
in terms of parametric matrices allows the exploration
of the impact of systematic variations of any parame-
ter onto the final results. The proposed treatment sig-
nificantly improves the understanding of the interplay
between calibrations and spectra, as we elaborated in
Sec. 4.2 and as it is visible in Fig. 6. In addition, we

provide a further insight on the systematic uncertain-
ties induced by the detector model, and, using the addi-
tional constraining power of the analyzed data, reduce
the uncertainty on several parameters of the detector
model.
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A Expected joint posterior pdf

In Fig. 10 we report the joint posterior pdf of the fit
on the expected pseudo-dataset assuming a DM mass

mχ = 4.5 GeV/c2, and the evolution of the posterior
pdf s as a function of the mass is reported in Fig. 11.

B Background only joint posterior pdf

In Fig. 12 we report joint posterior pdf of the back-
ground only fit on the DS-50 observed dataset.

.
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Fig. 10 Graphical representation of the joint posterior pdf of the fit on the expected pseudo-dataset assuming a DM mass
mχ = 4.5 GeV/c2. The plots on the diagonal of the figure are the uni-dimensional pdf of each single parameter obtained by
marginalizing on all the others. The bi-dimensional pdf s in the bottom-left corner of the figure give the joint pdf s of each pair
of parameters obtained by marginalizing on the others. The plots show also the credible regions at 68%, 95%, 99.7% probability
as solid contour lines. The correlation coefficients are given in the upper-right corner of the figure.

.
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Fig. 11 Evolution of the posterior pdf s as a function of the DM mass. The blue points represent the mean of the posterior
pdf and their uncertainty bar is the correspondent standard deviation. In each plot, the gray solid line is the mean of the prior
pdf, while the two gray dashed lines correspond to the standard deviation of the prior pdf.
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Fig. 12 Graphical representation of the joint posterior pdf of the background only fit on the DS-50 observed dataset. The
plots on the diagonal of the figure are the uni-dimensional pdf of each single parameter obtained by marginalizing on all the
others. The bi-dimensional pdf s in the bottom-left corner of the figure give the joint pdf s of each pair of parameters obtained
by marginalizing on the others. The plots show also the credible regions at 68%, 95%, 99.7% probability as solid contour lines.
The correlation coefficients are given in the upper-right corner of the figure.
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