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Cross sections for the interaction νµA → µ−π0X with neutrino energies between 1 and 5 GeV are
measured using a sample of 165k selected events collected in the NOvA experiment’s Near Detector, a
hydrocarbon-based detector exposed to the NuMI neutrino beam at the Fermi National Accelerator
Laboratory. Results are presented as a flux-averaged total cross section and as differential cross
sections in the momenta and angles of the outgoing muon and π0, the total four-momentum transfer,
and the invariant mass of the hadronic system. Comparisons are made with predictions from a
reference version of the GENIE neutrino interaction generator. The measured total cross section
of (3.57 ± 0.44) × 10−39 cm2 is 7.5% higher than the GENIE prediction but is consistent within
experimental errors.

1. INTRODUCTION

Muon-neutrino-induced charged-current (CC) π0 pro-
duction on a nuclear target, hereinafter “CCπ0,” is the
reaction

νµA → µ−π0X , (1)

where A is the target nucleus and X represents the fi-
nal state nucleus plus any additional reaction products,
possibly including other charged or neutral pions. This
channel is of particular interest for experiments study-
ing νµ → νe flavor oscillations not only because it can
directly lead to backgrounds in those measurements but
also because of its close relation to the important back-
ground process of neutral current π0 production. Events
in which only one photon from the π0 decay is recon-
structed can be mistaken as containing a primary elec-
tron, the defining characteristic of a νe CC event.
Improved understanding of neutrino-nucleus interac-

tions is of great benefit for the current and next gen-
eration of neutrino oscillation experiments. Experiments
such as NOvA [1] and DUNE [2] lie in the few-GeV transi-
tion region between the low energy regime dominated by
quasi-elastic (QE) scattering and the high energy regime

dominated by deep inelastic scattering (DIS). In addition
to QE and DIS events, this transition region has a large
component of baryon resonance (Res) events in which a
neutrino scatters off a nucleon producing an intermedi-
ate ∆(1232) or higher-mass baryon. Pions are commonly
produced in both DIS and resonant baryon interactions
but through very different production mechanisms. The
picture is complicated further in a nuclear medium by
final-state interactions (FSI), in which outgoing hadronic
particles may strongly interact with nucleons before es-
caping the target nucleus. Experiments are sensitive only
to particles exiting the nucleus, making it difficult to at-
tribute observed discrepancies with a model to either the
neutrino interaction or subsequent FSI effects.
The first measurements of neutrino-induced π0 produc-

tion were exclusive analyses of bubble chamber data [3,
4]. Exclusive or semi-inclusive cross sections on hydro-
carbon targets have been studied in MINERvA [5–7],
MiniBooNE [8] and K2K [9]. Charged-current π0 pro-
duction on argon has also been recently measured in Mi-
croBooNE [10]. The present analysis examines fully in-
clusive π0 production on a primarily hydrocarbon target.
We present measurements of the CCπ0 flux-averaged

total cross section as well as cross sections differential in
pπ; cos θπ; pµ; cos θµ; lepton momentum transfer Q2 as
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defined below in Eq. (6); and the invariant mass W of the
hadronic system as defined below in Eq. (8). The data
used for these measurements was collected between Au-
gust 2014 and January 2016 and corresponds to an expo-
sure of 3.72×1020 protons-on-target (POT) using a pre-
dominantly νµ beam. 165k events are selected as νµ CC
candidates, of which simulation predicts 34% are signal
CCπ0. A subsequent fit to a CCπ0 event classifier vari-
able provides a final stage of background separation and
signal rate estimation. With this large data set, the un-
certainty is dominated by systematic sources.

2. THE NOVA EXPERIMENT

The NOvA experiment [1] is designed to measure neu-
trino oscillations over an 810 km baseline. It uses two
functionally identical detectors situated along the Neu-
trinos at the Main Injector (NuMI) beam from the Fermi
National Accelerator Laboratory (FNAL). The NOvA
near detector (ND) is located 1 km downstream of the
beam target where it is subject to an intense neutrino
flux. The ND has recorded millions of neutrino and
antineutrino interactions, allowing large-sample neutrino
cross-section measurements.

2.1. The NuMI Beam

The NuMI neutrino beam [11] is created by directing
120GeV protons from the FNAL Main Injector onto a
graphite target. The many charged pions and kaons pro-
duced in the collision are focused through two magnetic
horns and allowed to decay in a 650 m decay pipe to
produce the primarily νµ neutrino beam. The NOvA
detectors are located 14.6mrad off-axis relative to the
beam centerline, resulting in a narrow-band flux peaked
at Eν = 1.8GeV. There are two classes of impurity in
the neutrino flux in the neutrino-dominated beam con-
figuration: ν̄µ which accounts for 1.8% of neutrinos in
the 1–3GeV region around the beam peak and νe + ν̄e
which accounts for 0.7% in the same energy range.

2.2. The NOvA Near Detector

The ND is a tracking calorimeter with fine segmen-
tation relative to the 40 cm radiation length for precise
imaging of electromagnetic showers. The detector is built
of PVC cells with a 3.9 cm (transverse) by 6.6 cm (longi-
tudinal) cross section and a length of 3.9m. A detector
plane consists of 96 cells, and planes are arranged in al-
ternating vertical and horizontal orientations, allowing
3D reconstruction of observed events. The fully active
volume of the detector is 12.8m in length, consisting of
192 contiguous planes. Each detector cell is filled with a
liquid scintillator blend that is 95% mineral oil and 5%
pseudocumene with trace concentrations of wavelength

shifting fluors [12]. Each cell contains a wavelength shift-
ing fiber that collects and delivers light to an avalanche
photodiode.
Additionally, a muon range stack is situated at the

downstream end of the detector, consisting of 11 pairs
of readout planes with a layer of 10.2-cm-thick steel be-
tween adjacent pairs. The range stack increases the muon
energy that can be contained in the detector to about
4.5GeV.
The interaction fiducial volume does not include any

part of the range stack, limiting the relevant nuclear tar-
gets to those in the PVC and scintillator. A precise ac-
counting of the scattering material is given in Sec. 6.3.

3. EVENT SIMULATION

Predicted event rates are calculated with a detailed
simulation in three stages: production and transport of
the neutrino beam, neutrino interaction, and detector re-
sponse.

3.1. Neutrino Beam Simulation

Simulated outgoing hadrons from proton-nucleus col-
lisions within the NuMI target are modeled with
FLUKA [13, 14]. The charged pions and kaons are subse-
quently propagated via FLUGG [15] through the focusing
horns and into the decay pipe until their decay.
The neutrino flux prediction is improved according to

the PPFX [16] framework. PPFX combines hadron pro-
duction data from an extensive survey of proton-nucleus
scattering experiments, and is used to constrain the pre-
dicted hadron multiplicities exiting the target. Both the
central value and error band from the PPFX prediction
are used. The central value for the neutrino flux inte-
grated between 1 and 5GeV after PPFX corrections is
8.2% lower than the raw FLUKA and FLUGG predic-
tion.

3.2. Neutrino Interaction Simulation

Neutrino interactions are simulated with GENIE [17]
v2.10.2. The GENIE simulation generates interactions
via its four default production processes: quasi-elastic
scattering, resonant baryon production, deep-inelastic
scattering, and coherent pion production. Particles cre-
ating via these primary processes are subsequently prop-
agated though the nuclear medium using GENIE’s hA
effective cascade final-state interaction (FSI) model [18,
19].
For quasi-elastic interactions, GENIE uses a Llewellyn

Smith parameterization [20]. Resonant baryon produc-
tion follows the Rein-Sehgal model [21], which calculates
the resonant cross section through production and de-
cay of ∆(1232) and higher mass N∗ baryon resonances.
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Coherent pion production interactions are also simulated
with the Rein-Sehgal model. Deep-inelastic scattering
interactions are generated according to the Bodek-Yang
model [22].

Meson exchange current (MEC) interactions are in-
significant in this measurement given the signal selection,
which requires evidence of a neutral pion. So that GE-
NIE can be used in its documented default configuration
and to avoid concerns over certain specifics of early MEC
models in this GENIE version, MEC events were not en-
abled in the baseline simulation. Note that the similar
quasi-elastic channel represents 0.4% of the selected sam-
ple. The negligible impact of MEC events on the reported
cross sections was confirmed using a separate simulated
event sample based on the empirical Dytman MEC model
[23].

3.3. Detector Response Simulation

Final state particles produced by GENIE are propa-
gated through the detector using GEANT 4.9.6.p04d [24].
Optical photon production is modeled with the Birks-
Chou parameterization [25] for scintillator response. The
light collection, signal transport in the fibers, and photo-
diode and electronics response are modeled using custom
simulation software [26]. The detector is calibrated us-
ing minimum ionizing portions of stopping cosmic ray
muon tracks. The detector response to hadronic tracks
and electromagnetic showers is tested using two control
samples, each discussed in detail in Sec. 7.5.

4. SIGNAL DEFINITION

For this analysis a CCπ0 event is defined as any νµ CC
event with at least one π0 emerging from the struck nu-
cleus. This definition includes events with multiple neu-
tral or charged pions in the final state. Multi-π events are
common at NOvA energies, representing 54% of CCπ0

events in this analysis and also accounting for the major-
ity of NC and νµ-induced CC backgrounds in the NOvA
νµ → νe oscillation measurement [1].
Signal events are further required to lie within the kine-

matic region specified in Table I. The table also gives
the rationale for the kinematic exclusions applied. Se-
lected CCπ0 events whose true kinematics lie outside
these ranges but that leak into the selected sample are
treated as an analysis background and comprise only
0.2% of the sample.

5. EVENT RECONSTRUCTION AND
SELECTION

An illustrative simulated νµA → µ−π0X resonant
event as it would appear in the ND is shown in Fig. 1. In
this event, a π0 decays promptly via π0 → γγ (branching

TABLE I. Definition of the signal region for CCπ0 interac-
tions. The left column specifies kinematic regions excluded
from the signal definition while the right lists the motivation
for excluding events that lie in the excluded regions.

Kinematic Exclusion Motivation
pπ > 3GeV/c Negligible rate
pµ > 4GeV/c Long muons uncontained
Eν < 1GeV Background dominated
Eν > 5GeV Imprecise flux modeling

Q2 > 3GeV2/c2 Negligible rate
W < 1GeV/c2 Background dominated
W > 3GeV/c2 Negligible rate

ratio 98.8% [27]). Each decay photon produces an elec-
tromagnetic cascade. In this example event, one of the
photons is on a very transverse trajectory and is visible
and reconstructable only in the yz view.

5.1. Base Reconstruction

A clustering algorithm [28] groups a collection of ac-
tive detector cells (“hits”) nearby in space and time into
a “slice,” intended to represent an individual neutrino
interaction. Within each slice, an interaction vertex is
reconstructed by minimizing the angular spread of hits
relative to the candidate vertex [29]. Final state parti-
cles and electromagnetic cascades, as from photons, are
reconstructed into “prongs” using a fuzzy k-means algo-
rithm [30] that clusters hits lying along a common direc-
tion relative to the vertex. Separately, a Kalman filter
algorithm [31] is applied to the event to better recon-
struct muon-like tracks and to provide an energy estimate
for them. A k-nearest-neighbors classifier from previous
NOvA analyses [32] is used to identify the most muon-
like track in each event, which is taken to be the µ−

candidate.

5.2. Photon Identification

Candidate photon prongs are required to have a num-
ber of hits Nhit ≥ 10 so that particle identification can be
carried out effectively. The calorimetric energy Ecal, de-
fined as the sum of the calibrated energy deposited in all
of the prong’s hits, must also satisfy Ecal > 100MeV,
roughly the energy deposited by a 10-hit minimum-
ionizing track. For prongs satisfying these thresholds,
a likelihood ratio between photon and non-photon parti-
cle hypotheses is calculated based on the following four
inputs:

1. Bragg peak identifier: ratio of average energy depo-
sition in the furthest six hits from the prong start
point (or five hits if 10 ≤ Nhit < 12) to the av-
erage energy deposition in the rest of the prong.
This ratio gives a measure of the increase in dE/dx
towards the end of a prong.
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FIG. 1. An example simulated ND event. The top panel shows the overhead view of the particle tracks in the detector while
the bottom shows the side view of the same tracks. In each view, a small white box shows the vertex region, with a magnified
version shown in a large white box. Individual detector cells with recorded energy depositions are shown as colored rectangles,
with the size and color of the rectangle related to the amplitude of the detected signal. The beam enters the detector from the
left. The µ− is seen as the long, forward-directed track. In the side view (bottom), two photons from a π0 decay are visible.
In the overhead view (top), one of the decay photons is unseen as its highly transverse trajectory stayed within a single yz
detector plane.

2. Energy per hit: average calorimetric energy of all
hits within the prong.

3. Reconstructed gap: distance from the reconstructed
event vertex to the candidate prong’s start point.

4. Missing planes along prong: largest number of con-
secutive planes without any energy deposition in
the prong.

Fig. 2 shows distributions of these four quantities for
prongs in the simulated neutrino event sample. A num-
ber of familiar features can be seen. Proton prongs ex-
hibit the most prominent Bragg peak, while the electro-
magnetic cascades from photons score the lowest in that
variable. Protons have the highest dE/dx (thus, high-
est energy per hit) of the listed particles. Initial photons
can lead to large prong-start gaps due to the radiation
length in the detector, and the subsequent cascades can
skip over planes due to secondary photons.

There are significant correlations between the Bragg
peak identifier and the mean energy per hit and, sepa-
rately, between the reconstructed gap and missing planes
along the prong. The correlations within each of these
pairs are exploited when calculating the photon and non-
photon likelihoods. For numerical convenience, the loga-

rithm of the likelihood ratio is used in calculations, equiv-
alent to the difference in the logarithms of the likelihoods,
∆ logL. An interaction-level score for events with at least
two prongs is formed as

CCπ0ID = max(∆ logL) , (2)

running over all prongs in the event that are not associ-
ated with the muon. That is, the CCπ0ID score for the
event is simply the highest photon-like score among all
prongs, neglecting the identified muon prong.
Within an event, the prong that defines the CCπ0ID

value is considered the photon candidate to be associ-
ated with the π0 decay. This photon candidate is used
to reconstruct the π0 kinematics. No attempt is made
to reconstruct a second shower from the decay as doing
so gives increased background rates from prong combi-
natorics in events with significant hadronic activity and
gives reduced signal efficiency at higher pion energies due
to overlapping or energetically asymmetric photon pairs.
According to simulation, requiring a second prong would
drop the signal purity to 29% from the current 34%.
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FIG. 2. The four reconstructed variables used to identify
photon-induced prongs. For a prong to be associated with a
particle type, at least 50% of the Ecal deposited on the prong
must come from a single particle. Prongs failing this criterion
are added to the “other” category.

5.4. Reconstruction of Event Kinematics362

The CC⇡0 analysis reconstructs the directly observable363

quantities, momentum and angle with respect to the av-364

erage beam direction, for both the muon and ⇡0. The365

muon momentum is estimated as a linear function of the366

track length through the fully instrumented portion of367

the detector, L1, and through the muon catcher, L2, as368

pµ = c1L1 + c2L2 . (3)

The constants c1 and c2 were determined by optimizing369

the simulated resolution, 3.5% for muon momenta greater370

than 0.6 GeV/c. The angular resolution is better than371

10� for cos ✓ > 0.5. Muons with larger angles have poorer372

resolution due to their lower average energies. Those373

orthogonal to the beam direction (cos ✓ ⇡ 0) are di�cult374

to reconstruct due to the detector geometry.375

The momentum of the ⇡0 is estimated as the Ecal376

deposited by the single photon candidate prong. The377

fractional momentum resolution is roughly 30% below378

1 GeV/c. However, the absolute resolution on ⇡0 mo-379

mentum is least precise around 1-1.5 GeV/c. Above this380

range, the opening angle between decay photons is typi-381

cally so small that both decay photons are reconstructed382

on the same prong, and thus all the ⇡0 energy is captured383

on the selected prong. Above 2 GeV/c, the fractional384

resolution is roughly 15%. The momentum and angular385

resolution for the muon and ⇡0 are shown in Fig. 3.386
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FIG. 3. The absolute momentum (left) and angular (right)
resolutions for muons (purple) and ⇡0’s (green) as predicted
by the simulation.

The event energy is reconstructed as

E⌫ = Eµ + EHad , (4)

where Eµ is reconstructed as described above. The recon-387

structed hadronic energy, EHad, is determined from the388

calorimetric energy of all hits except those in the muon389

track. This estimate includes the Ecal estimated from the390

⇡0 candidate. Averaged over the sample, the sum of the391

muon and hadronic energies give a 9.5% neutrino energy392

resolution. The direction of the neutrino momentum is393

set by the relative positions of the ND and the NuMI394

beam target.395

Di↵erential cross sections in the kinematic variables Q2

and W are of interest. These are both estimated through
more directly observable quantities via

Q2 = � (pµ � p⌫)
2 ⇡ (2E⌫/c) (Eµ/c � |~pµ| cos ✓µ⌫) ,

(5)
which is approximated by assuming m2

µc2 ⌧ Q2, and

W =
1

c
|pN+p⌫�pµ| =

s
m2

N � Q2

c2
+ 2mN

✓
E⌫

c2
� Eµ

c2

◆
,

(6)
Experimental less-dense alternatives (Chris)

W =
1

c
|pN+p⌫�pµ| =

s
m2

N � Q2

c2
+ 2mN

✓
E⌫ � Eµ

c2

◆
,

W =
1

c
|pN + p⌫ � pµ| =

r
m2

N � Q2 + 2mN (E⌫ � Eµ)

c2
,

(Dan)

W =
1

c
|pN+p⌫�pµ| =

1

c

q
m2

Nc2 � Q2 + 2mN (E⌫ � Eµ) ,

where mN is the neutron mass. This expression assumes396

the struck target is a stationary nucleon which neglects397

Fermi motion within the nucleus and neutrino-parton398
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resolution due to their lower average energies. Those373
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The momentum of the ⇡0 is estimated as the Ecal376

deposited by the single photon candidate prong. The377
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mentum is least precise around 1-1.5 GeV/c. Above this380
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structed hadronic energy, EHad, is determined from the388
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The event energy is reconstructed as
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structed hadronic energy, EHad, is determined from the388

calorimetric energy of all hits except those in the muon389

track. This estimate includes the Ecal estimated from the390

⇡0 candidate. Averaged over the sample, the sum of the391

muon and hadronic energies give a 9.5% neutrino energy392
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beam target.395
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resolution is roughly 15%. The momentum and angular385
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where Eµ is reconstructed as described above. The recon-387

structed hadronic energy, EHad, is determined from the388
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structed hadronic energy, EHad, is determined from the388

calorimetric energy of all hits except those in the muon389

track. This estimate includes the Ecal estimated from the390
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The event energy is reconstructed as

E⌫ = Eµ + EHad , (4)

where Eµ is reconstructed as described above. The recon-387

structed hadronic energy, EHad, is determined from the388

calorimetric energy of all hits except those in the muon389

track. This estimate includes the Ecal estimated from the390
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5.3. Reconstruction of Event Kinematics

The analysis utilizes reconstructed estimates of mo-
mentum and of angle with respect to the average beam
direction for both the muon and the π0. The momen-
tum of the π0 is estimated as the Ecal deposited by
the single photon candidate prong. This estimator is
suitably close to the true π0 momentum (into which it
will ultimately be unfolded) given the predominance of
overlapping (merged) or energetically asymmetric pho-
ton pairs [33]. The muon momentum is estimated as a
linear function of the track length through the fully in-
strumented portion of the detector, L1, and through the
muon range stack, L2, as

pµ = c1L1 + c2L2 . (3)

The constants c1 and c2 were determined by optimizing
the simulated resolution [34], 3.5% for muon momenta
greater than 0.6GeV/c. The angular resolution is bet-
ter than 10◦ for cos θ > 0.5. Muons with larger angles
have poorer resolution due to their lower average ener-
gies. Those orthogonal to the beam direction (cos θ ≈ 0)
are the most difficult to reconstruct due to the detector
geometry. The momentum and angular resolutions for
π0’s and muons are shown in Fig. 3.
The neutrino energy is reconstructed as

Eν = Eµ + EHad , (4)

where Eµ is reconstructed as described above. The re-
constructed hadronic energy, EHad, is determined from
the calorimetric energy of all hits except those in the
muon track. This estimate includes the Ecal estimated
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FIG. 3. The absolute momentum (left) and angular (right)
resolutions for muons (magenta) and π0’s (green) as predicted
by the simulation.

from the π0 candidate. The neutrino energy resolution
averaged over the sample is 9.5%.
Differential cross sections in the kinematic variables Q2

andW are of interest. These quantities are calculated via

Q2 = − (Pµ − Pν)
2

(5)

=
2Eν

c

(
Eµ

c
− pµ cos θµ

)
−m2

µc
2 (6)

and

W =
1

c
|PN + Pν − Pµ| (7)

=
1

c

√
m2

Nc2 −Q2 + 2mN (Eν − Eµ) , (8)

where mN is the nucleon mass, taken numerically here to
be the neutron mass, and where Pi is the four-momentum
of particle i. Note that pi here represents the magnitude
of the three-momentum of particle i, as it does through-
out the text. This expression assumes the struck target is
a stationary nucleon which neglects Fermi motion within
the nucleus and neutrino-parton scattering. These kine-
matic variables as constructed are sensitive to underlying
physics. The W variable effectively distinguishes among
∆(1232) resonance, N* resonances, and deep inelastic
scattering events. These definitions of Q2 and W , based
on the true final state kinematics, are used in the cross-
section definition rather than the event generator’s val-
ues for these kinematic variables to reduce reliance on
the generator’s modeling of nuclear structure and FSI.

5.4. Event Selection

To be analyzed, an interaction must produce a slice
in the reconstruction. This requirement removes 2.7%
of signal events. Each slice is required to have at least
20 hits and to span at least four planes. Events must
also have a reconstructed vertex, track, and at least two
reconstructed prongs. The muon track and π0 candidate
prong are then chosen.
Reconstructed vertices are required to lie within a fidu-

cial region defined as a 2m×2m×900 cm box centered
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laterally in the detector and extending between 100 cm
and 1000 cm from the front face. This corresponds to a
35 ton fiducial mass. The fiducial region covers a rela-
tively small fraction of the detector but ensures efficient
containment of tracks. The simulation predicts 2.8× 105

signal events within the fiducial volume with a purity, de-
fined as the fraction of the simulated sample that is sig-
nal, of 11.8% with no further selection criteria applied.
There is a leakage of otherwise-selected fiducial CCπ0

events out of the sample and a spillage of non-fiducial
CCπ0 events into the sample. According to simulation,
2.6% of fiducial events leak out while 2.8% of the sam-
ple are non-fiducial events that spill in. There are no
kinematic differences between the leak-out and spill-in
events. As these two samples are similar, we treat the
non-fiducial CCπ0 events that leak into the selected sam-
ple as signal and thus as a direct compensation for the
events that leak out. The efficiency corrections applied
in Sec. 6.5 account for this.

Containment cuts are then applied to ensure reliable
reconstruction of the muon and the photon. The pho-
ton shower candidate’s start and end points as well as
the muon’s start point are required to be well contained
within the fully active portion of the detector. The
muon’s end point is required to be well contained within
any part of the detector including the muon range stack.
After containment cuts, the simulated efficiency is 32.8%
relative to all fiducial signal interactions, with a simu-
lated purity of 22.6%.

Events are then subject to a convolutional neural net-
work identifier, CVNνµ [35]. This is a deep learning clas-
sifier used to separate νµ CC events from the large NC
background. Events are required to have CVNνµ > 0.5,
which leaves an NC contamination of 1.4% in the selected
sample compared to 39.1% before the cut. The distribu-
tions of CVNνµ for data and simulation for events at this
stage of the selection are shown in Fig. 4.

CVNνµ also determines whether each event is most
likely a quasi-elastic, resonant, deep inelastic scattering,
or coherent interaction, trained on the GENIE labels for
simulated events. Events that CVNνµ classifies as quasi-
elastic or coherent are also rejected as these interactions
have a well defined set of final-state particles and do not
produce a π0 except from FSI. As a cross-check, this cut
was replaced with a conventional quasi-elastic reduction
cut by vetoing two-prong events whose measured mo-
menta are consistent with the quasi-elastic formula. The
resulting cross sections agreed to within a percent, and
the CVNνµ cut is used as it more efficiently rejects back-
ground.

As noted previously, the photon candidate is required
to have a calorimetric energy greater than 100 MeV and
at least 10 hits to ensure reliable reconstruction. Very
loose preselection requirements are also applied on the in-
put variables to CCπ0ID. These restrictions remove 2.9%
of otherwise selected CCπ0 events.
Lastly, events are removed if any reconstructed values

for Eν , pπ, pµ, Q
2, and W fail the signal definition con-
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FIG. 4. Comparison of the data and simulation of the con-
volutional neural network-based CVNνµ particle ID. Back-
grounds are indicated as shaded subsets of the total. The
unshaded portion of the histogram represents νµ CC events.
Note that the CCπ0 signal is a subset of the unshaded portion
of the histogram.

ditions laid out in Table I. This restriction removes 0.2%
of otherwise selected CCπ0 signal events.
In total, the final selected sample consists of CCπ0 sig-

nal (34.4% of the total in the simulation); νµ CC events
without a π0 emerging from the nucleus (62.1%); non-
νµ-CC events including NC events and CC events from
other neutrino flavors present in the beam (3.2%); and
CCπ0 events outside the kinematic limits of the signal
definition (0.2%). Note that the large background rate
of νµ CC events is expected in the sample since no ex-
plicit cut has been applied at this stage to reject such
events. Instead, the CCπ0ID event classifier is used to
statistically separate signal and background in a fit to
the classifier distribution, as described below.
The total selected event counts at each stage of the se-

lection in data and simulation are shown in Table II. At
the data exposure of 3.72× 1020 POT, there are 166,980
predicted and 164,871 observed events. The simulated
CCπ0ID distribution is plotted in Fig. 5 after all selec-
tion cuts. The overall signal efficiency is 21% and the
purity is 34%, according to simulation. The efficiency
and purity as a function of the π0 and µ− kinematics are
shown in Fig. 6. The efficiency drops sharply to 2.72%
below 0.25GeV/c compared to 27.9% for 0.25 < pµ <
0.5GeV/c due to difficulty in reconstructing short tracks
and in µ−/π± discrimination. Thus, the differential cross
section for pµ < 0.25GeV/c is not reported. But, since
only 0.5% of selected events have pµ < 0.25GeV/c, these
events are not removed or treated as background when
presenting cross-section results in any other kinematic
variable.
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FIG. 5. The CCπ0ID distribution for all selected events in
the simulation, showing clear discrimination between signal
and backgrounds. Backgrounds are primarily νµ CC events,
with small contributions from non-νµ CC events and CCπ0

events that fail the true kinematic restrictions.
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FIG. 5. The CC⇡0ID distribution for all selected events
showing clear discrimination between signal and backgrounds.
Backgrounds are primarily ⌫µ CC events, with non-⌫µ CC
events and CC⇡0 events that fail the true kinematic restric-
tions adding background at a small level.
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FIG. 6. The event selection e�ciency (solid) and purity
(dashed) curves as a function of each measured variable. The
top plots show the particle momentum (left) and polar angle
(right) with purple and green curves describing the muon and
⇡0 kinematics, respectively. The bottom plots give the e�-
ciency and purity as a function of Q2 (left) and W (right).

6. CROSS-SECTION ANALYSIS490

Flux-averaged, di↵erential cross sections in final state491

kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501
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fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518
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data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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are extracted in bins of the true kinematic variables.493
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U(Ŝ)

⌘
i

NT ⇥ �⇥ ✏i
. (7)

Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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Flux-averaged, di↵erential cross sections in final state491

kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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FIG. 6. The event selection efficiency (solid) and purity
(dashed) curves as a function of each measured variable. The
top plots show the particle momentum (left) and polar angle
(right) with magenta and green curves describing the muon
and π0 kinematics, respectively. The bottom plots give the
efficiency and purity as a function of Q2 (left) and W (right).

6. CROSS-SECTION ANALYSIS

Flux-averaged cross sections differential in final state
kinematic variables are presented below. Cross sections
are extracted in bins of the true final-state-based kine-

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 × 1020 POT. Signal
efficiencies are calculated relative to interactions within the
true fiducial volume.

Cut Nevts NGENIE Efficiency Purity
Basic Reco / Fiducial 2.192×106 1.44×106 85.1% 16.3%

Containment 517,317 400,797 32.8% 22.6%
NC Rejection 213,376 197,433 22.2% 31.0%

QE/Coh Rejection 197,858 186,779 22.0% 32.7%
Prong Quality 188,158 175,105 21.3% 33.6%

Kinematic Restriction 164,871 166,980 21.1% 34.4%

matic variables. These are defined by the equation

(
dσ

dx

)

i

=

(
U(Ŝ)

)
i

ΦNT ϵi ∆xi
. (9)

Here, x is the kinematic variable of interest, i is the bin
index, Φ is the integrated flux through the detector, NT

is the number of interaction targets, ϵi is the detection
efficiency in the bin, and ∆xi is the bin width. Ŝ is a
histogram that gives the signal estimate, using simulation
constrained by data, in reconstructed bins of x. U refers
to an unfolding procedure (described in Sec. 6.2) which
corrects for smearing effects and any estimator bias in
the kinematic reconstruction process.

6.1. Constraint on Simulated Signal

As shown in Fig. 5, the CCπ0ID distributions for the
CCπ0 signal and various categories of background each
have their own distinctive shape. The signal and back-
ground normalizations are thus determined via a fit of
the CCπ0ID distributions to the observed data. The fit
is performed in each kinematic bin independent of other
bins. Of the three background categories, the non-νµ
CC background and the background of CCπ0 that fail
the kinematic requirements are both held fixed in the
fit since they represent small populations, at 3.2% and
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6.2. Signal Unfolding
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tion. The simulated true-to-reconstructed migration ma-
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FIG. 9. The reconstructed ⇡0 mass calculated from the di-
photon invariant mass in a small subsample of selected events
with only three reconstructed particles.
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lection gives an 82.1% pure sample of photons. Protons676

are selected in two-prong events that pass a ⌫µ CC selec-677

tion [36]. To identify events whose secondary prong was678

a proton, first, the reconstructed angle between the muon679

and proton candidate prongs must have cos ✓µp > �0.8680

to remove a reconstruction failure that can split a muon681

track into two by mis-reconstructing the vertex. Second,682

the proton direction inferred from the quasi-elastic for-683

mula [37] using the observed muon kinematics is required684

to be coincident with the observed prong direction. The685

criterion is cos ✓(ppr
p , pQE

p ) > 0.9, where ppr
p is the proton686

momentum determined by the prong reconstruction and687

pQE
p is the proton momentum inferred by the quasi-elastic688

formula. This gives an 82.9% pure sample of protons.689

An area-normalized comparison of CC⇡0ID in data and690

simulation with shape-only detector response systematic691

errors for these two samples is shown in Fig. 10. The692

shape di↵erences between data and simulation lie within693

the estimated error band and thus adequately addresses694

the relevant uncertainties in the response of the CC⇡0ID695
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7.7. Total Systematic Uncertainty697

The total systematic error, as a function of measured698

p⇡ and Q2, is shown in Fig. 11. The systematic uncer-699

tainty on the total cross section, broken down by each700

source, is shown in Table IV. The dominant systematic701

uncertainties on the total cross section are those due to702

flux modeling and light level.703

FIG. 10. The CC⇡0ID distribution for a control sample of
photons (left) and protons (right). Simulation and data have
been area normalized to suppress overall normalization un-
certainties. Each bottom panel shows the ratio of data to
simulation, with an error band from detector response uncer-
tainties.
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Flux-averaged, di↵erential cross sections in final state491

kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
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e�ciencies are calculated relative to interactions within the
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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tions adding background at a small level.
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ciency and purity as a function of Q2 (left) and W (right).

6. CROSS-SECTION ANALYSIS490

Flux-averaged, di↵erential cross sections in final state491

kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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Here, x is the kinematic variable of interest, i refers to a465

particular bin, �xi is the bin width, NT is the number of466

interaction targets, � is the integrated flux through the467

detector, and ✏i is the detection e�ciency in the given468

bin. Ŝ is a histogram that gives the signal estimate,469

using simulation constrained by data, in reconstructed470

bins of x. U refers to an unfolding procedure (described471

in Sec. 6.2) which corrects for smearing e↵ects and any472

estimator bias in the kinematic reconstruction process.473

6.1. Constraint on Simulated Signal474

As shown in Fig. 5, the CC⇡0ID distributions for the475

CC⇡0 signal and various categories of background each476

have their own distinctive shape. The signal and back-477

ground normalizations are thus determined via a fit of478

the CC⇡0ID distributions to the observed data. The fit479

is performed in each kinematic bin independent of other480
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FIG. 7. An example fit to data in CC⇡0ID for events recon-
structed with 0.8 < p⇡ < 1.0 GeV/c. The left compares the
unconstrained simulated CC⇡0ID distribution and data while
the right shows the simulation after constraining signal and
background normalizations.

bins. Of the three background categories, the non-⌫µ481

CC background and the background of CC⇡0 that fail482

the kinematic requirements are both held fixed in the483

fit since they represent small populations, at 3.2% and484

0.2%, respectively. The remaining (⌫µ CC) background485

and signal normalizations are fit to the observed data486

distributions. The signal and background normalizations487

float independently and without penalty. As an example,488

the CC⇡0ID distribution is shown in Fig. 7 for events in489

a representative bin of p⇡ before and after fitting to data.490

6.2. Signal Unfolding491

For each variable, the signal estimate is unfolded to492

deconvolve reconstruction e↵ects in the kinematic vari-493

able estimation. The estimated true signal kinematics494

are unfolded using the D’Agostini method [32, 33] with495

two iterations using the migration matrix predicted in496

simulation. The number of iterations was chosen to min-497

imize the total uncertainty, comprising statistical error498

induced by under-regularized unfolding and systematic499

errors induced by relying too heavily on the simulation500

in an over-regularized procedure.501

6.3. Nuclear Target Count502

Since the NOvA detector is not made of any single503

material, the result is presented as a cross section per504

nucleon. The list of constituent elements is shown in Ta-505

ble III. The detector is largely CH2 with notable portions506

of oxygen, chlorine, and titanium with hAi = 15.96. The507

mass of the fiducial volume is 35,430 kg with a nucleon508

count of 2.12⇥1031. This is known to better than 1% as509

described in Sec. 7.1.510
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Flux-averaged, di↵erential cross sections in final state491

kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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interaction targets, � is the integrated flux through the497
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bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500
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kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.

Cut Nevts NGENIE E�ciency Purity
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Containment 517,317 400,797 32.8% 22.6%
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502
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the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526
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Here, x is the kinematic variable of interest, i refers to a465

particular bin, �xi is the bin width, NT is the number of466

interaction targets, � is the integrated flux through the467

detector, and ✏i is the detection e�ciency in the given468

bin. Ŝ is a histogram that gives the signal estimate,469

using simulation constrained by data, in reconstructed470

bins of x. U refers to an unfolding procedure (described471

in Sec. 6.2) which corrects for smearing e↵ects and any472

estimator bias in the kinematic reconstruction process.473

6.1. Constraint on Simulated Signal474

As shown in Fig. 5, the CC⇡0ID distributions for the475

CC⇡0 signal and various categories of background each476

have their own distinctive shape. The signal and back-477

ground normalizations are thus determined via a fit of478

the CC⇡0ID distributions to the observed data. The fit479

is performed in each kinematic bin independent of other480
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FIG. 7. An example fit to data in CC⇡0ID for events recon-
structed with 0.8 < p⇡ < 1.0 GeV/c. The left compares the
unconstrained simulated CC⇡0ID distribution and data while
the right shows the simulation after constraining signal and
background normalizations.

bins. Of the three background categories, the non-⌫µ481

CC background and the background of CC⇡0 that fail482

the kinematic requirements are both held fixed in the483

fit since they represent small populations, at 3.2% and484

0.2%, respectively. The remaining (⌫µ CC) background485

and signal normalizations are fit to the observed data486

distributions. The signal and background normalizations487

float independently and without penalty. As an example,488

the CC⇡0ID distribution is shown in Fig. 7 for events in489

a representative bin of p⇡ before and after fitting to data.490

6.2. Signal Unfolding491

For each variable, the signal estimate is unfolded to492

deconvolve reconstruction e↵ects in the kinematic vari-493

able estimation. The estimated true signal kinematics494

are unfolded using the D’Agostini method [32, 33] with495

two iterations using the migration matrix predicted in496

simulation. The number of iterations was chosen to min-497

imize the total uncertainty, comprising statistical error498

induced by under-regularized unfolding and systematic499

errors induced by relying too heavily on the simulation500

in an over-regularized procedure.501

6.3. Nuclear Target Count502

Since the NOvA detector is not made of any single503

material, the result is presented as a cross section per504

nucleon. The list of constituent elements is shown in Ta-505

ble III. The detector is largely CH2 with notable portions506

of oxygen, chlorine, and titanium with hAi = 15.96. The507

mass of the fiducial volume is 35,430 kg with a nucleon508

count of 2.12⇥1031. This is known to better than 1% as509

described in Sec. 7.1.510

8

8

ID0πCC
4− 2− 0 2 4

 P
O

T
20

10×
 E

ve
nt

s 
/ 3

.7
2

3
10

0

10

20

30

40 Signal
 CC Backgroundµν

Outside Kinematic Region
 CCµνNon-

FIG. 5. The CC⇡0ID distribution for all selected events
showing clear discrimination between signal and backgrounds.
Backgrounds are primarily ⌫µ CC events, with non-⌫µ CC
events and CC⇡0 events that fail the true kinematic restric-
tions adding background at a small level.

Momentum [GeV/c]
0 1 2 3 40

0.2

0.4

0.6

0.8

1
π
µ

Efficiency
Purity

θParticle cos
1− 0.5− 0 0.5 10

0.2

0.4

0.6

0.8

1
π
µ

Efficiency
Purity

]2/c2 [GeV2Q
0 1 2 3 40

0.2

0.4

0.6

0.8

1

Efficiency
Purity

]2W [GeV/c
1 1.5 2 2.5 30

0.2

0.4

0.6

0.8

1

Efficiency
Purity

FIG. 6. The event selection e�ciency (solid) and purity
(dashed) curves as a function of each measured variable. The
top plots show the particle momentum (left) and polar angle
(right) with purple and green curves describing the muon and
⇡0 kinematics, respectively. The bottom plots give the e�-
ciency and purity as a function of Q2 (left) and W (right).

6. CROSS-SECTION ANALYSIS490

Flux-averaged, di↵erential cross sections in final state491

kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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TABLE II. The event counts in data and predicted by simula-
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502
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As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516
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bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521
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For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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Flux-averaged, di↵erential cross sections in final state491

kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
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interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502
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CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514
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formed in each kinematic bin independent of neighboring518
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events in a particular bin of p⇡ before and after fitting to520

data.521
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kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526
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particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502
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signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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Here, x is the kinematic variable of interest, i refers to a465

particular bin, �xi is the bin width, NT is the number of466

interaction targets, � is the integrated flux through the467

detector, and ✏i is the detection e�ciency in the given468

bin. Ŝ is a histogram that gives the signal estimate,469

using simulation constrained by data, in reconstructed470

bins of x. U refers to an unfolding procedure (described471

in Sec. 6.2) which corrects for smearing e↵ects and any472

estimator bias in the kinematic reconstruction process.473

6.1. Constraint on Simulated Signal474

As shown in Fig. 5, the CC⇡0ID distributions for the475

CC⇡0 signal and various categories of background each476

have their own distinctive shape. The signal and back-477

ground normalizations are thus determined via a fit of478

the CC⇡0ID distributions to the observed data. The fit479

is performed in each kinematic bin independent of other480

4⇥ 2⇥ 0 2 4

1

2

3

Data
Signal

CC Backgroundµ⇤
Outside Kinematic Region

CCµ⇤Non 

FIG. 7. An example fit to data in CC⇡0ID for events recon-
structed with 0.8 < p⇡ < 1.0 GeV/c. The left compares the
unconstrained simulated CC⇡0ID distribution and data while
the right shows the simulation after constraining signal and
background normalizations.

bins. Of the three background categories, the non-⌫µ481

CC background and the background of CC⇡0 that fail482

the kinematic requirements are both held fixed in the483

fit since they represent small populations, at 3.2% and484

0.2%, respectively. The remaining (⌫µ CC) background485

and signal normalizations are fit to the observed data486

distributions. The signal and background normalizations487

float independently and without penalty. As an example,488

the CC⇡0ID distribution is shown in Fig. 7 for events in489

a representative bin of p⇡ before and after fitting to data.490

6.2. Signal Unfolding491

For each variable, the signal estimate is unfolded to492

deconvolve reconstruction e↵ects in the kinematic vari-493

able estimation. The estimated true signal kinematics494

are unfolded using the D’Agostini method [32, 33] with495

two iterations using the migration matrix predicted in496

simulation. The number of iterations was chosen to min-497

imize the total uncertainty, comprising statistical error498

induced by under-regularized unfolding and systematic499

errors induced by relying too heavily on the simulation500

in an over-regularized procedure.501

6.3. Nuclear Target Count502

Since the NOvA detector is not made of any single503

material, the result is presented as a cross section per504

nucleon. The list of constituent elements is shown in Ta-505

ble III. The detector is largely CH2 with notable portions506

of oxygen, chlorine, and titanium with hAi = 15.96. The507

mass of the fiducial volume is 35,430 kg with a nucleon508

count of 2.12⇥1031. This is known to better than 1% as509

described in Sec. 7.1.510

Da
ta
/F
it

8

8

ID0πCC
4− 2− 0 2 4

 P
O

T
20

10×
 E

ve
nt

s 
/ 3

.7
2

3
10

0

10

20

30

40 Signal
 CC Backgroundµν

Outside Kinematic Region
 CCµνNon-

FIG. 5. The CC⇡0ID distribution for all selected events
showing clear discrimination between signal and backgrounds.
Backgrounds are primarily ⌫µ CC events, with non-⌫µ CC
events and CC⇡0 events that fail the true kinematic restric-
tions adding background at a small level.

Momentum [GeV/c]
0 1 2 3 40

0.2

0.4

0.6

0.8

1
π
µ

Efficiency
Purity

θParticle cos
1− 0.5− 0 0.5 10

0.2

0.4

0.6

0.8

1
π
µ

Efficiency
Purity

]2/c2 [GeV2Q
0 1 2 3 40

0.2

0.4

0.6

0.8

1

Efficiency
Purity

]2W [GeV/c
1 1.5 2 2.5 30

0.2

0.4

0.6

0.8

1

Efficiency
Purity

FIG. 6. The event selection e�ciency (solid) and purity
(dashed) curves as a function of each measured variable. The
top plots show the particle momentum (left) and polar angle
(right) with purple and green curves describing the muon and
⇡0 kinematics, respectively. The bottom plots give the e�-
ciency and purity as a function of Q2 (left) and W (right).

6. CROSS-SECTION ANALYSIS490

Flux-averaged, di↵erential cross sections in final state491

kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.

Cut Nevts NGENIE E�ciency Purity
Basic Reco / Fiducial 2.192⇥106 1.44⇥106 85.1% 16.3%

Containment 517,317 400,797 32.8% 22.6%
NC Rejection 213,376 197,433 22.2% 31.0%

QE/Coh Rejection 197,858 186,779 22.0% 32.7%
Prong Quality 188,158 175,105 21.3% 33.6%

Kinematic Restriction 165,813 167,935 21.2% 34.8%
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521
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For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526
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fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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6. CROSS-SECTION ANALYSIS490

Flux-averaged, di↵erential cross sections in final state491

kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.
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Containment 517,317 400,797 32.8% 22.6%
NC Rejection 213,376 197,433 22.2% 31.0%
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
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e�ciencies are calculated relative to interactions within the
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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6. CROSS-SECTION ANALYSIS464

Flux-averaged cross sections di↵erential in final state
kinematic variables are presented below. Cross sections
are extracted in bins of the true kinematic variables.
These are defined by the equation
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Here, x is the kinematic variable of interest, i refers to a465

particular bin, �xi is the bin width, NT is the number of466

interaction targets, � is the integrated flux through the467

detector, and ✏i is the detection e�ciency in the given468

bin. Ŝ is a histogram that gives the signal estimate,469

using simulation constrained by data, in reconstructed470

bins of x. U refers to an unfolding procedure (described471

in Sec. 6.2) which corrects for smearing e↵ects and any472

estimator bias in the kinematic reconstruction process.473

6.1. Constraint on Simulated Signal474

As shown in Fig. 5, the CC⇡0ID distributions for the475

CC⇡0 signal and various categories of background each476

have their own distinctive shape. The signal and back-477

ground normalizations are thus determined via a fit of478

the CC⇡0ID distributions to the observed data. The fit479

is performed in each kinematic bin independent of other480
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FIG. 7. An example fit to data in CC⇡0ID for events recon-
structed with 0.8 < p⇡ < 1.0 GeV/c. The left compares the
unconstrained simulated CC⇡0ID distribution and data while
the right shows the simulation after constraining signal and
background normalizations.

bins. Of the three background categories, the non-⌫µ481

CC background and the background of CC⇡0 that fail482

the kinematic requirements are both held fixed in the483

fit since they represent small populations, at 3.2% and484

0.2%, respectively. The remaining (⌫µ CC) background485

and signal normalizations are fit to the observed data486

distributions. The signal and background normalizations487

float independently and without penalty. As an example,488

the CC⇡0ID distribution is shown in Fig. 7 for events in489

a representative bin of p⇡ before and after fitting to data.490

6.2. Signal Unfolding491

For each variable, the signal estimate is unfolded to492

deconvolve reconstruction e↵ects in the kinematic vari-493

able estimation. The estimated true signal kinematics494

are unfolded using the D’Agostini method [32, 33] with495

two iterations using the migration matrix predicted in496

simulation. The number of iterations was chosen to min-497

imize the total uncertainty, comprising statistical error498

induced by under-regularized unfolding and systematic499

errors induced by relying too heavily on the simulation500

in an over-regularized procedure.501

6.3. Nuclear Target Count502

Since the NOvA detector is not made of any single503

material, the result is presented as a cross section per504

nucleon. The list of constituent elements is shown in Ta-505

ble III. The detector is largely CH2 with notable portions506

of oxygen, chlorine, and titanium with hAi = 15.96. The507

mass of the fiducial volume is 35,430 kg with a nucleon508

count of 2.12⇥1031. This is known to better than 1% as509

described in Sec. 7.1.510
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6. CROSS-SECTION ANALYSIS490

Flux-averaged, di↵erential cross sections in final state491

kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.

Cut Nevts NGENIE E�ciency Purity
Basic Reco / Fiducial 2.192⇥106 1.44⇥106 85.1% 16.3%

Containment 517,317 400,797 32.8% 22.6%
NC Rejection 213,376 197,433 22.2% 31.0%

QE/Coh Rejection 197,858 186,779 22.0% 32.7%
Prong Quality 188,158 175,105 21.3% 33.6%
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.
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U(Ŝ)

⌘
i

NT ⇥ �⇥ ✏i
. (7)
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particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521
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For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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6. CROSS-SECTION ANALYSIS490

Flux-averaged, di↵erential cross sections in final state491

kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.

Cut Nevts NGENIE E�ciency Purity
Basic Reco / Fiducial 2.192⇥106 1.44⇥106 85.1% 16.3%

Containment 517,317 400,797 32.8% 22.6%
NC Rejection 213,376 197,433 22.2% 31.0%

QE/Coh Rejection 197,858 186,779 22.0% 32.7%
Prong Quality 188,158 175,105 21.3% 33.6%

Kinematic Restriction 165,813 167,935 21.2% 34.8%
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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Flux-averaged, di↵erential cross sections in final state491

kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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6. CROSS-SECTION ANALYSIS464

Flux-averaged cross sections di↵erential in final state
kinematic variables are presented below. Cross sections
are extracted in bins of the true kinematic variables.
These are defined by the equation
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Here, x is the kinematic variable of interest, i refers to a465

particular bin, �xi is the bin width, NT is the number of466

interaction targets, � is the integrated flux through the467

detector, and ✏i is the detection e�ciency in the given468

bin. Ŝ is a histogram that gives the signal estimate,469

using simulation constrained by data, in reconstructed470

bins of x. U refers to an unfolding procedure (described471

in Sec. 6.2) which corrects for smearing e↵ects and any472

estimator bias in the kinematic reconstruction process.473

6.1. Constraint on Simulated Signal474

As shown in Fig. 5, the CC⇡0ID distributions for the475

CC⇡0 signal and various categories of background each476

have their own distinctive shape. The signal and back-477

ground normalizations are thus determined via a fit of478

the CC⇡0ID distributions to the observed data. The fit479

is performed in each kinematic bin independent of other480
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FIG. 7. An example fit to data in CC⇡0ID for events recon-
structed with 0.8 < p⇡ < 1.0 GeV/c. The left compares the
unconstrained simulated CC⇡0ID distribution and data while
the right shows the simulation after constraining signal and
background normalizations.

bins. Of the three background categories, the non-⌫µ481

CC background and the background of CC⇡0 that fail482

the kinematic requirements are both held fixed in the483

fit since they represent small populations, at 3.2% and484

0.2%, respectively. The remaining (⌫µ CC) background485

and signal normalizations are fit to the observed data486

distributions. The signal and background normalizations487

float independently and without penalty. As an example,488

the CC⇡0ID distribution is shown in Fig. 7 for events in489

a representative bin of p⇡ before and after fitting to data.490

6.2. Signal Unfolding491

For each variable, the signal estimate is unfolded to492

deconvolve reconstruction e↵ects in the kinematic vari-493

able estimation. The estimated true signal kinematics494

are unfolded using the D’Agostini method [32, 33] with495

two iterations using the migration matrix predicted in496

simulation. The number of iterations was chosen to min-497

imize the total uncertainty, comprising statistical error498

induced by under-regularized unfolding and systematic499

errors induced by relying too heavily on the simulation500

in an over-regularized procedure.501

6.3. Nuclear Target Count502

Since the NOvA detector is not made of any single503

material, the result is presented as a cross section per504

nucleon. The list of constituent elements is shown in Ta-505

ble III. The detector is largely CH2 with notable portions506

of oxygen, chlorine, and titanium with hAi = 15.96. The507

mass of the fiducial volume is 35,430 kg with a nucleon508

count of 2.12⇥1031. This is known to better than 1% as509

described in Sec. 7.1.510
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Flux-averaged, di↵erential cross sections in final state491

kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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⇡0 kinematics, respectively. The bottom plots give the e�-
ciency and purity as a function of Q2 (left) and W (right).
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Flux-averaged, di↵erential cross sections in final state491

kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.
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Here, x is the kinematic variable of interest, i refers to a495

particular bin, �xi is the bin width, NT is the number of496

interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527
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x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502

6.1. Constraint on Simulated Signal503

As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526

[28, 29] with two iterations using the migration matrix527

8

ID0πCC
4− 2− 0 2 4

 P
O

T
20

10×
 E

ve
nt

s 
/ 3

.7
2

3
10

0

10

20

30

40 Signal
 CC Backgroundµν

Outside Kinematic Region
 CCµνNon-

FIG. 5. The CC⇡0ID distribution for all selected events
showing clear discrimination between signal and backgrounds.
Backgrounds are primarily ⌫µ CC events, with non-⌫µ CC
events and CC⇡0 events that fail the true kinematic restric-
tions adding background at a small level.

Momentum [GeV/c]
0 1 2 3 40

0.2

0.4

0.6

0.8

1
π
µ

Efficiency
Purity

θParticle cos
1− 0.5− 0 0.5 10

0.2

0.4

0.6

0.8

1
π
µ

Efficiency
Purity

]2/c2 [GeV2Q
0 1 2 3 40

0.2

0.4

0.6

0.8

1

Efficiency
Purity

]2W [GeV/c
1 1.5 2 2.5 30

0.2

0.4

0.6

0.8

1

Efficiency
Purity

FIG. 6. The event selection e�ciency (solid) and purity
(dashed) curves as a function of each measured variable. The
top plots show the particle momentum (left) and polar angle
(right) with purple and green curves describing the muon and
⇡0 kinematics, respectively. The bottom plots give the e�-
ciency and purity as a function of Q2 (left) and W (right).

6. CROSS-SECTION ANALYSIS490

Flux-averaged, di↵erential cross sections in final state491

kinematic variables are presented below. Cross sections492

are extracted in bins of the true kinematic variables.493

These are defined by the equation:494

TABLE II. The event counts in data and predicted by simula-
tion at various stages of the selection. All simulated numbers
are scaled to the data exposure of 3.72 ⇥ 1020 POT. Signal
e�ciencies are calculated relative to interactions within the
true fiducial volume.

Cut Nevts NGENIE E�ciency Purity
Basic Reco / Fiducial 2.192⇥106 1.44⇥106 85.1% 16.3%

Containment 517,317 400,797 32.8% 22.6%
NC Rejection 213,376 197,433 22.2% 31.0%

QE/Coh Rejection 197,858 186,779 22.0% 32.7%
Prong Quality 188,158 175,105 21.3% 33.6%

Kinematic Restriction 165,813 167,935 21.2% 34.8%

✓
d�

dx

◆

i

=
1

�xi

⇣
U(Ŝ)
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interaction targets, � is the integrated flux through the497
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bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502
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nal and background are constrained with data by fitting506
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the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509
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3.2% and 0.2%, respectively. The remaining background514
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data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523
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kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526
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interaction targets, � is the integrated flux through the497

detector, and ✏i is the detection e�ciency in the given498

bin. Ŝ is a histogram that gives the signal estimate, using499

simulation constrained by data, in reconstructed bins of500

x. U refers to an unfolding procedure which corrects for501

smearing e↵ects in the reconstruction process.502
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As shown in Fig. 5, the CC⇡0ID distribution separates504

signal CC⇡0 from various background types. The sig-505

nal and background are constrained with data by fitting506

the simulated prediction for signal and background to507

the observed CC⇡0ID spectrum. Fitting over the entire508

CC⇡0ID variable allows a data-driven constraint of the509

background normalization in every kinematic bin.510

The background that is not ⌫µ CC and the background511

of CC⇡0 that fail the kinematic requirements are both512

fixed in the fit since they represent small populations, at513

3.2% and 0.2%, respectively. The remaining background514

and the signal normalizations are fit to the observed data515

distribution. The signal and background normalization516

float independently and without penalty. The fit is per-517

formed in each kinematic bin independent of neighboring518

bins. The CC⇡0ID distribution is shown in Fig. 7 for519

events in a particular bin of p⇡ before and after fitting to520

data.521

6.2. Signal Unfolding522

For each variable, the signal estimate is unfolded to de-523

convolve detector smearing and resolution e↵ects in the524

kinematic variable estimation. The estimated true sig-525

nal kinematics are unfolded using the D’Agostini method526
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Here, x is the kinematic variable of interest, i refers to a465

particular bin, �xi is the bin width, NT is the number of466

interaction targets, � is the integrated flux through the467

detector, and ✏i is the detection e�ciency in the given468

bin. Ŝ is a histogram that gives the signal estimate,469

using simulation constrained by data, in reconstructed470

bins of x. U refers to an unfolding procedure (described471

in Sec. 6.2) which corrects for smearing e↵ects and any472

estimator bias in the kinematic reconstruction process.473

6.1. Constraint on Simulated Signal474

As shown in Fig. 5, the CC⇡0ID distributions for the475

CC⇡0 signal and various categories of background each476

have their own distinctive shape. The signal and back-477

ground normalizations are thus determined via a fit of478

the CC⇡0ID distributions to the observed data. The fit479

is performed in each kinematic bin independent of other480
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FIG. 7. An example fit to data in CC⇡0ID for events recon-
structed with 0.8 < p⇡ < 1.0 GeV/c. The left compares the
unconstrained simulated CC⇡0ID distribution and data while
the right shows the simulation after constraining signal and
background normalizations.

bins. Of the three background categories, the non-⌫µ481

CC background and the background of CC⇡0 that fail482

the kinematic requirements are both held fixed in the483

fit since they represent small populations, at 3.2% and484

0.2%, respectively. The remaining (⌫µ CC) background485

and signal normalizations are fit to the observed data486

distributions. The signal and background normalizations487

float independently and without penalty. As an example,488

the CC⇡0ID distribution is shown in Fig. 7 for events in489

a representative bin of p⇡ before and after fitting to data.490

6.2. Signal Unfolding491

For each variable, the signal estimate is unfolded to492

deconvolve reconstruction e↵ects in the kinematic vari-493

able estimation. The estimated true signal kinematics494

are unfolded using the D’Agostini method [32, 33] with495

two iterations using the migration matrix predicted in496

simulation. The number of iterations was chosen to min-497

imize the total uncertainty, comprising statistical error498

induced by under-regularized unfolding and systematic499

errors induced by relying too heavily on the simulation500

in an over-regularized procedure.501

6.3. Nuclear Target Count502

Since the NOvA detector is not made of any single503

material, the result is presented as a cross section per504

nucleon. The list of constituent elements is shown in Ta-505

ble III. The detector is largely CH2 with notable portions506

of oxygen, chlorine, and titanium with hAi = 15.96. The507

mass of the fiducial volume is 35,430 kg with a nucleon508

count of 2.12⇥1031. This is known to better than 1% as509

described in Sec. 7.1.510

11

FIG. 9. The reconstructed ⇡0 mass calculated from the di-
photon invariant mass in a small subsample of selected events
with only three reconstructed particles.

sample of two-prong NC⇡0 events. Both prongs are re-672

quired to have dE/dx, reconstructed energy gaps, and673

prong length consistent with a photon. Additionally, the674

reconstructed invariant mass must lie near m⇡0 . This se-675

lection gives an 82.1% pure sample of photons. Protons676

are selected in two-prong events that pass a ⌫µ CC selec-677

tion [36]. To identify events whose secondary prong was678

a proton, first, the reconstructed angle between the muon679

and proton candidate prongs must have cos ✓µp > �0.8680

to remove a reconstruction failure that can split a muon681

track into two by mis-reconstructing the vertex. Second,682

the proton direction inferred from the quasi-elastic for-683

mula [37] using the observed muon kinematics is required684

to be coincident with the observed prong direction. The685

criterion is cos ✓(ppr
p , pQE

p ) > 0.9, where ppr
p is the proton686

momentum determined by the prong reconstruction and687

pQE
p is the proton momentum inferred by the quasi-elastic688

formula. This gives an 82.9% pure sample of protons.689

An area-normalized comparison of CC⇡0ID in data and690

simulation with shape-only detector response systematic691

errors for these two samples is shown in Fig. 10. The692

shape di↵erences between data and simulation lie within693

the estimated error band and thus adequately addresses694

the relevant uncertainties in the response of the CC⇡0ID695

to signal particles and the most important backgrounds.696

7.7. Total Systematic Uncertainty697

The total systematic error, as a function of measured698

p⇡ and Q2, is shown in Fig. 11. The systematic uncer-699

tainty on the total cross section, broken down by each700

source, is shown in Table IV. The dominant systematic701

uncertainties on the total cross section are those due to702

flux modeling and light level.703

FIG. 10. The CC⇡0ID distribution for a control sample of
photons (left) and protons (right). Simulation and data have
been area normalized to suppress overall normalization un-
certainties. Each bottom panel shows the ratio of data to
simulation, with an error band from detector response uncer-
tainties.
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FIG. 11. The systematic uncertainty budget as a function
of ⇡0 momentum (top) and Q2 (bottom). No single error
source dominates the measurement uncertainty throughout
the whole kinematic range.

8. ANALYSIS RESULTS704

In general, a 7.5% larger total cross section is observed705

compared to the GENIE prediction, though results are706

within the systematic error associated with flux normal-707

FIG. 7. An example fit to data in CCπ0ID for events recon-
structed with 0.8 < pπ < 1.0GeV/c. The left panel compares
the unconstrained simulated CCπ0ID distribution and data
while the right shows the simulation after constraining signal
and background normalizations.

TABLE III. The mass of the fiducial volume, broken down
by element. Trace amounts of nitrogen, sodium, sulphur, cal-
cium, and tin are present and accounted for in simulation.

Element Mass [kg] Nucleon Count Mass Fraction
H 3814.5 2.28× 1030 0.108
C 23650 1.41× 1031 0.667
O 1050 6.30× 1029 0.030
Cl 5690 3.40× 1030 0.161
Ti 1140 6.81× 1029 0.032

Other 95 5.7× 1028 0.003

selected given its excellent robustness to the dominant
analysis uncertainties, as demonstrated using sets of sys-
tematically fluctuated fake data.

6.3. Nuclear Target Count

Since the NOvA detector consists of a mixture of mate-
rials, the result is presented as a cross section per nucleon.
The list of constituent elements is shown in Table III. The
detector is largely CH2 with notable portions of oxygen,
chlorine, and titanium, with ⟨A⟩ = 15.96. The mass of
the fiducial volume is 35,430 kg with a nucleon count of
2.12×1031. This is known to better than 1% as described
in Sec. 7.1.

6.4. Integrated Flux

As described in Sec. 3.1, the NuMI flux simulation is
constrained with external hadron production data using
the PPFX package [16]. The integrated flux through the
detector in the analyzed energy range is 87.0 νµ / cm2 /
1010 POT.

6.5. Efficiency Correction

Selection efficiencies for each of the variables are calcu-
lated with the simulation as a function of the true kine-
matics, shown in Fig. 6. The efficiency is defined as the
ratio of selected signal events to the true number of sig-
nal events generated in the fiducial volume. For the pur-
poses of this calculation, the fiducial volume cut in the
selection is truth based rather than reconstruction based
to account for the compensation for those events that
nominally leak out of the fiducial volume, as discussed in
Sec. 5.4.

7. SYSTEMATIC UNCERTAINTY

Several sources of systematic uncertainty are consid-
ered, classified into five separate groups: event normal-
ization, neutrino flux, neutrino cross sections, uncer-
tainty in the π± → π0 CX cross section, and detector
response. For each source of uncertainty within these
categories, cross-section covariance matrices are deter-
mined by repeating the cross-section measurement many
times using an ensemble of altered versions of the simu-
lation, where each alteration takes a random adjustment
for the error source of interest chosen from its Gaussian
distribution.
The final reported cross-section covariance matrices

include these systematic uncertainties as well as (much
smaller) statistical uncertainties.

7.1. Data Normalization Uncertainties

Three sources contribute to the normalization uncer-
tainty. The fiducial mass, and thus the number of nucleon
targets in the fiducial volume, is known to 0.7%. Varia-
tion in beam intensity, and thus also event pile-up, leads
to no more than a 0.5% effect on event reconstruction ef-
ficiency, as the event-isolating step of the reconstruction
(Sec. 5.1) is highly effective. A 1.9% uncertainty from
modeling of particle containment is calculated by exam-
ining the differences of extracted cross sections between
the inner and outer halves of the fiducial volume. The
uncertainty associated with POT counting and events in-
teracting in the rock surrounding the detector were cal-
culated but are negligible. The overall normalization un-
certainty is 2.1%.

7.2. Flux Uncertainties

Two broad sources of flux systematic uncertainty were
assessed. One comes from hadronization during the pro-
ton beam’s initial collisions with the NuMI target. The
PPFX prediction [16] was used to calculate the corre-
sponding uncertainty on the NuMI flux – about 8% near
the beam peak. Systematic uncertainties from beam
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transport were also assessed. These correspond to multi-
ple aspects of the neutrino beamline such as horn current,
horn position, proton beam position on the target, beam
spot size, and bending from the Earth’s magnetic field
in the decay pipe. These transport effects taken together
lead to flux uncertainties around 5% near the beam peak.

7.3. Neutrino Cross-Section Uncertainties

The effect of neutrino interaction uncertainties is cal-
culated using the GENIE event reweighting infrastruc-
ture [38]. Only systematic sources producing greater
than a 0.5% effect on the selected event rate are explic-
itly included in the analysis. These include sources that
affect GENIE’s prediction for resonant and DIS events in
the sample and modify the model by which initially pro-
duced particles undergo FSI. The effect of any excluded
GENIE systematic parameters was verified to have a neg-
ligible impact on the result.

Additionally, GENIE only calculates an uncertainty for
DIS events with W < 2GeV/c2. To treat the remaining
DIS events, a 15% normalization uncertainty is added
for DIS events at higher W , as motivated by neutrino
scattering data [39].

7.4. Particle Tracking Cross-Section Uncertainties

According to simulation, about a quarter of the νµ CC
background events (cf. Fig. 5) contain a secondary π0

produced via hadronic interactions downstream in the
detector, typically through the charge exchange (CX) re-
action. Given the importance of this process, a final sys-
tematic uncertainty adjusts the simulated cross section
for π± → π0 CX. To bring in the most recent measure-
ments of the CX cross section, the central value and error
band used in this analysis were determined by fitting data
from the DUET experiment [40]. This data set offers a
factor of three more precise cross section than that used
to tune GEANT4 [41]. The fit increases the cross section
by 6.1% relative to the default simulation with a 14.6%
error band as shown in Fig. 8. The effect of uncertainty
in the shape of this cross section was also studied but
found to be negligible.

7.5. Detector Response Uncertainties

Uncertainty in the light yield of the liquid scintillator
is assessed by varying scintillator quenching parameters
simulated according to the Birks-Chou formula [25, 42]
given by

LY = A
dE
dx

1 + kB
dE
dx + kC

(
dE
dx

)2 . (10)
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FIG. 8. A comparison of the Ashery [38] and DUET [37] mea-
surements of the ⇡+ ! ⇡0 CX cross section and the spread
in cross section of the NOvA simulation consistent with these
results. A 68.3% confidence interval for the range of scale
factors applied to the nominal simulation was calculated as
1.061 ± 0.146 from a fit to the DUET data.

Additionally, GENIE only calculates an uncertainty for
DIS events with W < 2 GeV/c2. To treat the remaining
DIS events, a 15% normalization uncertainty is added
for DIS events at higher W , as motivated by neutrino
scattering data [36].

7.4. Particle Tracking Cross-Section Uncertainties

A final cross-section systematic source, relating to
tracking of particles through matter, adjusts the simu-
lated cross section for the ⇡± ! ⇡0 CX process. To bring
in the most recent measurements of the CX cross section,
the central value and error band used in this analysis were
determined by fitting data from the DUET experiment
[37]. This data set o↵ers a factor of three more precise
cross section than that used to tune GEANT4 [38]. The
fit increases the cross section by 6.1% relative to the de-
fault simulation with a 14.6% error band as shown in
Fig. 8. The e↵ect of uncertainty in the shape of this
cross section was also studied but found to be negligible.

7.5. Detector Response Uncertainties

Uncertainty in the light yield of the liquid scintillator
is assessed by varying scintillator quenching parameters
simulated according to the Birks-Chou formula [23, 39]
given by

LY = A
dE
dx

1 + kB
dE
dx + kC

�
dE
dx

�2 . (9)

The Birks-Chou parameters were fit to data us-
ing the dE/dX of stopping protons whose track

Reconstructed Mass [MeV]
0 100 200 300 400 500

20
10◊

Ev
en

ts
 / 

3.
72

0

50

100

150

200

250 Data
Total MC
Background
Misreconstructed
Signal

PO
T

FIG. 9. The reconstructed ⇡0 mass from the small subsample
of fully reconstructed µ�� candidate events.

length was greater than 1 m. This fit produced
an anomalously high value kB = 0.046 cm/MeV with
kC = �0.00058 cm2/MeV2, versus typical values for or-
ganic liquid scintillators of kB ⇡ 0.01 cm/MeV. Borex-
ino measured kB = 0.01055 cm/MeV [40] in a similar
scintillator blend to NOvA’s. The discrepancy is ex-
plained by the lack of a Cherenkov light component in
the default simulation. (Studies using a later version
of the NOvA simulation that includes Cherenkov light
yield kB = 0.012 cm/MeV with kC = 0.) To compen-
sate for this known shortcoming of the simulation used
here, a systematic uncertainty was calculated by taking
the di↵erence in the cross sections determined using the
default simulation and a shifted simulation that assumes
kB = 0.012 cm/MeV.

A set of detector calibration uncertainties are also in-
cluded. One class of uncertainties varies the energy of the
photon candidate by 2% and the remaining hadronic en-
ergy by 5%. The hadronic energy uncertainty originates
from a comparison of the simulated dE/dx profile of stop-
ping protons to data. The photon energy uncertainty is
determined by data/simulation comparisons of electrons
from muon decay. For photons, an additional gauge of
the quality of the energy scale calibration is provided by
the ⇡0 invariant mass, as reconstructed using a subset of
the CC⇡0 sample with only three reconstructed particles
consistent with a µ��� topology. As shown in Fig. 9, the
peak of the mass spectrum observed in data lies within
1% of the simulated peak, well within the assessed 2%
energy scale uncertainty.

A separate calibration uncertainty relates to the spatial
variation in the collection and transport of light from
energy depositions at various positions along the length
of a detector cell. While this uncertainty has a much
smaller e↵ect on the resulting cross-section measurement,
its impact is not completely negligible in some regions of
kinematic space, and thus it is included throughout.

FIG. 8. A comparison of the Ashery [41] and DUET [40] mea-
surements of the π+ → π0 CX cross section and the spread
in cross section of the NOvA simulation consistent with these
results. A 68.3% confidence interval for the range of scale
factors applied to the nominal simulation was calculated as
1.061± 0.146 from a fit to the DUET data.

The Birks-Chou parameters were fit to data us-
ing the dE/dX of stopping protons whose track
length was greater than 1m. This fit produced
an anomalously high value kB = 0.046 cm/MeV with
kC = −0.00058 cm2/MeV2, versus typical values for or-
ganic liquid scintillators of kB ≈ 0.01 cm/MeV. Borex-
ino measured kB = 0.01055 cm/MeV [43] in a similar
scintillator blend to NOvA’s. The discrepancy is ex-
plained by the lack of a Cherenkov light component in
the default simulation. (Studies using a later version
of the NOvA simulation that includes Cherenkov light
yield kB = 0.012 cm/MeV with kC = 0.) To compen-
sate for this known shortcoming of the simulation used
here, a systematic uncertainty was calculated by taking
the difference in the cross sections determined using the
default simulation and a shifted simulation that assumes
kB = 0.012 cm/MeV.
A set of detector calibration uncertainties are also in-

cluded. One class of uncertainties varies the energy of the
photon candidate by 2% and the remaining hadronic en-
ergy by 5%. The hadronic energy uncertainty originates
from a comparison of the simulated dE/dx profile of stop-
ping protons to data. The photon energy uncertainty is
determined by data/simulation comparisons of electrons
from muon decay. For photons, an additional gauge of
the quality of the energy scale calibration is provided by
the π0 invariant mass, as reconstructed using a subset of
the CCπ0 sample with only three reconstructed particles
consistent with a µ−γγ topology. As shown in Fig. 9, the
peak of the mass spectrum observed in data lies within
1% of the simulated peak, well within the assessed 2%
energy scale uncertainty.

A separate calibration uncertainty relates to the spatial
variation in the collection and transport of light from
energy depositions at various positions along the length
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FIG. 8. A comparison of the Ashery [37] and DUET [36] mea-
surements of the ⇡+ ! ⇡0 CX cross section and the spread
in cross section of the NOvA simulation consistent with these
results. A 68.3% confidence interval for the range of scale
factors applied to the nominal simulation was calculated as
1.061±0.146 from a fit to the DUET data.
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photon invariant mass in a small subsample of selected events
with only three reconstructed particles.
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FIG. 8. A comparison of the Ashery [37] and DUET [36] mea-
surements of the ⇡+ ! ⇡0 CX cross section and the spread
in cross section of the NOvA simulation consistent with these
results. A 68.3% confidence interval for the range of scale
factors applied to the nominal simulation was calculated as
1.061±0.146 from a fit to the DUET data.
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FIG. 9. The reconstructed ⇡0 mass calculated from the di-
photon invariant mass in a small subsample of selected events
with only three reconstructed particles.
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FIG. 9. The reconstructed π0 mass from the small subsample
of fully reconstructed µγγ candidate events.

of a detector cell. While this uncertainty has a much
smaller effect on the resulting cross-section measurement,
its impact is not completely negligible in some regions of
kinematic space, and thus it is included throughout.

7.6. Tests of the Estimated Detector Response
Error Band

High-purity samples of photons and protons were de-
veloped to test the estimated detector response system-
atic error band. Photons are selected from a high-purity
sample of two-prong NCπ0 events. Both prongs are re-
quired to have dE/dx, reconstructed energy gaps, and
prong length consistent with a photon. Additionally, the
reconstructed invariant mass must lie near mπ0 . This se-
lection gives an 82.1% pure sample of photons. Protons
are selected in two-prong events that pass a νµ CC selec-
tion [44]. To identify events whose secondary prong was
a proton, first, the reconstructed angle between the muon
and proton candidate prongs must have cos θµp > −0.8
to remove a reconstruction failure that can split a muon
track into two by mis-reconstructing the vertex. Second,
the proton direction inferred from the quasi-elastic for-
mula [45] using only the observed muon kinematics is
required to be coincident with the observed prong direc-
tion; the criterion is p̂pr

p · p̂QE
p > 0.9, where p̂pr

p is the
unit vector proton direction determined by the prong re-
construction and p̂QE

p is that determined using the quasi-
elastic formula. This gives an 82.9% pure sample of pro-
tons.

An area-normalized comparison of CCπ0ID in data
and simulation with shape-only detector response sys-
tematic errors for these two samples is shown in Fig. 10.
The differences observed between data and simulation lie
well within the estimated error band, offering a level of
confirmation that the systematic treatment adequately
addresses the relevant uncertainties in the response of
CCπ0ID to signal particles and the most important back-
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FIG. 9. The reconstructed ⇡0 mass calculated from the di-
photon invariant mass in a small subsample of selected events
with only three reconstructed particles.
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the proton direction inferred from the quasi-elastic for-683
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p ) > 0.9, where ppr
p is the proton686

momentum determined by the prong reconstruction and687

pQE
p is the proton momentum inferred by the quasi-elastic688

formula. This gives an 82.9% pure sample of protons.689

An area-normalized comparison of CC⇡0ID in data and690

simulation with shape-only detector response systematic691

errors for these two samples is shown in Fig. 10. The692

shape di↵erences between data and simulation lie within693

the estimated error band and thus adequately addresses694

the relevant uncertainties in the response of the CC⇡0ID695

to signal particles and the most important backgrounds.696

7.7. Total Systematic Uncertainty697

The total systematic error, as a function of measured698

p⇡ and Q2, is shown in Fig. 11. The systematic uncer-699

tainty on the total cross section, broken down by each700

source, is shown in Table IV. The dominant systematic701

uncertainties on the total cross section are those due to702
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FIG. 10. The CC⇡0ID distribution for a control sample of
photons (left) and protons (right). Simulation and data have
been area normalized to suppress overall normalization un-
certainties. Each bottom panel shows the ratio of data to
simulation, with an error band from detector response uncer-
tainties.
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FIG. 11. The systematic uncertainty budget as a function
of ⇡0 momentum (top) and Q2 (bottom). No single error
source dominates the measurement uncertainty throughout
the whole kinematic range.
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with only three reconstructed particles.
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TABLE IV. The effect of each systematic uncertainty on the
extracted total cross section. The flux uncertainties are the
largest source of systematic error, with large contributions
from the light level, calibration, π± charge exchange, and the
neutrino interaction model.

Systematic Source Rel. Error
Normalization 2.1%

Flux 8.3%
Neutrino Interaction Model 4.6%

π± Charge Exchange 3.8%
Light Level 6.8%
Calibration 2.6%

Quadrature Sum 12.5%

grounds.

7.7. Total Systematic Uncertainty

The total systematic error, as a function of measured
pπ and Q2, is shown in Fig. 11. The systematic uncer-
tainty on the total cross section, broken down by each
source, is shown in Table IV.

8. ANALYSIS RESULTS

The sections that follow discuss the measured differen-
tial cross sections in each kinematic variable and the total
cross section, with comparisons to the reference GENIE
model throughout. In general, a 7.5% larger total cross
section is observed compared to the GENIE prediction,
though results are within the systematic error associated
with flux normalization.
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TABLE IV. The e↵ect of each systematic on the extracted to-
tal cross section. The flux uncertainties are the largest source
of systematic error, with large contributions from the light
level, calibration, ⇡± charge exchange, and the neutrino in-
teraction model.

Systematic Source Rel. Error
Normalization 2.1%

Neutrino Interaction Model 4.6%
⇡± Charge Exchange 3.8%

Flux 8.3%
Light Level 6.8%
Calibration 2.6%

Quadrature Sum 12.5%

tion; the criterion is p̂pr
p · p̂QE

p > 0.9, where p̂pr
p is the658

unit vector proton direction determined by the prong re-659

construction and p̂QE
p is that determined using the quasi-660

elastic formula. This gives an 82.9% pure sample of pro-661

tons.662
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well within the estimated error band, o↵ering a level of667
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grounds.671
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tainty on the total cross section, broken down by each675
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FIG. 11. The systematic uncertainty budget as a function
of ⇡0 momentum (top) and Q2 (bottom). No single uncer-
tainty source dominates the overall measurement uncertainty
throughout the whole kinematic range.
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source dominates the measurement uncertainty throughout
the whole kinematic range.

8. ANALYSIS RESULTS704

In general, a 7.5% larger total cross section is observed705

compared to the GENIE prediction, though results are706

within the systematic error associated with flux normal-707

11

FIG. 9. The reconstructed ⇡0 mass calculated from the di-
photon invariant mass in a small subsample of selected events
with only three reconstructed particles.

sample of two-prong NC⇡0 events. Both prongs are re-672

quired to have dE/dx, reconstructed energy gaps, and673

prong length consistent with a photon. Additionally, the674

reconstructed invariant mass must lie near m⇡0 . This se-675

lection gives an 82.1% pure sample of photons. Protons676

are selected in two-prong events that pass a ⌫µ CC selec-677

tion [36]. To identify events whose secondary prong was678

a proton, first, the reconstructed angle between the muon679

and proton candidate prongs must have cos ✓µp > �0.8680

to remove a reconstruction failure that can split a muon681

track into two by mis-reconstructing the vertex. Second,682

the proton direction inferred from the quasi-elastic for-683

mula [37] using the observed muon kinematics is required684

to be coincident with the observed prong direction. The685

criterion is cos ✓(ppr
p , pQE

p ) > 0.9, where ppr
p is the proton686

momentum determined by the prong reconstruction and687

pQE
p is the proton momentum inferred by the quasi-elastic688

formula. This gives an 82.9% pure sample of protons.689

An area-normalized comparison of CC⇡0ID in data and690

simulation with shape-only detector response systematic691

errors for these two samples is shown in Fig. 10. The692

shape di↵erences between data and simulation lie within693

the estimated error band and thus adequately addresses694

the relevant uncertainties in the response of the CC⇡0ID695

to signal particles and the most important backgrounds.696

7.7. Total Systematic Uncertainty697

The total systematic error, as a function of measured698

p⇡ and Q2, is shown in Fig. 11. The systematic uncer-699

tainty on the total cross section, broken down by each700

source, is shown in Table IV. The dominant systematic701

uncertainties on the total cross section are those due to702

flux modeling and light level.703

FIG. 10. The CC⇡0ID distribution for a control sample of
photons (left) and protons (right). Simulation and data have
been area normalized to suppress overall normalization un-
certainties. Each bottom panel shows the ratio of data to
simulation, with an error band from detector response uncer-
tainties.

 [GeV/c]
π

p0 0.5 1 1.5 2 2.5 3

Fr
ac

tio
na

l U
nc

er
ta

in
ty

0

0.1

0.2

0.3

0.4

0.5

Total Error
-Interactionν

 CX0π→±π

Light Level
Calibration
Flux

]2/c2 [GeV2Q
0 1 2 3 4

Fr
ac

tio
na

l U
nc

er
ta

in
ty

0

0.1

0.2

0.3

0.4

0.5

Total Error
-Interactionν

 CX0π→±π

Light Level
Calibration
Flux

FIG. 11. The systematic uncertainty budget as a function
of ⇡0 momentum (top) and Q2 (bottom). No single error
source dominates the measurement uncertainty throughout
the whole kinematic range.

8. ANALYSIS RESULTS704

In general, a 7.5% larger total cross section is observed705

compared to the GENIE prediction, though results are706

within the systematic error associated with flux normal-707

–4        –2          0          2          4

1.2

1

0.8

1.2

1

0.8
–4        –2          0          2          4

D
at

a/
M

C

D
at

a/
M

C

FIG. 10. The CC⇡0ID distribution for a control sample of
photons (left) and protons (right). Simulation and data have
been area normalized to suppress overall normalization un-
certainties. Each bottom panel shows the ratio of data to
simulation, with an error band from detector response uncer-
tainties.

TABLE IV. The e↵ect of each systematic on the extracted to-
tal cross section. The flux uncertainties are the largest source
of systematic error, with large contributions from the light
level, calibration, ⇡± charge exchange, and the neutrino in-
teraction model.

Systematic Source Rel. Error
Normalization 2.1%

Neutrino Interaction Model 4.6%
⇡± Charge Exchange 3.8%

Flux 8.3%
Light Level 6.8%
Calibration 2.6%

Quadrature Sum 12.5%

tion; the criterion is p̂pr
p · p̂QE

p > 0.9, where p̂pr
p is the658

unit vector proton direction determined by the prong re-659

construction and p̂QE
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tons.662

An area-normalized comparison of CC⇡0ID in data663

and simulation with shape-only detector response sys-664

tematic errors for these two samples is shown in Fig. 10.665
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FIG. 11. The systematic uncertainty budget as a function
of ⇡0 momentum (top) and Q2 (bottom). No single uncer-
tainty source dominates the overall measurement uncertainty
throughout the whole kinematic range.
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been area normalized to suppress overall normalization un-
certainties. Each bottom panel shows the ratio of data to
simulation, with an error band from detector response uncer-
tainties.
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FIG. 11. The systematic uncertainty budget as a function
of ⇡0 momentum (top) and Q2 (bottom). No single error
source dominates the measurement uncertainty throughout
the whole kinematic range.

8. ANALYSIS RESULTS704

In general, a 7.5% larger total cross section is observed705

compared to the GENIE prediction, though results are706

within the systematic error associated with flux normal-707
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been area normalized to suppress overall normalization un-
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simulation, with an error band from detector response uncer-
tainties.

TABLE IV. The e↵ect of each systematic on the extracted to-
tal cross section. The flux uncertainties are the largest source
of systematic error, with large contributions from the light
level, calibration, ⇡± charge exchange, and the neutrino in-
teraction model.

Systematic Source Rel. Error
Normalization 2.1%

Neutrino Interaction Model 4.6%
⇡± Charge Exchange 3.8%

Flux 8.3%
Light Level 6.8%
Calibration 2.6%

Quadrature Sum 12.5%

tion; the criterion is p̂pr
p · p̂QE

p > 0.9, where p̂pr
p is the658

unit vector proton direction determined by the prong re-659

construction and p̂QE
p is that determined using the quasi-660

elastic formula. This gives an 82.9% pure sample of pro-661

tons.662

An area-normalized comparison of CC⇡0ID in data663

and simulation with shape-only detector response sys-664

tematic errors for these two samples is shown in Fig. 10.665

The di↵erences observed between data and simulation lie666

well within the estimated error band, o↵ering a level of667

confirmation that the systematic treatment is adequately668

addressing the relevant uncertainties in the response of669

CC⇡0ID to signal particles and the most important back-670

grounds.671

7.7. Total Systematic Uncertainty672

The total systematic error, as a function of measured673

p⇡ and Q2, is shown in Fig. 11. The systematic uncer-674

tainty on the total cross section, broken down by each675

source, is shown in Table IV.676
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FIG. 11. The systematic uncertainty budget as a function
of ⇡0 momentum (top) and Q2 (bottom). No single uncer-
tainty source dominates the overall measurement uncertainty
throughout the whole kinematic range.

8. ANALYSIS RESULTS677

The sections that follow discuss the measured di↵eren-678

tial cross sections in each kinematic variable and the total679

cross section, with comparisons to the reference GENIE680

model throughout. In general, a 7.5% larger total cross681

section is observed compared to the GENIE prediction,682

though results are within the systematic error associated683

with flux normalization.684

8.1. Muon Kinematics685

The measured di↵erential cross sections in pµ and686

cos ✓µ, along with the GENIE predictions, are shown in687

Figs. 12 and 13, respectively. The predictions are sepa-688

rated into contributions from resonant and DIS scatter-689

ing along with pion multiplicity. Averaged over the flux,690

the multi-⇡ interactions account for 48% of the predicted691

total cross section. Multi-⇡ events are more dominant at692

low pµ where ⌫µ CC background events are more likely693

to be selected in ⌫e oscillation measurements. The cross694

section for pµ < 0.25 GeV/c is not reported due to the695

low e�ciency for reconstructing and tagging short muon696

tracks. GENIE predicts that this region represents 4%697

of the total cross section and is primarily populated by698

FIG. 11. The systematic uncertainty budget as a function
of π0 momentum (top) and Q2 (bottom). No single uncer-
tainty source dominates the overall measurement uncertainty
throughout the whole kinematic range.

8.1. Muon Kinematics

The measured differential cross sections in pµ and
cos θµ, along with the GENIE predictions, are shown in
Figs. 12 and 13, respectively. The predictions are sepa-
rated into contributions from resonant and DIS scatter-
ing along with pion multiplicity. Averaged over the flux,
multi-π interactions account for 48% of the predicted to-
tal cross section. Multi-π events are more dominant at
low pµ where νµ CC background events are more likely
to be selected in νe oscillation measurements. The cross
section for pµ < 0.25GeV/c is not reported due to the
low efficiency for reconstructing and tagging short muon
tracks. GENIE predicts that this region represents 4%
of the total cross section and is primarily populated by
DIS multi-π interactions.

In the lower panels the simulation is rescaled so that
the integrated cross section matches the measurement,
which allows trends in the comparison to be more readily
observed.

A χ2 can be calculated for this result to explore the
level of agreement between the measured and GENIE-
predicted cross sections:

χ2 =
∑

diM
−1
ij dj , (11)
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FIG. 12. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. pµ. For the absolute cross section, the GENIE
prediction is shown separated into resonant and DIS produc-
tion and by ⇡ multiplicity. In the bottom panel, the ratio of
the measured cross section to the GENIE prediction is also
shown in a subpanel.

model throughout. In general, a 7.5% larger total cross
section is observed compared to the GENIE prediction,
though results are within the systematic error associated
with flux normalization.

8.1. Muon Kinematics

The measured di↵erential cross sections in pµ and
cos ✓µ, along with the GENIE predictions, are shown in
Figs. 12 and 13, respectively. The predictions are sepa-
rated into contributions from resonant and DIS scatter-
ing along with pion multiplicity. Averaged over the flux,
multi-⇡ interactions account for 48% of the predicted to-
tal cross section. Multi-⇡ events are more dominant at
low pµ where ⌫µ CC background events are more likely
to be selected in ⌫e oscillation measurements. The cross
section for pµ < 0.25 GeV/c is not reported due to the
low e�ciency for reconstructing and tagging short muon
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FIG. 13. As in Fig. 12, but for cos ✓µ.

tracks. GENIE predicts that this region represents 4%
of the total cross section and is primarily populated by
DIS multi-⇡ interactions.

In the lower panels the simulation is rescaled so that
the integrated cross section matches the measurement,
which allows trends in the comparison to be more readily
observed.

A �2 can be calculated for this result to explore the
level of agreement between the measured and GENIE-
predicted cross sections:

�2 =
X

diM
�1
ij dj , (10)

where di is the di↵erence between measured and pre-
dicted cross sections in bin i and M�1

ij is an element
of the inverse of the covariance matrix. The sum runs
over all bins in the kinematic variable of interest. The
area scaling applied for visualization purposes above is
not used here. We calculate �2/dof = 9.75/9 for the
di↵erential cross section in pµ and �2/dof = 5.26/11 for
the di↵erential cross section in cos ✓µ.
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FIG. 14. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. p⇡. For the absolute cross section, the GENIE
prediction is shown separated according to FSI channel; the
⇡ + p ! �(1232) resonance occurs around p⇡ = 0.3 GeV/c.
In the bottom panel, the ratio of the measured cross section
to the GENIE prediction is also shown in a subpanel.

8.2. ⇡0 Kinematics

The di↵erential cross sections in the ⇡0 kinematic vari-
ables are shown in Figs. 14 and 15. Here, the predicted
di↵erential cross sections are separated into final-state
interaction channels.

The p⇡ comparison yields a �2/dof = 21.49/16. There
is a slight preference for a higher-momentum distribution
in data, though consistent with the simulation given the
uncertainty. In the predicted p⇡ di↵erential cross section
there is a clear dip near p⇡ = 0.3 GeV/c. This stems
primarily from ⇡ + p ! �(1232) resonance production,
which is modeled in GENIE alongside a number of other
resonances and intranuclear hadronic processes.

For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos ✓⇡ < 0.5 region and in the
very forward-going direction. Such a flattening of the
peak could be evidence for stronger FSI than predicted
by GENIE, though angular di↵erences between DIS and
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FIG. 15. As in Fig. 14, but for cos ✓⇡.

resonant scattering, for instance, also influence this re-
gion.

8.3. Q2 and W

Results in Q2, shown in Fig. 16, agree well with predic-
tions with �2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the �(1232) resonance (22%), and higher N⇤

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-⇡
events with very forward cos ✓µ. Tension in past mea-
surements may originate with GENIE mis-modeling the
correlation between pµ and cos ✓µ to which a less inclusive
measurement may be more sensitive. A future measure-
ment of the double di↵erential cross section would help
clarify this disparity.

The shape of the W distribution (Fig. 17) is rela-
tively well modeled, with �2/dof = 13.29/12, particu-
larly compared to other available W measurements in
semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
1.7 GeV/c2, exactly the region where GENIE predicts

FIG. 14. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. p⇡. For the absolute cross section, the GENIE
prediction is shown separated according to FSI channel; the
⇡ + p ! �(1232) resonance occurs around p⇡ = 0.3 GeV/c.
In the bottom panel, the ratio of the measured cross section
to the GENIE prediction is also shown in a subpanel.

8.2. ⇡0 Kinematics

The di↵erential cross sections in the ⇡0 kinematic vari-
ables are shown in Figs. 14 and 15. Here, the predicted
di↵erential cross sections are separated into final-state
interaction channels.

The p⇡ comparison yields a �2/dof = 21.49/16. There
is a slight preference for a higher-momentum distribution
in data, though consistent with the simulation given the
uncertainty. In the predicted p⇡ di↵erential cross section
there is a clear dip near p⇡ = 0.3 GeV/c. This stems
primarily from ⇡ + p ! �(1232) resonance production,
which is modeled in GENIE alongside a number of other
resonances and intranuclear hadronic processes.

For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos ✓⇡ < 0.5 region and in the
very forward-going direction. Such a flattening of the
peak could be evidence for stronger FSI than predicted
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FIG. 15. As in Fig. 14, but for cos ✓⇡.

by GENIE, though angular di↵erences between DIS and
resonant scattering, for instance, also influence this re-
gion.

8.3. Q2 and W

Results in Q2, shown in Fig. 16, agree well with predic-
tions with �2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the �(1232) resonance (22%), and higher N⇤

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-⇡
events with very forward cos ✓µ. Tension in past mea-
surements may originate with GENIE mis-modeling the
correlation between pµ and cos ✓µ to which a less inclusive
measurement may be more sensitive. A future measure-
ment of the double di↵erential cross section would help
clarify this disparity.

The shape of the W distribution (Fig. 17) is rela-
tively well modeled, with �2/dof = 13.29/12, particu-
larly compared to other available W measurements in
semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
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FIG. 12. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. pµ. For the absolute cross section, the GENIE
prediction is shown separated into resonant and DIS produc-
tion and by ⇡ multiplicity. In the bottom panel, the ratio of
the measured cross section to the GENIE prediction is also
shown in a subpanel.

model throughout. In general, a 7.5% larger total cross
section is observed compared to the GENIE prediction,
though results are within the systematic error associated
with flux normalization.

8.1. Muon Kinematics

The measured di↵erential cross sections in pµ and
cos ✓µ, along with the GENIE predictions, are shown in
Figs. 12 and 13, respectively. The predictions are sepa-
rated into contributions from resonant and DIS scatter-
ing along with pion multiplicity. Averaged over the flux,
multi-⇡ interactions account for 48% of the predicted to-
tal cross section. Multi-⇡ events are more dominant at
low pµ where ⌫µ CC background events are more likely
to be selected in ⌫e oscillation measurements. The cross
section for pµ < 0.25 GeV/c is not reported due to the
low e�ciency for reconstructing and tagging short muon
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FIG. 13. As in Fig. 12, but for cos ✓µ.

tracks. GENIE predicts that this region represents 4%
of the total cross section and is primarily populated by
DIS multi-⇡ interactions.

In the lower panels the simulation is rescaled so that
the integrated cross section matches the measurement,
which allows trends in the comparison to be more readily
observed.

A �2 can be calculated for this result to explore the
level of agreement between the measured and GENIE-
predicted cross sections:

�2 =
X

diM
�1
ij dj , (10)

where di is the di↵erence between measured and pre-
dicted cross sections in bin i and M�1

ij is an element
of the inverse of the covariance matrix. The sum runs
over all bins in the kinematic variable of interest. The
area scaling applied for visualization purposes above is
not used here. We calculate �2/dof = 9.75/9 for the
di↵erential cross section in pµ and �2/dof = 5.26/11 for
the di↵erential cross section in cos ✓µ.
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FIG. 12. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. pµ. For the absolute cross section, the GENIE
prediction is shown separated into resonant and DIS produc-
tion and by ⇡ multiplicity. In the bottom panel, the ratio of
the measured cross section to the GENIE prediction is also
shown in a subpanel.

model throughout. In general, a 7.5% larger total cross
section is observed compared to the GENIE prediction,
though results are within the systematic error associated
with flux normalization.

8.1. Muon Kinematics

The measured di↵erential cross sections in pµ and
cos ✓µ, along with the GENIE predictions, are shown in
Figs. 12 and 13, respectively. The predictions are sepa-
rated into contributions from resonant and DIS scatter-
ing along with pion multiplicity. Averaged over the flux,
multi-⇡ interactions account for 48% of the predicted to-
tal cross section. Multi-⇡ events are more dominant at
low pµ where ⌫µ CC background events are more likely
to be selected in ⌫e oscillation measurements. The cross
section for pµ < 0.25 GeV/c is not reported due to the
low e�ciency for reconstructing and tagging short muon
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FIG. 13. As in Fig. 12, but for cos ✓µ.

tracks. GENIE predicts that this region represents 4%
of the total cross section and is primarily populated by
DIS multi-⇡ interactions.

In the lower panels the simulation is rescaled so that
the integrated cross section matches the measurement,
which allows trends in the comparison to be more readily
observed.

A �2 can be calculated for this result to explore the
level of agreement between the measured and GENIE-
predicted cross sections:

�2 =
X

diM
�1
ij dj , (10)

where di is the di↵erence between measured and pre-
dicted cross sections in bin i and M�1

ij is an element
of the inverse of the covariance matrix. The sum runs
over all bins in the kinematic variable of interest. The
area scaling applied for visualization purposes above is
not used here. We calculate �2/dof = 9.75/9 for the
di↵erential cross section in pµ and �2/dof = 5.26/11 for
the di↵erential cross section in cos ✓µ.
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FIG. 12. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. pµ. For the absolute cross section, the GENIE
prediction is shown separated into resonant and DIS produc-
tion and by ⇡ multiplicity. In the bottom panel, the ratio of
the measured cross section to the GENIE prediction is also
shown in a subpanel.

model throughout. In general, a 7.5% larger total cross
section is observed compared to the GENIE prediction,
though results are within the systematic error associated
with flux normalization.

8.1. Muon Kinematics

The measured di↵erential cross sections in pµ and
cos ✓µ, along with the GENIE predictions, are shown in
Figs. 12 and 13, respectively. The predictions are sepa-
rated into contributions from resonant and DIS scatter-
ing along with pion multiplicity. Averaged over the flux,
multi-⇡ interactions account for 48% of the predicted to-
tal cross section. Multi-⇡ events are more dominant at
low pµ where ⌫µ CC background events are more likely
to be selected in ⌫e oscillation measurements. The cross
section for pµ < 0.25 GeV/c is not reported due to the
low e�ciency for reconstructing and tagging short muon
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FIG. 13. As in Fig. 12, but for cos ✓µ.

tracks. GENIE predicts that this region represents 4%
of the total cross section and is primarily populated by
DIS multi-⇡ interactions.

In the lower panels the simulation is rescaled so that
the integrated cross section matches the measurement,
which allows trends in the comparison to be more readily
observed.

A �2 can be calculated for this result to explore the
level of agreement between the measured and GENIE-
predicted cross sections:

�2 =
X

diM
�1
ij dj , (10)

where di is the di↵erence between measured and pre-
dicted cross sections in bin i and M�1

ij is an element
of the inverse of the covariance matrix. The sum runs
over all bins in the kinematic variable of interest. The
area scaling applied for visualization purposes above is
not used here. We calculate �2/dof = 9.75/9 for the
di↵erential cross section in pµ and �2/dof = 5.26/11 for
the di↵erential cross section in cos ✓µ.

FIG. 12. The measured absolute differential cross section
(top) and area-normalized differential cross section (bottom),
per nucleon, vs. pµ. For the absolute cross section, the GENIE
prediction is shown separated into resonant and DIS produc-
tion and by π multiplicity. In the bottom panel, the ratio of
the measured cross section to the GENIE prediction is also
shown in a subpanel.

where di is the difference between measured and pre-
dicted cross sections in bin i and M−1

ij is an element
of the inverse of the covariance matrix. The sum runs
over all bins in the kinematic variable of interest. The
area scaling applied for visualization purposes above is
not used here. We calculate χ2/dof = 9.75/9 for the
differential cross section in pµ and χ2/dof = 5.26/11 for
the differential cross section in cos θµ.

8.2. π0 Kinematics

The differential cross sections in the π0 kinematic vari-
ables are shown in Figs. 14 and 15, with predictions sep-
arated into final-state interaction channels. In the sim-
ulation, the majority of pions below ∼0.5 GeV/c are in-
volved in some sort of final-state interaction, and a sub-
set of these involve production of a π0 (namely the latter
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FIG. 12. The measured absolute di↵erential cross section
(top), and shape-only di↵erential cross section (bottom), per
nucleon, vs. pµ. For the absolute cross section, the GENIE
prediction is shown separated into resonant and DIS produc-
tion and by ⇡ multiplicity. For the shape-only case, the ratio
of the measured cross section to the GENIE prediction is also
shown.

DIS multi-⇡ interactions.699

In the lower panels the simulation is rescaled so that700

the integrated cross section matches the measurement,701

which allows trends in the comparison to be more readily702

observed.703

A �2 can be calculated for this result to explore the
level of agreement between the measured and GENIE-
predicted cross sections:

�2 =
X

diM
�1
ij dj , (10)

where di is the di↵erence between measured and pre-704

dicted cross sections in bin i and M�1
ij is an element705

of the inverse of the covariance matrix. The sum runs706

over all bins in the kinematic variable of interest. The707

area scaling applied for visualization purposes above is708

not used here. We calculate �2/dof = 9.75/10 for the709

di↵erential cross section in pµ and �2/dof = 5.26/11 for710

the di↵erential cross section in cos ✓µ.711
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FIG. 13. As in Fig. 12, but for cos ✓µ.

8.2. ⇡0 Kinematics712

The di↵erential cross sections in the ⇡0 kinematic vari-713

ables are shown in Figs. 14 and 15. Here, the predicted714

di↵erential cross sections are separated into final-state715

interaction channels.716

The p⇡ comparison yields a �2/dof = 21.49/16. There717

is a slight preference for a higher-momentum distribution718

in data, though consistent with the simulation given the719

uncertainty. In the predicted p⇡ di↵erential cross section720

there is a clear dip near p⇡ = 0.3 GeV/c. This stems pri-721

marily from ⇡ + p ! �1232 resonance production, which722

is modeled in GENIE alongside a number of other reso-723

nances and intranuclear hadronic processes.724

For cos ✓⇡, a shape-only �2/dof = 32.12/14725

is calculated, with tension introduced both in the726

0 < cos ✓⇡ < 0.5 region and in the very forward-going di-727

rection. Such a flattening of the peak could be evidence728

for stronger FSI than predicted by GENIE, though angu-729

lar di↵erences between DIS and resonant scattering, for730

instance, also influence this region.731
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FIG. 12. The measured absolute di↵erential cross section
(top), and shape-only di↵erential cross section (bottom), per
nucleon, vs. pµ. For the absolute cross section, the GENIE
prediction is shown separated into resonant and DIS produc-
tion and by ⇡ multiplicity. For the shape-only case, the ratio
of the measured cross section to the GENIE prediction is also
shown.

DIS multi-⇡ interactions.699

In the lower panels the simulation is rescaled so that700

the integrated cross section matches the measurement,701

which allows trends in the comparison to be more readily702

observed.703

A �2 can be calculated for this result to explore the
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FIG. 12. The measured absolute di↵erential cross section
(top), and shape-only di↵erential cross section (bottom), per
nucleon, vs. pµ. For the absolute cross section, the GENIE
prediction is shown separated into resonant and DIS produc-
tion and by ⇡ multiplicity. For the shape-only case, the ratio
of the measured cross section to the GENIE prediction is also
shown.
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FIG. 13. As in Fig. 12, but for cos ✓µ.
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FIG. 13. As in Fig. 12, but for cos θµ.

three FSI categories shown in the figures, correspond-
ing to pion charge exchange, pion-induced π0 production,
and nucleon-induced π0 production.)
The pπ comparison yields a χ2/dof = 21.49/16. There

is a slight preference for a higher-momentum distribution
in data, though consistent with the simulation given the
uncertainty. In the predicted pπ differential cross section
there is a clear dip near pπ = 0.3GeV/c. This stems
primarily from π + p → ∆(1232) resonance production,
which is modeled in GENIE alongside a number of other
resonances and intranuclear hadronic processes.

For cos θπ, a χ2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos θπ < 0.5 region and in the
very forward-going direction. Such a flattening of the
peak could be evidence for stronger FSI than predicted
by GENIE, though angular differences between DIS and
resonant scattering, for instance, also influence this re-
gion.
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FIG. 14. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. p⇡. For the absolute cross section, the GENIE
prediction is shown separated according to FSI channel; the
⇡ + p ! �(1232) resonance occurs around p⇡ = 0.3 GeV/c.
In the bottom panel, the ratio of the measured cross section
to the GENIE prediction is also shown in a subpanel.

8.2. ⇡0 Kinematics

The di↵erential cross sections in the ⇡0 kinematic vari-
ables are shown in Figs. 14 and 15. Here, the predicted
di↵erential cross sections are separated into final-state
interaction channels.

The p⇡ comparison yields a �2/dof = 21.49/16. There
is a slight preference for a higher-momentum distribution
in data, though consistent with the simulation given the
uncertainty. In the predicted p⇡ di↵erential cross section
there is a clear dip near p⇡ = 0.3 GeV/c. This stems
primarily from ⇡ + p ! �(1232) resonance production,
which is modeled in GENIE alongside a number of other
resonances and intranuclear hadronic processes.

For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos ✓⇡ < 0.5 region and in the
very forward-going direction. Such a flattening of the
peak could be evidence for stronger FSI than predicted
by GENIE, though angular di↵erences between DIS and
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FIG. 15. As in Fig. 14, but for cos ✓⇡.

resonant scattering, for instance, also influence this re-
gion.

8.3. Q2 and W

Results in Q2, shown in Fig. 16, agree well with predic-
tions with �2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the �(1232) resonance (22%), and higher N⇤

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-⇡
events with very forward cos ✓µ. Tension in past mea-
surements may originate with GENIE mis-modeling the
correlation between pµ and cos ✓µ to which a less inclusive
measurement may be more sensitive. A future measure-
ment of the double di↵erential cross section would help
clarify this disparity.

The shape of the W distribution (Fig. 17) is rela-
tively well modeled, with �2/dof = 13.29/12, particu-
larly compared to other available W measurements in
semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
1.7 GeV/c2, exactly the region where GENIE predicts
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FIG. 14. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. p⇡. For the absolute cross section, the GENIE
prediction is shown separated according to FSI channel; the
⇡ + p ! �(1232) resonance occurs around p⇡ = 0.3 GeV/c.
In the bottom panel, the ratio of the measured cross section
to the GENIE prediction is also shown in a subpanel.

8.2. ⇡0 Kinematics

The di↵erential cross sections in the ⇡0 kinematic vari-
ables are shown in Figs. 14 and 15. Here, the predicted
di↵erential cross sections are separated into final-state
interaction channels.

The p⇡ comparison yields a �2/dof = 21.49/16. There
is a slight preference for a higher-momentum distribution
in data, though consistent with the simulation given the
uncertainty. In the predicted p⇡ di↵erential cross section
there is a clear dip near p⇡ = 0.3 GeV/c. This stems
primarily from ⇡ + p ! �(1232) resonance production,
which is modeled in GENIE alongside a number of other
resonances and intranuclear hadronic processes.

For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos ✓⇡ < 0.5 region and in the
very forward-going direction. Such a flattening of the
peak could be evidence for stronger FSI than predicted
by GENIE, though angular di↵erences between DIS and
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FIG. 15. As in Fig. 14, but for cos ✓⇡.

resonant scattering, for instance, also influence this re-
gion.

8.3. Q2 and W

Results in Q2, shown in Fig. 16, agree well with predic-
tions with �2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the �(1232) resonance (22%), and higher N⇤

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-⇡
events with very forward cos ✓µ. Tension in past mea-
surements may originate with GENIE mis-modeling the
correlation between pµ and cos ✓µ to which a less inclusive
measurement may be more sensitive. A future measure-
ment of the double di↵erential cross section would help
clarify this disparity.

The shape of the W distribution (Fig. 17) is rela-
tively well modeled, with �2/dof = 13.29/12, particu-
larly compared to other available W measurements in
semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
1.7 GeV/c2, exactly the region where GENIE predicts
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FIG. 12. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. pµ. For the absolute cross section, the GENIE
prediction is shown separated into resonant and DIS produc-
tion and by ⇡ multiplicity. In the bottom panel, the ratio of
the measured cross section to the GENIE prediction is also
shown in a subpanel.

model throughout. In general, a 7.5% larger total cross
section is observed compared to the GENIE prediction,
though results are within the systematic error associated
with flux normalization.

8.1. Muon Kinematics

The measured di↵erential cross sections in pµ and
cos ✓µ, along with the GENIE predictions, are shown in
Figs. 12 and 13, respectively. The predictions are sepa-
rated into contributions from resonant and DIS scatter-
ing along with pion multiplicity. Averaged over the flux,
multi-⇡ interactions account for 48% of the predicted to-
tal cross section. Multi-⇡ events are more dominant at
low pµ where ⌫µ CC background events are more likely
to be selected in ⌫e oscillation measurements. The cross
section for pµ < 0.25 GeV/c is not reported due to the
low e�ciency for reconstructing and tagging short muon
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FIG. 13. As in Fig. 12, but for cos ✓µ.

tracks. GENIE predicts that this region represents 4%
of the total cross section and is primarily populated by
DIS multi-⇡ interactions.

In the lower panels the simulation is rescaled so that
the integrated cross section matches the measurement,
which allows trends in the comparison to be more readily
observed.

A �2 can be calculated for this result to explore the
level of agreement between the measured and GENIE-
predicted cross sections:

�2 =
X

diM
�1
ij dj , (10)

where di is the di↵erence between measured and pre-
dicted cross sections in bin i and M�1

ij is an element
of the inverse of the covariance matrix. The sum runs
over all bins in the kinematic variable of interest. The
area scaling applied for visualization purposes above is
not used here. We calculate �2/dof = 9.75/9 for the
di↵erential cross section in pµ and �2/dof = 5.26/11 for
the di↵erential cross section in cos ✓µ.

FIG. 14. The measured absolute differential cross section
(top) and area-normalized differential cross section (bottom),
per nucleon, vs. pπ. For the absolute cross section, the GENIE
prediction is shown separated according to FSI channel; the
π + p → ∆(1232) resonance occurs around pπ = 0.3GeV/c.
In the bottom panel, the ratio of the measured cross section
to the GENIE prediction is also shown in a subpanel.

8.3. Q2 and W

Results in Q2, shown in Fig. 16, agree well with predic-
tions with χ2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the ∆(1232) resonance (22%), and higher N∗

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-π
events with very forward cos θµ.
The shape of the W distribution (Fig. 17) is rela-

tively well modeled, with χ2/dof = 13.29/12, particu-
larly compared to other available W measurements in
semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
1.7GeV/c2, exactly the region where GENIE predicts
that N∗ resonances more massive than ∆(1232) con-
tribute significantly to the cross section. This version
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FIG. 14. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. p⇡. For the absolute cross section, the GENIE
prediction is shown separated according to FSI channel; the
⇡ + p ! �(1232) resonance occurs around p⇡ = 0.3 GeV/c.
In the bottom panel, the ratio of the measured cross section
to the GENIE prediction is also shown in a subpanel.

8.2. ⇡0 Kinematics

The di↵erential cross sections in the ⇡0 kinematic vari-
ables are shown in Figs. 14 and 15. Here, the predicted
di↵erential cross sections are separated into final-state
interaction channels.

The p⇡ comparison yields a �2/dof = 21.49/16. There
is a slight preference for a higher-momentum distribution
in data, though consistent with the simulation given the
uncertainty. In the predicted p⇡ di↵erential cross section
there is a clear dip near p⇡ = 0.3 GeV/c. This stems
primarily from ⇡ + p ! �(1232) resonance production,
which is modeled in GENIE alongside a number of other
resonances and intranuclear hadronic processes.

For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos ✓⇡ < 0.5 region and in the
very forward-going direction. Such a flattening of the
peak could be evidence for stronger FSI than predicted
by GENIE, though angular di↵erences between DIS and
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FIG. 15. As in Fig. 14, but for cos ✓⇡.

resonant scattering, for instance, also influence this re-
gion.

8.3. Q2 and W

Results in Q2, shown in Fig. 16, agree well with predic-
tions with �2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the �(1232) resonance (22%), and higher N⇤

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-⇡
events with very forward cos ✓µ. Tension in past mea-
surements may originate with GENIE mis-modeling the
correlation between pµ and cos ✓µ to which a less inclusive
measurement may be more sensitive. A future measure-
ment of the double di↵erential cross section would help
clarify this disparity.

The shape of the W distribution (Fig. 17) is rela-
tively well modeled, with �2/dof = 13.29/12, particu-
larly compared to other available W measurements in
semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
1.7 GeV/c2, exactly the region where GENIE predicts

FIG. 14. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. p⇡. For the absolute cross section, the GENIE
prediction is shown separated according to FSI channel; the
⇡ + p ! �(1232) resonance occurs around p⇡ = 0.3 GeV/c.
In the bottom panel, the ratio of the measured cross section
to the GENIE prediction is also shown in a subpanel.

8.2. ⇡0 Kinematics

The di↵erential cross sections in the ⇡0 kinematic vari-
ables are shown in Figs. 14 and 15. Here, the predicted
di↵erential cross sections are separated into final-state
interaction channels.

The p⇡ comparison yields a �2/dof = 21.49/16. There
is a slight preference for a higher-momentum distribution
in data, though consistent with the simulation given the
uncertainty. In the predicted p⇡ di↵erential cross section
there is a clear dip near p⇡ = 0.3 GeV/c. This stems
primarily from ⇡ + p ! �(1232) resonance production,
which is modeled in GENIE alongside a number of other
resonances and intranuclear hadronic processes.

For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos ✓⇡ < 0.5 region and in the
very forward-going direction. Such a flattening of the
peak could be evidence for stronger FSI than predicted
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FIG. 15. As in Fig. 14, but for cos ✓⇡.

by GENIE, though angular di↵erences between DIS and
resonant scattering, for instance, also influence this re-
gion.

8.3. Q2 and W

Results in Q2, shown in Fig. 16, agree well with predic-
tions with �2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the �(1232) resonance (22%), and higher N⇤

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-⇡
events with very forward cos ✓µ. Tension in past mea-
surements may originate with GENIE mis-modeling the
correlation between pµ and cos ✓µ to which a less inclusive
measurement may be more sensitive. A future measure-
ment of the double di↵erential cross section would help
clarify this disparity.

The shape of the W distribution (Fig. 17) is rela-
tively well modeled, with �2/dof = 13.29/12, particu-
larly compared to other available W measurements in
semi-inclusive meson production measurements in other
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FIG. 14. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. p⇡. For the absolute cross section, the GENIE
prediction is shown separated according to FSI channel; the
⇡ + p ! �(1232) resonance occurs around p⇡ = 0.3 GeV/c.
In the bottom panel, the ratio of the measured cross section
to the GENIE prediction is also shown in a subpanel.

8.2. ⇡0 Kinematics

The di↵erential cross sections in the ⇡0 kinematic vari-
ables are shown in Figs. 14 and 15. Here, the predicted
di↵erential cross sections are separated into final-state
interaction channels.

The p⇡ comparison yields a �2/dof = 21.49/16. There
is a slight preference for a higher-momentum distribution
in data, though consistent with the simulation given the
uncertainty. In the predicted p⇡ di↵erential cross section
there is a clear dip near p⇡ = 0.3 GeV/c. This stems
primarily from ⇡ + p ! �(1232) resonance production,
which is modeled in GENIE alongside a number of other
resonances and intranuclear hadronic processes.

For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos ✓⇡ < 0.5 region and in the
very forward-going direction. Such a flattening of the
peak could be evidence for stronger FSI than predicted
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resonant scattering, for instance, also influence this re-
gion.

8.3. Q2 and W

Results in Q2, shown in Fig. 16, agree well with predic-
tions with �2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the �(1232) resonance (22%), and higher N⇤

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-⇡
events with very forward cos ✓µ. Tension in past mea-
surements may originate with GENIE mis-modeling the
correlation between pµ and cos ✓µ to which a less inclusive
measurement may be more sensitive. A future measure-
ment of the double di↵erential cross section would help
clarify this disparity.

The shape of the W distribution (Fig. 17) is rela-
tively well modeled, with �2/dof = 13.29/12, particu-
larly compared to other available W measurements in
semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
1.7 GeV/c2, exactly the region where GENIE predicts
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(top) and area-normalized di↵erential cross section (bottom),
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⇡ + p ! �(1232) resonance occurs around p⇡ = 0.3 GeV/c.
In the bottom panel, the ratio of the measured cross section
to the GENIE prediction is also shown in a subpanel.
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The di↵erential cross sections in the ⇡0 kinematic vari-
ables are shown in Figs. 14 and 15. Here, the predicted
di↵erential cross sections are separated into final-state
interaction channels.

The p⇡ comparison yields a �2/dof = 21.49/16. There
is a slight preference for a higher-momentum distribution
in data, though consistent with the simulation given the
uncertainty. In the predicted p⇡ di↵erential cross section
there is a clear dip near p⇡ = 0.3 GeV/c. This stems
primarily from ⇡ + p ! �(1232) resonance production,
which is modeled in GENIE alongside a number of other
resonances and intranuclear hadronic processes.

For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos ✓⇡ < 0.5 region and in the
very forward-going direction. Such a flattening of the
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in data, though consistent with the simulation given the
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there is a clear dip near p⇡ = 0.3 GeV/c. This stems
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resonances and intranuclear hadronic processes.
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there is a clear dip near p⇡ = 0.3 GeV/c. This stems
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which is modeled in GENIE alongside a number of other
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For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos ✓⇡ < 0.5 region and in the
very forward-going direction. Such a flattening of the
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by GENIE, though angular di↵erences between DIS and
resonant scattering, for instance, also influence this re-
gion.
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Results in Q2, shown in Fig. 16, agree well with predic-
tions with �2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the �(1232) resonance (22%), and higher N⇤

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-⇡
events with very forward cos ✓µ. Tension in past mea-
surements may originate with GENIE mis-modeling the
correlation between pµ and cos ✓µ to which a less inclusive
measurement may be more sensitive. A future measure-
ment of the double di↵erential cross section would help
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larly compared to other available W measurements in
semi-inclusive meson production measurements in other

13

13

 [GeV/c]
π

p
0 0.5 1 1.5 2 2.5 3

/(G
eV

/c
)]

2
cm

-3
9

 [1
0

π
/d

p
σd

0

2

4

6
Non-Interacting
Elastic
Inelastic

0π→±π

π0π→π
0π→N

NOvA Data

R
at

io

FIG. 14. The measured absolute di↵erential cross section
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In the bottom panel, the ratio of the measured cross section
to the GENIE prediction is also shown in a subpanel.
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The di↵erential cross sections in the ⇡0 kinematic vari-
ables are shown in Figs. 14 and 15. Here, the predicted
di↵erential cross sections are separated into final-state
interaction channels.

The p⇡ comparison yields a �2/dof = 21.49/16. There
is a slight preference for a higher-momentum distribution
in data, though consistent with the simulation given the
uncertainty. In the predicted p⇡ di↵erential cross section
there is a clear dip near p⇡ = 0.3 GeV/c. This stems
primarily from ⇡ + p ! �(1232) resonance production,
which is modeled in GENIE alongside a number of other
resonances and intranuclear hadronic processes.

For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos ✓⇡ < 0.5 region and in the
very forward-going direction. Such a flattening of the
peak could be evidence for stronger FSI than predicted
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gion.
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Results in Q2, shown in Fig. 16, agree well with predic-
tions with �2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the �(1232) resonance (22%), and higher N⇤

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-⇡
events with very forward cos ✓µ. Tension in past mea-
surements may originate with GENIE mis-modeling the
correlation between pµ and cos ✓µ to which a less inclusive
measurement may be more sensitive. A future measure-
ment of the double di↵erential cross section would help
clarify this disparity.

The shape of the W distribution (Fig. 17) is rela-
tively well modeled, with �2/dof = 13.29/12, particu-
larly compared to other available W measurements in
semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
1.7 GeV/c2, exactly the region where GENIE predicts
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to the GENIE prediction is also shown in a subpanel.
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The p⇡ comparison yields a �2/dof = 21.49/16. There
is a slight preference for a higher-momentum distribution
in data, though consistent with the simulation given the
uncertainty. In the predicted p⇡ di↵erential cross section
there is a clear dip near p⇡ = 0.3 GeV/c. This stems
primarily from ⇡ + p ! �(1232) resonance production,
which is modeled in GENIE alongside a number of other
resonances and intranuclear hadronic processes.

For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos ✓⇡ < 0.5 region and in the
very forward-going direction. Such a flattening of the
peak could be evidence for stronger FSI than predicted
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by GENIE, though angular di↵erences between DIS and
resonant scattering, for instance, also influence this re-
gion.

8.3. Q2 and W

Results in Q2, shown in Fig. 16, agree well with predic-
tions with �2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the �(1232) resonance (22%), and higher N⇤

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-⇡
events with very forward cos ✓µ. Tension in past mea-
surements may originate with GENIE mis-modeling the
correlation between pµ and cos ✓µ to which a less inclusive
measurement may be more sensitive. A future measure-
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clarify this disparity.

The shape of the W distribution (Fig. 17) is rela-
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larly compared to other available W measurements in
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per nucleon, vs. p⇡. For the absolute cross section, the GENIE
prediction is shown separated according to FSI channel; the
⇡ + p ! �(1232) resonance occurs around p⇡ = 0.3 GeV/c.
In the bottom panel, the ratio of the measured cross section
to the GENIE prediction is also shown in a subpanel.

8.2. ⇡0 Kinematics

The di↵erential cross sections in the ⇡0 kinematic vari-
ables are shown in Figs. 14 and 15. Here, the predicted
di↵erential cross sections are separated into final-state
interaction channels.

The p⇡ comparison yields a �2/dof = 21.49/16. There
is a slight preference for a higher-momentum distribution
in data, though consistent with the simulation given the
uncertainty. In the predicted p⇡ di↵erential cross section
there is a clear dip near p⇡ = 0.3 GeV/c. This stems
primarily from ⇡ + p ! �(1232) resonance production,
which is modeled in GENIE alongside a number of other
resonances and intranuclear hadronic processes.

For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos ✓⇡ < 0.5 region and in the
very forward-going direction. Such a flattening of the
peak could be evidence for stronger FSI than predicted
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resonant scattering, for instance, also influence this re-
gion.

8.3. Q2 and W

Results in Q2, shown in Fig. 16, agree well with predic-
tions with �2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the �(1232) resonance (22%), and higher N⇤

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-⇡
events with very forward cos ✓µ. Tension in past mea-
surements may originate with GENIE mis-modeling the
correlation between pµ and cos ✓µ to which a less inclusive
measurement may be more sensitive. A future measure-
ment of the double di↵erential cross section would help
clarify this disparity.

The shape of the W distribution (Fig. 17) is rela-
tively well modeled, with �2/dof = 13.29/12, particu-
larly compared to other available W measurements in
semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
1.7 GeV/c2, exactly the region where GENIE predicts
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prediction is shown separated according to FSI channel; the
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to the GENIE prediction is also shown in a subpanel.
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in data, though consistent with the simulation given the
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there is a clear dip near p⇡ = 0.3 GeV/c. This stems
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which is modeled in GENIE alongside a number of other
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For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
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very forward-going direction. Such a flattening of the
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by GENIE, though angular di↵erences between DIS and
resonant scattering, for instance, also influence this re-
gion.

8.3. Q2 and W

Results in Q2, shown in Fig. 16, agree well with predic-
tions with �2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the �(1232) resonance (22%), and higher N⇤

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-⇡
events with very forward cos ✓µ. Tension in past mea-
surements may originate with GENIE mis-modeling the
correlation between pµ and cos ✓µ to which a less inclusive
measurement may be more sensitive. A future measure-
ment of the double di↵erential cross section would help
clarify this disparity.

The shape of the W distribution (Fig. 17) is rela-
tively well modeled, with �2/dof = 13.29/12, particu-
larly compared to other available W measurements in
semi-inclusive meson production measurements in other
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of GENIE does not include interference effects between
the various pion-production channels [46].

8.4. Total Flux-Averaged CCπ0 Cross Section

The total cross section determined by integrating the
differential cross section in each kinematic variable is
slightly different for each variable. The reported to-
tal cross section is determined by averaging the total
cross section obtained from the individual differential
cross sections. The differential cross section in pµ is
not included in the average as it is reported only for
pµ > 0.25GeV/c. The spread in individually measured
cross sections is much smaller than the total cross sec-
tion error, as shown in Table V. The average total cross
section is (3.57± 0.44)× 10−39 cm2 per nucleon.

9. CONCLUSION

A set of systematically limited measurements of π0 pro-
duction kinematics in νµ CC events has been presented.
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FIG. 16. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. Q2. For the absolute cross section, the GE-
NIE prediction is shown separated into �(1232) resonance,
N⇤ resonances, and DIS contributions. In the bottom panel,
the ratio of the measured cross section to the GENIE predic-
tion is also shown in a subpanel.

semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
1.7 GeV/c2, exactly the region where GENIE predicts
that N⇤ resonances more massive than �(1232) con-
tribute to the cross section. This stresses the importance
of multiple resonances to the cross section which are im-
plemented by GENIE using a Rein-Sehgal model [19] ac-
counting for interference e↵ects, as GENIE-predicted DIS
and �(1232) events alone would not explain the data.

8.4. Total Flux-Averaged CC⇡0 Cross Section

The total cross section determined by integrating the
di↵erential cross section in each kinematic variable is
slightly di↵erent for each variable. The reported to-
tal cross section is determined by averaging the total
cross section obtained from the individual di↵erential
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TABLE V. The total cross section and error as determined
from each di↵erential result.

Kinematic Variable h�i� [10�39 cm2]
p⇡ 3.53 ± 0.42

cos ✓⇡ 3.57 ± 0.42
cos ✓µ 3.52 ± 0.43
Q2 3.55 ± 0.44
W 3.68 ± 0.43

GENIE 3.32

cross sections. The di↵erential cross section in pµ is
not included in the average as it is reported only for
pµ > 0.25 GeV/c. The spread in individually measured
cross sections is much smaller than the total cross sec-
tion error, as shown in Table V. The average total cross
section is (3.57 ± 0.44) ⇥ 10�39 cm2 per nucleon.

9. CONCLUSION

A set of systematically limited measurements of ⇡0 pro-
duction kinematics in ⌫µ CC events has been presented.
The measured total cross section is 7.5% higher than the
GENIE prediction but consistent within experimental er-
ror. The studied energy region directly overlaps the tran-
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FIG. 14. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. p⇡. For the absolute cross section, the GENIE
prediction is shown separated according to FSI channel; the
⇡ + p ! �(1232) resonance occurs around p⇡ = 0.3 GeV/c.
In the bottom panel, the ratio of the measured cross section
to the GENIE prediction is also shown in a subpanel.

8.2. ⇡0 Kinematics

The di↵erential cross sections in the ⇡0 kinematic vari-
ables are shown in Figs. 14 and 15. Here, the predicted
di↵erential cross sections are separated into final-state
interaction channels.

The p⇡ comparison yields a �2/dof = 21.49/16. There
is a slight preference for a higher-momentum distribution
in data, though consistent with the simulation given the
uncertainty. In the predicted p⇡ di↵erential cross section
there is a clear dip near p⇡ = 0.3 GeV/c. This stems
primarily from ⇡ + p ! �(1232) resonance production,
which is modeled in GENIE alongside a number of other
resonances and intranuclear hadronic processes.

For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos ✓⇡ < 0.5 region and in the
very forward-going direction. Such a flattening of the
peak could be evidence for stronger FSI than predicted
by GENIE, though angular di↵erences between DIS and
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FIG. 15. As in Fig. 14, but for cos ✓⇡.

resonant scattering, for instance, also influence this re-
gion.

8.3. Q2 and W

Results in Q2, shown in Fig. 16, agree well with predic-
tions with �2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the �(1232) resonance (22%), and higher N⇤

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-⇡
events with very forward cos ✓µ. Tension in past mea-
surements may originate with GENIE mis-modeling the
correlation between pµ and cos ✓µ to which a less inclusive
measurement may be more sensitive. A future measure-
ment of the double di↵erential cross section would help
clarify this disparity.

The shape of the W distribution (Fig. 17) is rela-
tively well modeled, with �2/dof = 13.29/12, particu-
larly compared to other available W measurements in
semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
1.7 GeV/c2, exactly the region where GENIE predicts
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(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. p⇡. For the absolute cross section, the GENIE
prediction is shown separated according to FSI channel; the
⇡ + p ! �(1232) resonance occurs around p⇡ = 0.3 GeV/c.
In the bottom panel, the ratio of the measured cross section
to the GENIE prediction is also shown in a subpanel.
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in data, though consistent with the simulation given the
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there is a clear dip near p⇡ = 0.3 GeV/c. This stems
primarily from ⇡ + p ! �(1232) resonance production,
which is modeled in GENIE alongside a number of other
resonances and intranuclear hadronic processes.

For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos ✓⇡ < 0.5 region and in the
very forward-going direction. Such a flattening of the
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by GENIE, though angular di↵erences between DIS and
resonant scattering, for instance, also influence this re-
gion.

8.3. Q2 and W

Results in Q2, shown in Fig. 16, agree well with predic-
tions with �2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the �(1232) resonance (22%), and higher N⇤

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-⇡
events with very forward cos ✓µ. Tension in past mea-
surements may originate with GENIE mis-modeling the
correlation between pµ and cos ✓µ to which a less inclusive
measurement may be more sensitive. A future measure-
ment of the double di↵erential cross section would help
clarify this disparity.

The shape of the W distribution (Fig. 17) is rela-
tively well modeled, with �2/dof = 13.29/12, particu-
larly compared to other available W measurements in
semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
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FIG. 16. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. Q2. For the absolute cross section, the GE-
NIE prediction is shown separated into �(1232) resonance,
N⇤ resonances, and DIS contributions. In the bottom panel,
the ratio of the measured cross section to the GENIE predic-
tion is also shown in a subpanel.

semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
1.7 GeV/c2, exactly the region where GENIE predicts
that N⇤ resonances more massive than �(1232) con-
tribute to the cross section. This stresses the importance
of multiple resonances to the cross section which are im-
plemented by GENIE using a Rein-Sehgal model [19] ac-
counting for interference e↵ects, as GENIE-predicted DIS
and �(1232) events alone would not explain the data.

8.4. Total Flux-Averaged CC⇡0 Cross Section

The total cross section determined by integrating the
di↵erential cross section in each kinematic variable is
slightly di↵erent for each variable. The reported to-
tal cross section is determined by averaging the total
cross section obtained from the individual di↵erential
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FIG. 17. As in Fig. 16, but for W .

TABLE V. The total cross section and error as determined
from each di↵erential result.

Kinematic Variable h�i� [10�39 cm2]
p⇡ 3.53 ± 0.42

cos ✓⇡ 3.57 ± 0.42
cos ✓µ 3.52 ± 0.43
Q2 3.55 ± 0.44
W 3.68 ± 0.43

GENIE 3.32

cross sections. The di↵erential cross section in pµ is
not included in the average as it is reported only for
pµ > 0.25 GeV/c. The spread in individually measured
cross sections is much smaller than the total cross sec-
tion error, as shown in Table V. The average total cross
section is (3.57 ± 0.44) ⇥ 10�39 cm2 per nucleon.

9. CONCLUSION

A set of systematically limited measurements of ⇡0 pro-
duction kinematics in ⌫µ CC events has been presented.
The measured total cross section is 7.5% higher than the
GENIE prediction but consistent within experimental er-
ror. The studied energy region directly overlaps the tran-
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N⇤ resonances, and DIS contributions. In the bottom panel,
the ratio of the measured cross section to the GENIE predic-
tion is also shown in a subpanel.

semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
1.7 GeV/c2, exactly the region where GENIE predicts
that N⇤ resonances more massive than �(1232) con-
tribute to the cross section. This stresses the importance
of multiple resonances to the cross section which are im-
plemented by GENIE using a Rein-Sehgal model [19] ac-
counting for interference e↵ects, as GENIE-predicted DIS
and �(1232) events alone would not explain the data.

8.4. Total Flux-Averaged CC⇡0 Cross Section
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tal cross section is determined by averaging the total
cross section obtained from the individual di↵erential
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TABLE V. The total cross section and error as determined
from each di↵erential result.

Kinematic Variable h�i� [10�39 cm2]
p⇡ 3.53 ± 0.42

cos ✓⇡ 3.57 ± 0.42
cos ✓µ 3.52 ± 0.43
Q2 3.55 ± 0.44
W 3.68 ± 0.43

GENIE 3.32

cross sections. The di↵erential cross section in pµ is
not included in the average as it is reported only for
pµ > 0.25 GeV/c. The spread in individually measured
cross sections is much smaller than the total cross sec-
tion error, as shown in Table V. The average total cross
section is (3.57 ± 0.44) ⇥ 10�39 cm2 per nucleon.

9. CONCLUSION

A set of systematically limited measurements of ⇡0 pro-
duction kinematics in ⌫µ CC events has been presented.
The measured total cross section is 7.5% higher than the
GENIE prediction but consistent within experimental er-
ror. The studied energy region directly overlaps the tran-

FIG. 16. The measured absolute differential cross section
(top) and area-normalized differential cross section (bottom),
per nucleon, vs. Q2. For the absolute cross section, the GE-
NIE prediction is shown separated into ∆(1232) resonance,
N∗ resonances, and DIS contributions. In the bottom panel,
the ratio of the measured cross section to the GENIE predic-
tion is also shown in a subpanel.

TABLE V. The total cross section and error as determined
from each differential result.

Kinematic Variable ⟨σ⟩Φ [10−39 cm2]
pπ 3.53 ± 0.42

cos θπ 3.57 ± 0.42
cos θµ 3.52 ± 0.43
Q2 3.55 ± 0.44
W 3.68 ± 0.43

GENIE 3.32

The measured total cross section is 7.5% higher than the
GENIE prediction but consistent within experimental er-
ror. The studied energy region directly overlaps the tran-
sitional energy range between QE- and DIS-dominated
scattering regimes so that baryon resonance and DIS
events both contribute to the studied signal. This en-
ergy region is particularly relevant for current and future
oscillation measurements. The signal definition for the
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N⇤ resonances, and DIS contributions. In the bottom panel,
the ratio of the measured cross section to the GENIE predic-
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semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
1.7 GeV/c2, exactly the region where GENIE predicts
that N⇤ resonances more massive than �(1232) con-
tribute to the cross section. This stresses the importance
of multiple resonances to the cross section which are im-
plemented by GENIE using a Rein-Sehgal model [19] ac-
counting for interference e↵ects, as GENIE-predicted DIS
and �(1232) events alone would not explain the data.

8.4. Total Flux-Averaged CC⇡0 Cross Section

The total cross section determined by integrating the
di↵erential cross section in each kinematic variable is
slightly di↵erent for each variable. The reported to-
tal cross section is determined by averaging the total
cross section obtained from the individual di↵erential
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TABLE V. The total cross section and error as determined
from each di↵erential result.

Kinematic Variable h�i� [10�39 cm2]
p⇡ 3.53 ± 0.42

cos ✓⇡ 3.57 ± 0.42
cos ✓µ 3.52 ± 0.43
Q2 3.55 ± 0.44
W 3.68 ± 0.43
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cross sections. The di↵erential cross section in pµ is
not included in the average as it is reported only for
pµ > 0.25 GeV/c. The spread in individually measured
cross sections is much smaller than the total cross sec-
tion error, as shown in Table V. The average total cross
section is (3.57 ± 0.44) ⇥ 10�39 cm2 per nucleon.

9. CONCLUSION

A set of systematically limited measurements of ⇡0 pro-
duction kinematics in ⌫µ CC events has been presented.
The measured total cross section is 7.5% higher than the
GENIE prediction but consistent within experimental er-
ror. The studied energy region directly overlaps the tran-
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FIG. 14. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. p⇡. For the absolute cross section, the GENIE
prediction is shown separated according to FSI channel; the
⇡ + p ! �(1232) resonance occurs around p⇡ = 0.3 GeV/c.
In the bottom panel, the ratio of the measured cross section
to the GENIE prediction is also shown in a subpanel.

8.2. ⇡0 Kinematics

The di↵erential cross sections in the ⇡0 kinematic vari-
ables are shown in Figs. 14 and 15. Here, the predicted
di↵erential cross sections are separated into final-state
interaction channels.

The p⇡ comparison yields a �2/dof = 21.49/16. There
is a slight preference for a higher-momentum distribution
in data, though consistent with the simulation given the
uncertainty. In the predicted p⇡ di↵erential cross section
there is a clear dip near p⇡ = 0.3 GeV/c. This stems
primarily from ⇡ + p ! �(1232) resonance production,
which is modeled in GENIE alongside a number of other
resonances and intranuclear hadronic processes.

For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos ✓⇡ < 0.5 region and in the
very forward-going direction. Such a flattening of the
peak could be evidence for stronger FSI than predicted
by GENIE, though angular di↵erences between DIS and
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FIG. 15. As in Fig. 14, but for cos ✓⇡.

resonant scattering, for instance, also influence this re-
gion.

8.3. Q2 and W

Results in Q2, shown in Fig. 16, agree well with predic-
tions with �2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the �(1232) resonance (22%), and higher N⇤

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-⇡
events with very forward cos ✓µ. Tension in past mea-
surements may originate with GENIE mis-modeling the
correlation between pµ and cos ✓µ to which a less inclusive
measurement may be more sensitive. A future measure-
ment of the double di↵erential cross section would help
clarify this disparity.

The shape of the W distribution (Fig. 17) is rela-
tively well modeled, with �2/dof = 13.29/12, particu-
larly compared to other available W measurements in
semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
1.7 GeV/c2, exactly the region where GENIE predicts
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(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. p⇡. For the absolute cross section, the GENIE
prediction is shown separated according to FSI channel; the
⇡ + p ! �(1232) resonance occurs around p⇡ = 0.3 GeV/c.
In the bottom panel, the ratio of the measured cross section
to the GENIE prediction is also shown in a subpanel.
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ables are shown in Figs. 14 and 15. Here, the predicted
di↵erential cross sections are separated into final-state
interaction channels.

The p⇡ comparison yields a �2/dof = 21.49/16. There
is a slight preference for a higher-momentum distribution
in data, though consistent with the simulation given the
uncertainty. In the predicted p⇡ di↵erential cross section
there is a clear dip near p⇡ = 0.3 GeV/c. This stems
primarily from ⇡ + p ! �(1232) resonance production,
which is modeled in GENIE alongside a number of other
resonances and intranuclear hadronic processes.

For cos ✓⇡, a �2/dof = 32.12/14 is calculated, with
tension both in the 0 < cos ✓⇡ < 0.5 region and in the
very forward-going direction. Such a flattening of the
peak could be evidence for stronger FSI than predicted
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by GENIE, though angular di↵erences between DIS and
resonant scattering, for instance, also influence this re-
gion.

8.3. Q2 and W

Results in Q2, shown in Fig. 16, agree well with predic-
tions with �2/dof = 11.33/11. The prediction has been
divided into contributions from DIS (60% of total cross
section), the �(1232) resonance (22%), and higher N⇤

resonances (18%). This variable has shown sharp dis-
agreements in past results [6] when looking at single-⇡
events with very forward cos ✓µ. Tension in past mea-
surements may originate with GENIE mis-modeling the
correlation between pµ and cos ✓µ to which a less inclusive
measurement may be more sensitive. A future measure-
ment of the double di↵erential cross section would help
clarify this disparity.

The shape of the W distribution (Fig. 17) is rela-
tively well modeled, with �2/dof = 13.29/12, particu-
larly compared to other available W measurements in
semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
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FIG. 16. The measured absolute di↵erential cross section
(top) and area-normalized di↵erential cross section (bottom),
per nucleon, vs. Q2. For the absolute cross section, the GE-
NIE prediction is shown separated into �(1232) resonance,
N⇤ resonances, and DIS contributions. In the bottom panel,
the ratio of the measured cross section to the GENIE predic-
tion is also shown in a subpanel.

semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
1.7 GeV/c2, exactly the region where GENIE predicts
that N⇤ resonances more massive than �(1232) con-
tribute to the cross section. This stresses the importance
of multiple resonances to the cross section which are im-
plemented by GENIE using a Rein-Sehgal model [19] ac-
counting for interference e↵ects, as GENIE-predicted DIS
and �(1232) events alone would not explain the data.

8.4. Total Flux-Averaged CC⇡0 Cross Section

The total cross section determined by integrating the
di↵erential cross section in each kinematic variable is
slightly di↵erent for each variable. The reported to-
tal cross section is determined by averaging the total
cross section obtained from the individual di↵erential
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FIG. 17. As in Fig. 16, but for W .

TABLE V. The total cross section and error as determined
from each di↵erential result.

Kinematic Variable h�i� [10�39 cm2]
p⇡ 3.53 ± 0.42

cos ✓⇡ 3.57 ± 0.42
cos ✓µ 3.52 ± 0.43
Q2 3.55 ± 0.44
W 3.68 ± 0.43

GENIE 3.32

cross sections. The di↵erential cross section in pµ is
not included in the average as it is reported only for
pµ > 0.25 GeV/c. The spread in individually measured
cross sections is much smaller than the total cross sec-
tion error, as shown in Table V. The average total cross
section is (3.57 ± 0.44) ⇥ 10�39 cm2 per nucleon.

9. CONCLUSION

A set of systematically limited measurements of ⇡0 pro-
duction kinematics in ⌫µ CC events has been presented.
The measured total cross section is 7.5% higher than the
GENIE prediction but consistent within experimental er-
ror. The studied energy region directly overlaps the tran-
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semi-inclusive meson production measurements in other
energy ranges [6, 8]. Notably, the observed shape is
in agreement with GENIE for masses between 1.3 and
1.7 GeV/c2, exactly the region where GENIE predicts
that N⇤ resonances more massive than �(1232) con-
tribute to the cross section. This stresses the importance
of multiple resonances to the cross section which are im-
plemented by GENIE using a Rein-Sehgal model [19] ac-
counting for interference e↵ects, as GENIE-predicted DIS
and �(1232) events alone would not explain the data.

8.4. Total Flux-Averaged CC⇡0 Cross Section

The total cross section determined by integrating the
di↵erential cross section in each kinematic variable is
slightly di↵erent for each variable. The reported to-
tal cross section is determined by averaging the total
cross section obtained from the individual di↵erential

]2W [GeV/c
1 1.5 2 2.5 3

)]2
/(G

eV
/c

2
cm

-3
9

/d
W

 [1
0

σd

0

1

2

3

4

5 NOvA Data
DIS

 Resonance1232∆

Higher Resonances

FIG. 17. As in Fig. 16, but for W .

TABLE V. The total cross section and error as determined
from each di↵erential result.

Kinematic Variable h�i� [10�39 cm2]
p⇡ 3.53 ± 0.42

cos ✓⇡ 3.57 ± 0.42
cos ✓µ 3.52 ± 0.43
Q2 3.55 ± 0.44
W 3.68 ± 0.43

GENIE 3.32

cross sections. The di↵erential cross section in pµ is
not included in the average as it is reported only for
pµ > 0.25 GeV/c. The spread in individually measured
cross sections is much smaller than the total cross sec-
tion error, as shown in Table V. The average total cross
section is (3.57 ± 0.44) ⇥ 10�39 cm2 per nucleon.

9. CONCLUSION

A set of systematically limited measurements of ⇡0 pro-
duction kinematics in ⌫µ CC events has been presented.
The measured total cross section is 7.5% higher than the
GENIE prediction but consistent within experimental er-
ror. The studied energy region directly overlaps the tran-

FIG. 17. As in Fig. 16, but for W .

measurement includes multi-π events, which have been
shown to cause the majority of π0 background events in
νµ → νe oscillation measurements in NOvA.

Detailed numerical tables of the NOvA flux and the
extracted cross sections with covariances are included as
appendices.
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1.1 - 1.2 2.462 3.1 - 3.2 0.601
1.2 - 1.3 2.994 3.2 - 3.3 0.455
1.3 - 1.4 3.896 3.3 - 3.4 0.367
1.4 - 1.5 4.712 3.4 - 3.5 0.304
1.5 - 1.6 5.405 3.5 - 3.6 0.263
1.6 - 1.7 6.129 3.6 - 3.7 0.256
1.7 - 1.8 6.670 3.7 - 3.8 0.225
1.8 - 1.9 6.969 3.8 - 3.9 0.214
1.9 - 2.0 7.050 3.9 - 4.0 0.195
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TABLE VII. A summary of the extracted CCπ0 cross section, differential in pµ. The top row and the left column give the lower
edges of each analysis bin. The second row gives the central value of the cross-section measurement in 10−40 cm2/(GeV/c) for
each kinematic bin while the third row gives the GENIE prediction. The remaining matrix gives covariance and correlation
information. Entries in the upper right are covariances in units of 10−80 cm4/(GeV/c)2, while entries in the lower left are
dimensionless correlation coefficients. All entries correspond to absolutely normalized results. Area-normalized results that
appear elsewhere in the text are presented only for those specific visualization purposes.

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00 3.00
dσ
dpµ

- 27.1 25.2 21.6 16.2 12.0 8.68 5.57 2.13 0.47

GENIE 10.8 23.7 23.1 20.7 17.2 13.0 9.03 5.69 1.97 0.43
0.00 - - - - - - - - - -
0.25 - 17.2 12.4 8.17 3.45 4.98 3.64 1.84 1.05 0.32
0.50 - 0.95 9.96 6.58 2.83 4.09 3.14 1.57 0.95 0.28
0.75 - 0.89 0.94 4.92 2.45 3.03 2.17 1.14 0.61 0.17
1.00 - 0.49 0.53 0.65 2.86 0.85 0.62 0.44 0.10 -0.03
1.25 - 0.72 0.78 0.82 0.30 2.77 1.76 0.91 0.51 0.16
1.50 - 0.72 0.82 0.80 0.30 0.87 1.48 0.67 0.42 0.13
1.75 - 0.67 0.75 0.78 0.39 0.82 0.82 0.44 0.21 0.06
2.00 - 0.64 0.76 0.69 0.15 0.78 0.88 0.80 0.15 0.05
3.00 - 0.45 0.52 0.46 -0.11 0.58 0.61 0.53 0.68 0.03

TABLE VIII. Same as in Table VII, but for cos θµ with cross-section units of 10−40 cm2 and covariance units of 10−80 cm4.

-1.00 -0.50 0.00 0.25 0.50 0.60 0.70 0.80 0.85 0.90 0.95
dσ

d cos θµ
1.72 3.49 6.64 11.9 19.8 27.9 40.8 59.6 79.5 107. 136.

GENIE 1.63 3.29 6.25 11.1 17.9 25.4 38.5 55.5 74.2 103. 132.
-1.00 0.16 0.25 0.46 0.77 0.95 1.61 1.78 2.11 2.95 3.92 3.51
-0.50 0.97 0.42 0.74 1.19 1.45 2.46 2.93 3.52 4.83 6.35 5.71
0.00 0.93 0.93 1.51 2.92 3.32 5.77 6.14 7.00 9.95 13.1 12.4
0.25 0.73 0.70 0.90 7.03 7.19 13.1 11.3 12.4 18.9 25.3 25.4
0.50 0.76 0.72 0.87 0.87 9.73 14.5 15.2 17.6 25.8 34.7 36.9
0.60 0.79 0.75 0.93 0.97 0.92 25.8 24.0 27.2 40.6 54.1 55.8
0.70 0.77 0.78 0.87 0.74 0.85 0.82 33.4 37.1 50.1 61.8 66.9
0.80 0.78 0.80 0.84 0.69 0.83 0.79 0.95 45.9 59.8 75.4 82.5
0.85 0.79 0.80 0.87 0.77 0.89 0.86 0.93 0.95 86.4 111. 123.
0.90 0.77 0.77 0.84 0.75 0.88 0.84 0.84 0.88 0.94 161. 160.
0.95 0.61 0.62 0.71 0.67 0.83 0.77 0.81 0.85 0.93 0.88 203.

TABLE IX. Same as in Table VII, but for pπ.

0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00 1.25 1.50 1.75 2.00 2.50
dσ
dpπ

20.3 55.1 48.6 46.2 40.6 32.0 25.1 19.3 15.3 11.2 7.39 3.95 2.07 1.05 0.41 0.12

GENIE 19.2 53.3 48.1 45.5 38.9 29.8 22.6 17.0 13.3 9.75 6.48 3.50 1.85 0.97 0.40 0.12
0.00 11.3 22.0 17.0 14.2 10.6 7.59 5.76 3.99 2.69 1.71 0.90 0.41 0.19 0.70 -0.013 -0.029
0.10 0.80 67.6 59.2 49.5 35.0 21.8 16.9 10.7 6.78 4.04 1.77 0.82 0.44 -0.008 -0.15 -0.15
0.20 0.68 0.96 55.8 46.8 32.5 19.4 15.3 9.44 5.83 3.63 1.56 0.83 0.55 0.08 -0.12 -0.138
0.30 0.65 0.93 0.96 42.3 30.1 18.4 14.5 9.11 5.80 3.75 1.85 1.10 0.70 0.23 -0.05 -0.09
0.40 0.65 0.88 0.90 0.95 23.6 15.2 11.9 7.63 5.25 3.19 1.81 1.06 0.63 0.23 0.02 -0.04
0.50 0.68 0.79 0.78 0.85 0.94 11.1 8.22 5.59 4.11 2.41 1.52 0.84 0.48 0.19 0.05 -0.02
0.60 0.67 0.80 0.80 0.87 0.95 0.96 6.62 4.32 3.13 1.95 1.23 0.70 0.37 0.17 0.05 -0.005
0.70 0.68 0.74 0.72 0.80 0.90 0.96 0.96 3.06 2.25 1.42 0.93 0.50 0.26 0.11 0.04 -0.005
0.80 0.59 0.61 0.58 0.66 0.80 0.91 0.90 0.95 1.83 1.09 0.78 0.43 0.23 0.11 0.04 0.004
0.90 0.56 0.54 0.54 0.64 0.72 0.80 0.84 0.90 0.89 0.82 0.54 0.306 0.16 0.09 0.03 0.005
1.00 0.42 0.33 0.33 0.44 0.58 0.71 0.74 0.82 0.89 0.93 0.41 0.24 0.13 0.07 0.03 0.009
1.25 0.30 0.24 0.27 0.41 0.53 0.61 0.66 0.70 0.76 0.81 0.91 0.17 0.10 0.06 0.02 0.009
1.50 0.21 0.20 0.27 0.39 0.47 0.53 0.53 0.54 0.62 0.65 0.74 0.85 0.08 0.04 0.01 0.005
1.75 0.12 -0.01 0.06 0.19 0.27 0.32 0.37 0.36 0.44 0.56 0.65 0.78 0.82 0.03 0.01 0.005
2.00 -0.05 -0.24 -0.23 -0.10 0.04 0.20 0.24 0.28 0.42 0.44 0.65 0.72 0.61 0.77 0.005 0.003
2.50 -0.16 -0.36 -0.35 -0.27 -0.16 -0.09 -0.04 -0.06 0.06 0.11 0.28 0.42 0.35 0.57 0.72 0.003
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TABLE X. Same as in Table VII, but for cos θπ with cross-section units of 10−40 cm2 and covariance units of 10−80 cm4.

-1.00 -0.75 -0.50 -0.25 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90
dσ

d cos θπ
4.73 5.32 6.39 8.12 10.0 11.5 13.2 15.2 17.8 21.5 27.1 35.6 51.3 92.5

GENIE 4.45 4.93 5.77 7.17 8.66 9.76 11.2 13.2 15.7 19.2 24.4 32.7 4.86 93.1
-1.00 0.48 0.57 0.67 0.74 1.05 0.94 1.13 1.23 1.04 1.54 2.09 2.49 4.07 7.56
-0.75 0.97 0.73 0.82 1.88 1.31 1.45 1.41 1.57 1.29 1.93 2.65 3.03 4.92 9.27
-0.50 0.96 0.95 1.01 1.03 1.56 1.35 1.66 1.88 1.48 2.27 3.18 3.59 5.85 11.2
-0.25 0.98 0.94 0.94 1.20 1.66 1.51 1.76 1.93 1.66 2.45 3.25 3.92 6.28 11.5
0.00 0.92 0.93 0.95 0.93 2.69 2.20 2.61 3.07 2.29 3.69 5.02 5.52 8.84 17.0
0.10 0.95 0.95 0.95 0.97 0.95 2.01 2.35 2.70 2.23 3.37 4.47 5.18 8.11 15.3
0.20 0.95 0.96 0.96 0.93 0.93 0.97 2.95 3.29 2.76 4.08 5.60 6.41 10.2 19.4
0.30 0.87 0.91 0.92 0.87 0.92 0.94 0.94 4.11 3.09 4.89 6.63 7.12 10.9 21.7
0.40 0.87 0.87 0.85 0.87 0.80 0.91 0.93 0.88 3.02 4.03 5.35 6.42 9.80 18.42
0.50 0.88 0.90 0.90 0.89 0.90 0.95 0.95 0.96 0.92 6.30 8.17 9.23 14.0 27.3
0.60 0.90 0.92 0.94 0.88 0.91 0.94 0.97 0.97 0.92 0.97 11.3 12.4 19.3 38.0
0.70 0.92 0.91 0.92 0.92 0.86 0.94 0.96 0.90 0.95 0.95 0.95 15.1 23.4 44.2
0.80 0.95 0.93 0.94 0.93 0.87 0.93 0.96 0.87 0.91 0.90 0.93 0.98 38.1 71.0
0.90 0.93 0.92 0.95 0.90 0.88 0.92 0.96 0.91 0.90 0.93 0.96 0.97 0.98 138.

TABLE XI. Same as in Table VII, but for Q2 with cross-section units of 10−40 cm2/(GeV/c)2 and covariance units of
10−80 cm4/(GeV/c)4.

0.00 0.10 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00 3.00
dσ
dQ2 16.9 28.7 30.9 25.3 19.2 14.0 9.76 6.54 4.28 1.68 0.35

GENIE 17.1 26.8 29.1 24.4 18.4 12.7 8.66 5.77 3.77 1.46 0.31
0.00 5.03 6.58 6.77 5.11 4.33 3.27 2.07 1.31 0.69 0.30 -0.008
0.10 0.82 12.8 11.3 8.57 8.16 5.52 3.05 1.89 1.02 0.46 0.002
0.25 0.85 0.88 12.7 11.4 9.67 7.18 4.81 3.53 2.27 0.91 0.08
0.50 0.66 0.69 0.92 12.0 9.56 7.35 5.31 4.23 2.90 1.13 0.14
0.75 0.66 0.78 0.92 0.94 8.61 6.22 4.27 3.35 2.18 0.88 0.09
1.00 0.66 0.69 0.91 0.96 0.96 4.93 3.42 2.77 1.79 0.72 0.07
1.25 0.56 0.52 0.82 0.94 0.89 0.94 2.67 2.15 1.47 0.58 0.07
1.50 0.43 0.39 0.72 0.89 0.83 0.91 0.96 1.88 1.26 0.49 0.06
1.75 0.31 0.29 0.65 0.86 0.76 0.83 0.92 0.94 0.95 0.35 0.05
2.00 0.35 0.34 0.69 0.87 0.81 0.87 0.95 0.96 0.97 0.14 0.02
3.00 -0.05 0.01 0.32 0.56 0.43 0.47 0.59 0.63 0.74 0.72 0.005

TABLE XII. Same as in Table VII, but for W with cross-section units of 10−40 cm2/(GeV/c2) and covariance units of
10−80 cm4/(GeV/c2)2.

1.00 1.10 1.20 1.30 1.40 1.50 1.60 1.70 1.80 2.00 2.25 2.50
dσ
dW

6.11 20.4 35.2 39.2 43.5 48.2 46.8 37.8 25.1 10.7 3.81 0.95
GENIE 5.26 18.3 33.0 34.4 37.4 43.1 43.8 35.0 21.9 8.94 3.04 0.68
1.00 3.88 9.39 6.68 5.53 6.06 7.06 9.86 7.59 2.98 1.41 -0.35 -0.49
1.10 0.93 26.3 19.5 13.3 14.5 17.7 27.1 21.9 9.92 5.05 -0.06 -0.72
1.20 0.73 0.82 21.6 16.8 15.1 16.6 21.5 15.8 8.24 5.49 1.07 -0.01
1.30 0.63 0.58 0.81 20.0 20.0 21.2 19.5 13.7 6.21 2.46 -0.43 -0.88
1.40 0.60 0.55 0.63 0.87 26.4 29.3 25.8 19.5 8.05 0.90 -1.96 -1.85
1.50 0.60 0.58 0.59 0.79 0.95 36.2 32.3 24.4 9.91 1.40 -2.36 -2.34
1.60 0.81 0.86 0.75 0.71 0.81 0.87 37.9 30.3 13.7 4.18 -1.14 -1.62
1.70 0.75 0.83 0.66 0.59 0.74 0.79 0.95 26.6 12.5 3.32 -0.72 -1.08
1.80 0.55 0.71 0.65 0.51 0.57 0.60 0.81 0.89 7.52 2.29 0.62 0.11
2.00 0.41 0.56 0.68 0.32 0.10 0.13 0.39 0.37 0.48 3.04 1.26 0.54
2.25 -0.17 -0.01 0.21 -0.09 -0.35 -0.36 -0.17 -0.13 0.21 0.67 1.16 0.68
2.50 -0.36 -0.20 -0.00 -0.29 -0.52 -0.57 -0.38 -0.30 0.06 0.45 0.91 0.47
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