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We report on the ongoing effort of improving the determination of the gradient flow scale on the
(2+1+1)-flavor HISQ ensembles generated by the MILC collaboration. We compute the scales
√
𝑡0/𝑎 and 𝑤0/𝑎 with the Wilson and Symanzik flow using three discretizations for the action

density: clover, Wilson and tree-level Symanzik improved. For the absolute scale setting, we
intend to employ the Ω-baryon mass, but are also using the pion decay constant while the Ω-mass
calculations are in progress.
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1. Introduction

For lattice-QCD precision projects such as the calculation of the hadronic contribution to the
anomalous magnetic moment of the muon, a major contribution to the final uncertainty comes from
the determination of the lattice spacing (see, for instance, Ref. [1]). A convenient procedure for
determining the relative lattice scale with high statistical precision is the gradient flow introduced
in Ref. [2]. For the absolute scale, several quantities have been used in the past including the pion
or kaon decay constants. However, the Ω-baryon mass, which is measured experimentally to about
0.02% precision, has recently become a more popular choice for precision lattice projects.

The MILC collaboration has been generating a library of (2+1+1)-flavor ensembles with the
Highly Improved Staggered Quark (HISQ) action [3] for over a decade now [4, 5]. The available
lattice spacings range from 0.15 down to 0.03 fm and the quark masses from approximately 300 MeV
down to the physical pion mass. The initial tuning was done with the 𝑟0/𝑟1 scale and later improved
with the 𝑓𝜋 scale. In 2015, the 𝑤0 scale was calculated on the existing ensembles [6]. Since then,
more ensembles have been added, and some physical mass ensembles were regenerated with more
precisely tuned quark masses. Therefore, we are revisiting 𝑤0-scale setting on the MILC HISQ
ensembles. Improvements in this calculation include using a different integrator [7, 8], two types
of gradient flow (Wilson and Symanzik), three different discretizations of the observable, and use
of the Ω-baryon mass for the absolute scale setting. Recent developments, e.g., Refs. [9–11], allow
us to use a fully unitary formalism where the valence quarks are also HISQ. Recently, the CalLat
collaboration computed the physical 𝑤0 scale with theΩ-baryon mass input using most of the MILC
HISQ publicly available ensembles including the ones with heavier-than-physical pion mass and a
few additional HISQ ensembles generated by them [12]. The main difference with our work is that
they used the Möbius domain-wall fermion action for the valence quarks and that we compute the
Ω-baryon mass only on the physical pion mass ensembles.

2. Gradient flow

2.1 Definitions

The gradient flow [2] is a smoothing procedure where a gauge field configuration is evolved in
a fictitious time 𝑡 according to a diffusion equation,

𝑑𝑉𝑥, 𝜇

𝑑𝑡
= −

{
𝜕𝑥, 𝜇𝑆

𝑓 (𝑡)
}
𝑉𝑥, 𝜇, 𝑉𝑥, 𝜇 (𝑡 = 0) = 𝑈𝑥, 𝜇 . (1)

In this project, for the flow action 𝑆 𝑓 , we use both the Wilson and tree-level improved Symanzik
actions. To set the lattice spacing, one evaluates a flowed observable, a popular choice being the
action density 𝑆𝑜 itself, at flow time 𝑡 = 𝑡0 or 𝑡 = 𝑤2

0 where the corresponding condition is satisfied:

𝑡2⟨𝑆𝑜 (𝑡)⟩
��
𝑡=𝑡0

= 0.3 or
[
𝑡
𝑑

𝑑𝑡
𝑡2⟨𝑆𝑜 (𝑡)⟩

]
𝑡=𝑤2

0

= 0.3 . (2)

The major practical difference between the resulting
√
𝑡0 or 𝑤0 scales is higher suppression of the

discretization effects in 𝑤0, as was first noted in Ref. [13]. Moreover, the discretization effects
at the tree level that result from a specific combination of the gauge action 𝑆𝑔 (with HISQ we

2



Gradient flow scale Alexei Bazavov

use a one-loop Symanzik-improved action), flow action 𝑆 𝑓 and observable discretization 𝑆𝑜 were
calculated in Ref. [14] and can be canceled by replacing the observable with

𝑡2𝑆𝑜 (𝑡) → 𝑡2𝑆𝑜 (𝑡)

1 +
4∑︁

𝑚=1
𝐶𝑚(𝑎2𝑚/𝑡𝑚)

. (3)

For the observable, we use Wilson (W), tree-level Symanzik-improved (S) and clover (C) discretiza-
tion of the action density. In what follows, three letter abbreviations refer to the combination of the
gauge, flow, and observable actions, e.g., the SSC (Symanzik-Symanzik-Clover) combination was
the only one used in our previous work [6].

2.2 Lattice setup

In general, computation of the gradient flow for a given ensemble requires a smaller com-
putational effort than other typical calculations, e.g., hadron spectrum measurements. However,
given the diffusive nature of the flow equation (1) the flow time is actually measured in units of
lattice spacing squared. This means that for finer ensembles the flow needs to be run significantly
longer (in lattice units) to reach the 𝑡0 or 𝑤2

0 scales. For this reason, we explored a number of
integration schemes that would allow the flow integration to have the largest possible step size. We
use a fourth-order commutator-free low-storage Lie group integrator described in Refs. [7, 8]. To
completely control the systematic errors from the flow integration, we perform all measurements
with two step sizes Δ𝑡 = 1/20 and Δ𝑡 = 1/40. We observe that the integration is stable for all
ensembles and the systematic error is always a few orders of magnitude smaller than the statistical
error.

We illustrate how different choices influence the discretization effects in Fig. 1 for the 300 MeV
pion, 𝑎 = 0.12 fm ensemble. In all panels, we show six different combinations of the flow/observable
(with the gauge action being fixed at “S”). In the top left panel of Fig. 1, the flows for the

√
𝑡0 scale are

shown and the spread of different curves crossing the 0.3 line hints at relatively large discretization
effects. The vertical line shows the scale that corresponds to the SSC combination that was used in
our 2015 work [6]. In the top right panel, we show the effect of applying the corrections, Eq. (3), to
the observable. The decrease in the spread between different flow/observable combinations shows
some suppression of the discretization effects, but they are still quite large for the

√
𝑡0 scale at

𝑎 = 0.12 fm. Moving to the bottom left panel of Fig. 1, we find that the 𝑤0 scale has drastically
reduced discretization effects, and applying the corrections to 𝑤0, bottom right panel of Fig. 1, has
a relatively small effect. Note also that applying the corrections to the derivative (𝑤0) scale tends
to amplify the artifacts at early flow time. The effect of applying the corrections to the

√
𝑡0 and 𝑤0

scale is similar for the finer ensembles, so we do not show them here.

2.3 Autocorrelations

The scale
√
𝑡0 or 𝑤0 became a popular choice due to a relatively small computational cost and

high statistical precision that can be achieved with either quantity. However, the smearing introduced
by the flow, in general, induces longer autocorrelation times for these quantities, compared to 𝑟0 or
even 𝑓𝜋 scales.
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Figure 1: The flow time dependence (in lattice units) of different combinations of the flow and observable.
Top panels show the observables used to extract the

√
𝑡0 scale and the bottom panels the 𝑤0 scale. Left

panels show the original observables, while right panels show the effect of applying tree-level corrections
for discretization effects, Eq. (3). The statistical errors are smaller than the symbol sizes.

The autocovariance function for an observable 𝑂 is defined as

𝐶 (𝑡𝑀𝐶) ≡ ⟨(O𝑖 − ⟨O𝑖⟩)(O 𝑗 − ⟨O 𝑗⟩)⟩ = ⟨O0O𝑡𝑀𝐶
⟩ − ⟨O⟩2, 𝑡𝑀𝐶 = |𝑖 − 𝑗 |, (4)

where 𝑖, 𝑗 index the Monte Carlo time series. The autocorrelation function is simply 𝑐(𝑡𝑀𝐶) ≡
𝐶 (𝑡𝑀𝐶)/𝐶 (0). The estimator of the integrated autocorrelation time with the window method is

𝜏𝑖𝑛𝑡 (𝑡𝑀𝐶) = 1 + 2
𝑡𝑀𝐶∑︁
𝑡 ′=1

𝑐(𝑡′). (5)

In general, the quantity (5) is expected to reach a plateau, but in practice this is complicated by the
fact that the variance of 𝜏𝑖𝑛𝑡 (𝑡𝑀𝐶) diverges. To reliably estimate the integrated autocorrelation time
requires significant statistics. To propagate the statistical errors on the autocorrelation function and
the integrated autocorrelation time, we use a block jackknife resampling with 20 and 40 blocks to
check for the dependence on the block size.

If one assumes that the autocorrelation function is dominated by a single exponential, i.e.,

𝑐(𝑡𝑀𝐶) = exp{−𝑡𝑀𝐶/𝜏1
𝑀𝐶} , (6)

4



Gradient flow scale Alexei Bazavov

the integrated autocorrelation time is given by the sum of the geometric series

𝜏1
𝑖𝑛𝑡 =

exp{1/𝜏1
𝑀𝐶

} + 1
exp{1/𝜏1

𝑀𝐶
} − 1

. (7)

This provides an alternative way of determining the integrated autocorrelation time by fitting the
early time behavior of the autocorrelation function that can be determined with higher statistical
precision.
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Figure 2: The autocorrelation function (left) and the integrated autocorrelation time (right) measured with
the window method for 𝑎 = 0.12 fm ensemble vs. the simulation time in molecular dynamics time units.
Different colors correspond to varying the block size in the jackknife procedure.

For the retuned 𝑎 = 0.12 fm physical mass MILC HISQ ensemble, a large data set of 45,000
molecular dynamics time units has been accumulated (with lattices saved every 5 time units).
To study autocorrelations we take the clover action density for the observable at time 𝑡 = 𝑤2

0,
𝑂 ≡ 𝑆𝑜 (𝑡 = 𝑤2

0), i.e., the quantity from whose ensemble average the 𝑤0 scale is determined. In
the left panel of Fig. 2, we show the normalized autocorrelation function 𝑐(𝑡𝑀𝐶) for that ensemble
together with the fit to the form (6) versus the Monte Carlo time in molecular dynamics time
units. In the right panel of the figure, we show the integrated autocorrelation time 𝜏𝑖𝑛𝑡 (𝑡𝑀𝐶)
computed with the window method together with the 𝜏1

𝑖𝑛𝑡
= 55 ± 3 computed from assuming a

single-exponential decay (7). One can see that from such a large ensemble the autocorrelation
function can be determined with enough statistical precision, and as a result one gets a reliable
estimate of the integrated autocorrelation time. The value calculated from the single-exponential
decay is reasonably consistent with the plateau. Conservatively, we can estimate that the integrated
autocorrelation time is below 80 molecular dynamics time units, and the ensemble has at least
45,000/80 ∼ 560 statistically independent samples as far as 𝑤0 is concerned.

Another high-statistics MILC HISQ ensemble at finer lattice spacing is the 𝑎 = 0.09 fm
physical-mass ensemble with about 20,000 molecular dynamics time units. Similarly to the previous
case, we look at the clover action density at the flow time 𝑡 = 𝑤2

0. Its autocorrelation function is
shown in the left panel and the integrated autocorrelation time in the right panel of Fig. 3. The
integrated autocorrelation time determined from the single-exponential decay is 𝜏1

𝑖𝑛𝑡
= 43 ± 3

molecular dynamics time units and is consistent with the plateau achieved in 𝜏𝑖𝑛𝑡 (𝑡𝑀𝐶).
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Figure 3: The autocorrelation function (left) and the integrated autocorrelation time (right) measured with
the window method for 𝑎 = 0.09 fm ensemble vs. the simulation time in molecular dynamics time units.
Different colors correspond to varying the block size in the jackknife procedure.
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Figure 4: The autocorrelation function (left) and the integrated autocorrelation time (right) estimated with
the window method for 𝑎 = 0.06 fm ensemble vs. the simulation time in molecular dynamics time units.
Different colors correspond to varying the block size in the jackknife procedure. Note that with 40 blocks
the autocorrelation function is computed only up to 𝑡𝑀𝐶 = 6, 000/40 = 150 molecular dynamics time units.

We now turn to a finer, 𝑎 = 0.06 fm, 300 MeV pion mass MILC HISQ ensemble that
contains 6,000 molecular dynamics time units (1,000 configurations separated by 6 time units). We
expect that when decreasing the lattice spacing the integrated autocorrelation time for 𝑤0 related
observables will, in general, grow (in molecular dynamics time units). As before, we take the clover
action density at 𝑡 = 𝑤2

0 as an observable and show its autocorrelation function in the left panel and
the integrated autocorrelation time in the right panel of Fig. 4. Compared to the two previous cases,
the errors on the autocorrelation function are much larger and the integrated autocorrelation time
does not reach a plateau. It is plausible, based on our experience with the other ensembles, that
the increase in the autocorrelation function around 200 time units is a statistical fluctuation. If the
Monte Carlo statistics were significantly increased, the autocorrelation function (at least visually)
would become more consistent with the single-exponential form, as was observed for the two large-
statistics ensembles discussed previously. In that case, the integrated autocorrelation time might
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plateau around 120–150 time units, becoming consistent with the estimate 𝜏1
𝑖𝑛𝑡

= 122 ± 31 time
units. However, at present, the data do not allow one to rule out larger integrated autocorrelation
times up to 250 time units. Conservatively, we can estimate that the 𝑎 = 0.06 fm 300 MeV pion
MILC HISQ ensemble contains from 6,000/250 = 24 to 6,000/120 = 50 statistically independent
samples.

Overall, we conclude that for the ensembles with the lattice spacing 𝑎 > 0.06 fm the integrated
autocorrelation time for the gradient flow scale observables is on the order of 50 time units or below
(it is mainly sensitive to the lattice spacing and less to the values of the quark masses) while for
≤ 0.06 fm ensembles the integrated autocorrelation time may be significant, and one has to exercise
care when estimating the true variance of the 𝑤0 scale.

We have currently completed the flow measurements on all existing MILC HISQ ensembles,
and the final analysis is ongoing. The details will be presented in a forthcoming publication.

3. Staggered baryons

For the absolute scale setting, we have been computing the Ω-baryon mass on the physical pion
mass MILC HISQ ensembles with lattice spacings 𝑎 ≈ 0.15, 0.12, 0.09, and 0.06 fm. On each
ensemble, we construct the full set of operators that interpolate to different staggered fermion tastes
of Ω baryons as described in Ref. [15]. We use three interpolators here. Two of three operators are
mixed and interpolate to the same two taste-split Ω baryons in the ground state; on the other hand,
the remaining operator interpolates to a single Ω baryon. In the continuum limit, the taste-splitting
mass differences disappear and a single Ω-baryon mass is obtained.

Figure 5: Effective mass plots of the Ω baryon from two-point correlation functions using Gaussian-smeared
and corner-wall sources and Gaussian-smeared and point sinks at two lattice spacings (𝑎 = 0.06, 0.09 fm). A
weighted average over a few time slices has been applied to the correlation functions to suppress the effects
of oscillations from negative-parity states [11].

For each operator, we use four different source-sink constructions: the corner-wall source (see
Eq. (2.1) in Ref. [9] for the definition) with the point and Gaussian-smeared sinks and the Gaussian-
smeared source with the point and Gaussian-smeared sink. Even though correlators constructed
from corner-wall sources have the best signal-to-noise ratios, the correlators we construct with

7
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Figure 6: A preliminary continuum extrapolation of
the Ω-baryon mass from measurements on ensembles
ranging from 0.15 fm down to 0.06 fm using Eq. (8).
The lattice spacings are set using 𝑓𝜋 from Ref. [16].
The continuum-extrapolated value gives good agree-
ment with the experimental measurement 𝑀Ω,exp.

corner-wall sources are not positive definite because correlators constructed with corner-wall sinks
have unfavorable signal-to-noise scaling in volume and cannot be used in practice. So we supplement
corner-wall source with Gaussian-smeared sources to constrain the excited state contamination. In
preliminary fits, we have analyzed the correlators constructed from the operator that interpolates to
a single Ω-baryon taste for simplicity. We also apply a weighted average over a few time slices [11]
before fitting to alleviate the excited-state contamination from negative-parity states. We then
perform Bayesian fits to all four correlators on each ensemble with two positive-parity states and
one negative-parity state to constrain the left-over negative-parity state contribution. Fit results
from the two finest lattice spacings are shown in Fig. 5.

Finally, we perform a preliminary continuum extrapolation of the Ω-baryon mass as a consis-
tency check. Here we follow the same procedure used in our earlier work [10] and fit the masses
from different lattice spacings, 𝑀lat.,Ω(𝑎), to the functional form

𝑀lat.,Ω = 𝑀Ω

(
1 + 𝑐1(𝑎ΛQCD)2 + 𝑐2(𝑎Λ𝑄𝐶𝐷)4) (8)

where we choose ΛQCD = 200 MeV, 𝑐1 is unconstrained, the prior on 𝑐2 is 0(1), and the lattice
spacings are determined using the mass independent scheme with 𝑓𝜋 [16]. The result is shown in
Fig. 6. The final continuum-extrapolated mass is 𝑀Ω = 1668(8) MeV, which is consistent with the
PDG result within a one sigma uncertainty. We are currently working on increasing statistics on all
ensembles to further reduce the uncertainties.

4. Conclusion

The effort to determine the 𝑤0 scale on all MILC HISQ ensembles is ongoing. The combi-
nations of two flows (Wilson and Symanzik) and three observables (Wilson, Symanzik and clover)
have been carried out on all existing MILC (2+1+1)-flavor HISQ ensembles and the final error
analysis is in progress. The Ω-baryon mass is being computed on the physical pion mass ensembles
for the absolute scale setting. Early analysis indicates that an error of well below 0.5% may be
achievable.
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