Measurement of $^{208}$Pb($\nu_e, Xn$) production with a stopped-pion neutrino source
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Using neutrinos produced at the Spallation Neutron Source (SNS) at Oak Ridge National Laboratory (ORNL), the COHERENT collaboration has studied the $\nu_e$($\pi^-$,$Xn$) process with a lead neutrino-induced-neutron (NIN) detector. Data from this detector are fit jointly with previously collected COHERENT data on this process. A combined analysis of the two datasets yields a cross section that is $0.20^{+0.17}_{-0.16}$ times that predicted by the MARLEY event generator, consistent with no NIN events at $1.8 \sigma$. This is the first inelastic neutrino-nucleus process COHERENT has studied, among several planned exploiting the high flux of low-energy neutrinos produced at the SNS.

Introduction When a sufficiently energetic neutrino interacts with a nucleus, neutrons can be emitted as part of the nuclear de-excitation process. Neutrino-induced neutrons (NINs) from low-energy neutrinos ($\lesssim 50$ MeV) were predicted in 1978 [1], but have not yet been observed. There is a limited number of existing experimental measurements of low energy neutrino-nucleus interactions through any channel [2], so cross section predictions for many of these interactions are untested. NINs produced through electron neutrino charged-current (CC) interactions on lead nuclei are of particular interest, owing to the large predicted cross section [3,9] and the prevalence of lead as a common shielding material. These interactions can be used to detect supernovae, can impact the nucleosynthesis that occurs during a supernova, and can form a background for neutrino and dark matter experiments.
The majority of existing supernova neutrino detectors are primarily sensitive to the electron-antineutrino component of the supernova neutrino flux through the detection of inverse beta decay interactions on hydrogen [10]. One of the exceptions is the HALO experiment [11, 12], which will detect electron neutrinos emitted by supernovae through the production of NINs on lead. This provides HALO with a unique capability [13], although the NIN cross section on lead must be measured to determine the detector’s sensitivity.

Neutrino-nucleus reactions have been hypothesized to play a role in supernova nucleosynthesis for some time [1]. This can occur either through direct interactions (the $\nu$-process) or through the production and subsequent rapid capture of neutrons (the $r$-process) [1, 14–17]. A measurement of the NIN cross section for neutrinos of similar energy to those emitted by a supernova would help determine the impact of NINs on the isotopic abundances generated by supernovae.

NIN interactions in shielding material can potentially impact a variety of neutrino and dark matter experiments. In oscillation experiments such as LSND [13], NINs produced by charged-current interactions in shielding may create a background [3]. NINs from solar neutrinos have been proposed to explain the DAMA/LIBRA excess [19], although this claim has been refuted [20, 21]. In searches for coherent elastic neutrino-nucleus scattering (CEvNS), NINs originating from shielding material can produce low energy nuclear recoils in detectors, mimicking the CEvNS signal [22]. In particular, for CEvNS searches at pion decay-at-rest neutrino sources [22, 23], NINs follow the timing distribution of the neutrinos, which can make them problematic.

The COHERENT collaboration has studied the charged-current NIN process on lead using neutrinos produced [24] at the Spallation Neutron Source (SNS) at Oak Ridge National Laboratory (ORNL). As an initial test, the collaboration deployed two 1.5-L liquid scintillator cells inside the shielding used for the COHERENT CsI[Na] detector [22] – this NIN detector is referred to as the Eljen cell detector. The initial measurement from the Eljen cell detector reported a cross section a factor of $\sim 1.7$ times lower than predicted in reference [14], although there were large uncertainties on the measurement. As a follow-up, two detectors – referred to as the neutrino cubes – were deployed and deployed to the SNS in 2015 to measure NIN production on lead and iron. This paper discusses the design of the lead neutrino cube, along with the analysis of a $\sim$5-year exposure, and a combined result with an updated analysis of the Eljen cell detector.

**Experimental description:** The lead neutrino cube consists of a $\sim$900-kg cast lead target with four cylindrical cavities for liquid scintillator detectors. Two types of liquid scintillator detectors were used throughout this deployment: cylindrical 2.4-liter detectors and hexagonal 1.25-liter detectors. Both types of detectors held EJ-301 scintillator with Electron Tubes 9821-KEB 3” photo multiplier tubes (PMTs). Plastic scintillator-based muon veto panels were placed against the four sides and top of the lead target to reject muon-induced neutron backgrounds. Near-hermetic modular water shielding surrounded the muon veto panels to reduce environmental and beam-related neutron (BRN) backgrounds. A rendering of the detector is shown in Fig. 1.

The detector was located 18.9 m from the SNS target in “Neutrino Alley”, where it was exposed to an intense flux of low energy (<52.8 MeV) neutrinos. At the SNS, prompt muon neutrinos are produced from the decay of pions (lifetime of 26 ns), while delayed muon-antineutrinos and electron neutrinos are produced from the decay of stopped positive muons (lifetime of 2.2 µs). As the FWHM width of the beam timing profile is $\approx 350$ ns, the prompt and delayed neutrino fluxes are separated in time, allowing the isolation of $\nu_e$ CC NIN events from beam-related backgrounds. More details on Neutrino Alley and the neutrinos produced at the SNS can be found in reference [22].

The data used for the analysis were collected between January 2016 and January 2021. The detector operated in three different configurations, i.) with four cylindrical detectors present, ii.) with two cylindrical detectors present, and iii.) with two cylindrical and two hexagonal detectors present. The detector was monitored for stable running conditions and periods with detector electronics issues or atypical beam operations were removed from the analysis. Combining data from all configurations, the lead neutrino cube collected NINs produced in the surrounding lead over an exposure of 127 GWh-liters.

The lead neutrino cube triggers on the coincidence of a signal from any of the liquid scintillator cells above a level-threshold and a timing signal generated by the SNS. The timing signal is synchronized to the proton pulse timing at the SNS and can be reliably used to determine the neutrino generation time. When a coincidence is detected within a $\sim 20$ µs window, 80 µs waveforms are recorded from all channels (liquid scintillators, vetoes, and SNS timing signals) with the trigger occurring 35% of the way through the waveform.

A conditional moving average filter [25] is used to remove long-timescale oscillations in the baseline of waveforms. To determine the start-time of the pulse, a smoothing interpolation algorithm [26] is applied to achieve an onset ($t_0$) for each pulse with sub-sample precision, where the onset is defined as 20% of the maximum pulse amplitude. A 400 ns window is integrated around the pulse onset (10 ns prior to onset, 390 ns after) to determine the energy of the pulse. A pulse-shape discrimination (PSD) parameter is calculated as the ratio of the tail integral to the full integral of the pulse, where the tail integral length was optimized for each channel and varied from the last 355 to 360 ns of the integral window.

Cosmic events passing through the muon veto are identified by requiring a coincident signal in two or more PMTs from the muon veto panels within a 200 ns window. Events in a liquid scintillator cell preceding the muon veto signal by up to 200 ns or following within a 25 µs
FIG. 1. Left: exterior view of the neutrino cube showing water bricks used to reduce neutron backgrounds. Center: Cut-away view showing the muon veto panels inside the water shielding. Right: Cut-away view showing the lead target and liquid scintillator detectors. The bottom of the liquid scintillator detectors is located approximately at the midpoint of the lead target.

window are identified as muon-correlated events and are removed.

Events preceding the SNS timing signal by up to 2 $\mu$s or following the timing signal by up to 12 $\mu$s were blinded during the analysis to avoid developing cuts that bias the results.

Calibrations were performed with dedicated gamma source runs to set the energy scale of each detector. These sources were simulated in MCNPX-PoliMI \cite{27} and fit to the data, allowing the conversion from ADC-to-keV and energy resolution parameters to float. Relative changes in the gain of each detector were tracked between gamma calibrations by fitting the background spectrum above the Compton endpoint of environmental 511-keV $\gamma$-rays. PSD parameters and trigger efficiencies were studied with neutrons from a dedicated in-situ run using a time-tagged $^{252}$Cf source. More detailed discussion of the calibrations of the neutrino cube detector may be found in the supplemental material.

The energy threshold of the pulse identification algorithm was determined by plotting pulse height versus integral and fitting the relationship as a function of energy. This was done separately for gamma and neutron events using the time-tagged $^{252}$Cf calibration source data. By incorporating individual detector gain changes and exposures, a weighted efficiency curve for the detector was produced as a function of recoil energy, shown in Fig. 2.

The pulse-shape distributions of events in the liquid scintillator cells were observed to vary with time – this can be the result of PMT aging, oxygen leaking into the liquid scintillator, or helium leaking into the PMTs \cite{28}. The variation in the pulse-shape distributions was corrected by fitting the mean of the gamma PSD distribution and scaling PSD parameters so that the gamma mean always occurred at the same PSD value. The corrected pulse-shape distributions from the production data were fit using energy-dependence functions from the $^{252}$Cf calibrations with floating parameters. An energy-dependent cut on the PSD parameter was imposed to maximize the sensitivity of the detector. The lowest energy for which...
TABLE I. Predictions of charged-current cross sections for $^{208}\text{Pb}$ using decay-at-rest electron neutrinos with MARLEY configured with B(GT$^-$) data from reference [32]. Inter- 
action channels which do not produce a final-state neutron are included in the $^{208}\text{Pb}(\nu_e,X)$ value. For lead of naturally-occurring isotopic abundances, imposing $N-Z$ 
scaling produces an inclusive flux-averaged cross section of $41.4 \times 10^{-40}\text{cm}^2$.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Cross section ($\times 10^{-40}\text{cm}^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{208}\text{Pb}(\nu_e, X)$</td>
<td>42.1</td>
</tr>
<tr>
<td>$^{208}\text{Pb}(\nu_e, e^- + n)^{207}\text{Bi}$</td>
<td>31.6</td>
</tr>
<tr>
<td>$^{208}\text{Pb}(\nu_e, e^- + 2n)^{206}\text{Bi}$</td>
<td>7.7</td>
</tr>
<tr>
<td>$^{208}\text{Pb}(\nu_e, e^- + 3n)^{205}\text{Bi}$</td>
<td>0.4</td>
</tr>
</tbody>
</table>

good separation between gammas and neutrons could be determined varied for each detector, from 90 to 170 keV. A typical PSD distribution, along with a weighted PSD cut efficiency curve, is depicted in Fig. [9]. The discontinuities in the weighted efficiency curve arise from variations in the lower PSD threshold achieved for each of the detectors.

Signal prediction: Predictions for the charged-current signal were obtained using MARLEY [29, 30]. While MARLEY was developed for generating charged-current signals on argon [31], it can be utilized for other nuclei by supplying distributions of the Gamow-Teller (GT$^-$) and Fermi (F) strength. For lead, GT$^-$ strengths were obtained from the data in reference [32] provided for use by the authors. The GT$^-$ strengths were scaled by $g_A^2 = (1.26)^2$ to account for the different definition of matrix elements in charge-exchange and weak interactions, and the energy scale was adjusted to account for the difference in the ground state energy of $^{208}\text{Pb}$ and $^{208}\text{Bi}$. MARLEY does not include contributions from forbidden transitions, which will increase the predicted cross section and change the distribution of generated particles produced in charged-current events. The Fermi strength was obtained using the Fermi sum rule, $B(F) = N - Z$, with an energy centered on the isobaric analog state of $^{208}\text{Pb}$ in $^{208}\text{Bi}$ [33]. The predicted inclusive MARLEY flux-averaged cross section for decay-at-rest electron neutrino charged-current interactions with $^{208}\text{Pb}$ is $42.1 \times 10^{-40}\text{cm}^2$, in good agreement with existing predictions [33, 34].

As in reference [3], a $N - Z$ scaling was assumed for the naturally occurring isotopes of lead in the signal calculation. The inclusive cross section from MARLEY for $^{208}\text{Pb}$, along with the partial cross sections leading to neutron emission, are shown in Tab. [1].

Neutral-current predictions were also calculated with MARLEY, using $B(M1)$ strength distributions from [33, 30] and an assumed conversion from $B(M1)$ to $B(GT_0)$ from reference [37]. However, the predicted neutral-current neutron emission cross section was only $\approx 1.6\%$ of the predicted charged-current cross section, so these events were not included as a component in the fit. As a comparison, the neutral-current component expected in HALO is larger as all six flavors of neutrino contribute to the rate while only three contribute at the SNS.

The charged-current events generated by MARLEY were simulated originating from the lead target using GEANT4 [35] to determine an average efficiency of reaching the liquid scintillator cells of 18.8%. The simulation output was processed matching analysis choices and cuts, employing measured energy resolution functions and EJ-301 quenching factors from references [39, 40]. Applying these reduces the average efficiency to 3.3%. While MARLEY does not interface directly with MCNP, as a cross-check neutrons were simulated in 500-keV bins in MCNPX-PoliMi. Despite the coarse energy binning, the MCNP neutron detection efficiency agrees with that from GEANT4 to within 4.3%.

Calculations in reference [23] were used to determine the expected number of neutrinos generated as a function of proton energy and beam power at the SNS. Using the nominal MARLEY cross section and simulated efficiencies, 346 charged-current NIN events were expected in the analyzed data set.

Results and discussion: The primary challenge in identifying NIN events above threshold is discriminating between neutrino-induced neutrons and prompt beam-related neutron (BRN) backgrounds. Both produce proton recoils and thus have similar PSD distributions. The recoil energy distributions of the two populations are also similar. However, NINs and BRNs occur at different times. Thus, a 1D fit in recoil time was performed to determine the NIN signal and prompt background counts. All counts with a reconstructed energy less than 425-825 keV that pass the PSD selection cut were included in the fit. The upper energy limit of the fit was determined for each detector to optimize the separation of NIN signal and steady-state alpha backgrounds, which can have a neutron-like PSD.

A number of sources of systematic uncertainty were evaluated. Eight sources were identified that affect our determination of the NIN cross section which are included in the result and listed in Tab. [11] The dominant normalization uncertainty originates in the uncertainty in the neutrino flux at the SNS which will be improved with future COHERENT data [41]. Quenching and calibration uncertainties are the next largest sources, each affecting the cross section by 2 - 3%. The timing of the NIN pulse was determined from measurements of the beam current at the SNS with an uncertainty of $\sim 38\text{ns}$. The normalization of the prompt beam-related neutron background was allowed to float freely. However, since the timing distribution of these events is critical for determining the NIN rate, the mean and width of the neutron timing pulse were included as unconstrained parameters in the fit. Measured neutron time-of-flight depends on detector location within Neutrino Alley and threshold, which governs the neutron energy range that produced the background, so past neutron data from COHERENT may not accurately constrain these uncertain-
The width of the prompt pulse may be wider than the protons-on-target (POT) trace (full-width half maximum (FWHM) nominally ~350ns) due to variations in neutron time-of-flight. This broadening is incorporated into the fit by convolving the POT trace with a Gaussian smearing of prompt neutron arrival times. The standard deviation of the Gaussian is treated as a free parameter.

After determining reconstruction, selection, and analysis methods, the data were unblinded, resulting in the spectrum shown in Fig. 4. The data selected by the cuts were fit to determine the NIN normalization. Two independently developed fitting codes evaluated the data to confirm consistency of the analysis procedure. An unbinned likelihood fit revealed 36\pm36 NIN events in the sample, while a binned likelihood fit of the same data found 37\pm37 NIN events allowed at 1\sigma, with both fits showing consistent results. The fit estimated 1,295\pm48 prompt neutron events with an additional 79\pm11 ns of smearing in arrival time. The inferred NIN rate is > 4\sigma lower than expectations from the MARLEY prediction.

As this result is discrepant with expectations, several checks were subsequently performed. First, to verify the transparency to neutrons of the lead, the lead used for the target was checked for impurities. The presence of lighter atoms in the surrounding lead may increase the neutron scattering cross section and would also decrease the density of the neutrino target. The lead is stamped as 99.99% natural lead. The density of lead used to cast the targets was measured and determined to be 11.48\pm0.21 g/cm\(^3\), within uncertainty of the nominal value of 11.29 g/cm\(^3\). Second, the prompt neutron event rate was compared to the delivered proton beam power as a function of time. This was done to check the stability of the neutron selection efficiency during detector operations. The excess of neutron events in the prompt window was observed to follow the delivered POT exposure. Third, the PSD cut was extended to include lower...
energy recoils. This increases both the expected number of detected neutrons and the sensitivity to lower energy neutrons. Extending the PSD cut down to 50 keV increased the number of expected NINs by a factor of 1.43. However, these lower energy recoil events were not included in the original fit as the uncertainty on their selection efficiency is large. Fitting this low recoil energy sideband gave a NIN rate consistent with that observed in the analysis sample.

The analysis of the Eljen cell data in reference [22] has been updated in three ways. The previous analysis assumed that the emitted NINs followed an evaporative neutron spectrum, and assumed the spectra of neutron emission events of all multiplicities were identical. The updated analysis has used MARLEY to generate a neutron energy distribution that depends on the multiplicity of the event along with new calculations of the number of neutrons produced per incident POT from reference [24]. Finally, time broadening of the beam-related neutron population was incorporated into the fit and allowed to float, as was done in the analysis of the lead neutrino cube, to incorporate dispersion effects due to time-of-flight varying with incident neutron energy. The influence of this additional uncertainty is detailed in supplementary materials [52].

Combining the results yields a cross section scaling factor of $0.29^{+0.17}_{-0.16}$ relative to predictions from MARLEY (see Tab. I) from a joint fit. For the neutrino cube sample, this corresponds to $100^{+57}_{-54}$ events, consistent with the NIN fit using only data from this detector.

The lead neutrino cube was designed to measure the $nat\text{Pb}(\nu_e, e^- + Xn)$ cross section using electron neutrinos produced at the SNS. The origin of the observed reduction in the signal expectations is unknown. It should be noted that while the suppression is observed in the measured results compared to the MARLEY model, the current result cannot provide meaningful data on charged-current events on lead without neutron emission, as the detector is not designed to measure the emitted electron.

One possible explanation could be that the inclusive charged-current cross section is lower than expected for lead, affecting both neutron emitting and non-neutron emitting interactions. This could be tested by a dedicated detector measuring the electromagnetic energy deposited in charged-current events on lead. This can be done within COHERENT, and there are also external plans (see reference [43]). Additionally, a detector measuring the electromagnetic component of charged-current neutrino interactions on $^{127}\text{I}$ has collected data for several years at the SNS, and may help to test theoretical predictions.

Another possibility is that the neutrons emitted by the charged-current interaction have energies lower than theoretically predicted in MARLEY. If this is the case, the sensitivity of the HALO experiment would be unaffected by the observed reduction in the charged-current cross section. However, there are no models predicting the emission of low energy neutrons from charged-current events on lead. A measurement of the NIN cross section with a capture-gated detector would test this possibility.

Measuring the NIN cross section on a lighter target may also provide understanding for the current result. In 2017, a similar detector to the lead neutrino cube was deployed to the SNS, seeking to measure the NIN cross section on iron with a $\sim$700-kg target. The results described herein reduce the likelihood that the iron neutrino cube will successfully measure the NIN cross section, but analysis is still under way on the data it has collected.

There are several implications of a reduced lead NIN cross section for existing experiments. For CEvNS detectors at the SNS and ESS, this measurement impacts the expected backgrounds and design of detector shielding. This result has negative implications for HALO’s potential to study supernova neutrinos. However, the HALO data continues to be vital for understanding the next galactic core-collapse supernova as HALO is sensitive to the $\nu_e$ component of the supernova flux, while most large detectors are primarily sensitive to the $\bar{\nu}_e$ component through inverse beta decay.

A separate analysis of the 2n NIN emission cross section on lead is planned using the data collected by the lead neutrino cube. While the rate of observed events is expected to be lower, steady-state backgrounds are also significantly reduced.

**Conclusion:** Five years of data have been recorded and analyzed to study NINs produced from electron neutrino charged-current interactions on lead at the SNS. Combining the results of this analysis with an updated analysis of the Eljen cell detector yields a cross section suppressed by a factor of $0.29^{+0.17}_{-0.16}$ compared to the MARLEY prediction. The cause of the apparent reduction in the NIN cross section is unknown, but future experiments will help to determine its origin. Within COHERENT, updated measurements of the neutrino flux with a heavy-water detector will improve systematic uncer-
tainties on the existing measurements [11], and measurements of charged-current cross sections on other targets may help to determine whether a similar suppression is seen for other nuclei.
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I. APPENDIX: CALIBRATIONS

A. Dedicated gamma source calibrations

Several times throughout the detector’s operational period, energy calibrations were performed using dedicated runs with a radioactive source present including running with $^{22}$Na, $^{137}$Cs, $^{60}$Co, and $^{133}$Ba sources. These calibrations occurred irregularly throughout operation, as they require partial disassembly of the detector.

The light output in liquid scintillators for electronic interactions is linear above $\sim$40 keV [44]. The relationship between light output and true energy is described in Eq. A1

$$ L = c(E_e - E_0) \quad (A1) $$

Here, $L$ is the light output, $c$ is a proportionality constant, $E_e$ is the true energy in keV, and $E_0$ is a small offset accounting for non-linearity of the light output at low energies [44]. $E_0$ was fixed to a value of 5 keV [16-19].

Energy resolution impacts the linear calibration parameter, and must be included in a fit to accurately calibrate the detectors.

The energy resolution of a detector at an energy $E$ can be parameterized as

$$ \frac{\Delta E}{E} = \sqrt{\alpha_0^2 + \beta_0^2 \frac{E}{E_0} + \gamma_0^2 \frac{E^2}{E}} \quad (A2) $$

where $\Delta E$ is the FWHM of a Gaussian centered at $E$. The parameters $(\alpha_0, \beta_0, \gamma_0)$ originate from different aspects of the light production [44]:

- $\alpha_0$ is related to location of scintillation light production and transport of light to the photocathode.
- $\beta_0$ is related to the statistical behavior of light production.
- $\gamma_0$ is a noise term originating in dark counts from the photomultiplier tube and noise introduced in the amplification process.

Gaussian smearing was applied to simulated events, where sigma was solved for in Eq. A2 using the assumption that $\Delta E = 2.355 \sigma$.

$$ \sigma = \sqrt{\alpha_0^2 + \frac{\beta_0^2}{E_0^2} E + \gamma_0^2 \frac{E^2}{E^2}} \quad (A3) $$

The factor of 2.355 was included in the definition of the constants, allowing Eq. A3 to take the form of Eq. A4.

$$ \sigma = \sqrt{\alpha^2 E^2 + \beta^2 E + \gamma^2} \quad (A4) $$

To calibrate detectors, simulations were performed using MCNPX-PoliMi [27] using the full detector geometry and location of the radioactive sources, and the ENSDF source simulation option within MCNPX-PoliMi. The simulated data were combined with a background spectrum obtained during the calibration run and fit to the radioactive source data. The MCMC software emcee [15] was used to sample three energy resolution parameters, an ADC-to-keV conversion factor, and amplitudes of background and simulated source components. When data were collected with multiple gamma sources during a calibration, separate negative log-likelihoods were generated for each source using the sampled parameters, and these values were combined. The fitting region was chosen where the trigger efficiency was $\sim$100% to avoid incorporating trigger efficiency into the fit. The energy resolution parameters from individual calibrations were combined to yield the parameters used in this analysis, summarized in Tab. III. An example fit of smeared and calibrated simulations along with source data can be found in Fig. 6.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Alpha (unit-less)</th>
<th>Beta ((\sqrt{\text{keV}}))</th>
<th>Gamma (keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.101 $^{+0.004}_{-0.004}$</td>
<td>0.356 $^{+0.210}_{-0.210}$</td>
<td>4.543 $^{+2.341}_{-2.464}$</td>
</tr>
<tr>
<td>1</td>
<td>0.109 $^{+0.004}_{-0.004}$</td>
<td>0.794 $^{+0.473}_{-0.398}$</td>
<td>12.565 $^{+4.587}_{-4.998}$</td>
</tr>
<tr>
<td>2</td>
<td>0.094 $^{+0.021}_{-0.006}$</td>
<td>0.668 $^{+0.494}_{-0.328}$</td>
<td>11.890 $^{+12.993}_{-4.646}$</td>
</tr>
<tr>
<td>3</td>
<td>0.099 $^{+0.008}_{-0.008}$</td>
<td>1.58 $^{+0.238}_{-0.316}$</td>
<td>13.222 $^{+4.093}_{-4.791}$</td>
</tr>
<tr>
<td>12</td>
<td>0.07 $^{+0.013}_{-0.011}$</td>
<td>0.79 $^{+0.147}_{-0.243}$</td>
<td>11.810 $^{+2.382}_{-3.041}$</td>
</tr>
<tr>
<td>13</td>
<td>0.069 $^{+0.005}_{-0.005}$</td>
<td>0.519 $^{+0.205}_{-0.255}$</td>
<td>6.910 $^{+2.929}_{-3.297}$</td>
</tr>
</tbody>
</table>

B. Relative gain changes

The dedicated gamma source calibrations allow a conversion from ADC-to-keV to be known at the time of the calibration. However, this conversion factor was observed to change over time. Potential sources of this drift could be PMT aging, changes in temperature, oxygen leaking into the scintillator, or helium leaking into the PMTs [28]. To correct for time-dependent gain drift, a procedure was developed to fit the high energy background spectrum from a run to a spectrum obtained at the start of the data collection period, to determine the relative gain drift of the detectors over time. The high energy region was chosen as a strong signal was present from $^{40}$K believed to originate from the phototube. At lower energies, the background spectrum shape may change over time due to time-varying external backgrounds present in Neutrino Alley (predominantly 511-keV $\gamma$-rays).

A RooKeysPdf [50] was generated from the first ninety-six hours of operation of each liquid scintillator cell. This RooKeysPdf was fit to every subsequent ninety-six hour period of data collection throughout the detector’s operation allowing a single scaling factor to float. Following the fit, a spline was formed to interpolate the gain correction factor for individual runs within this ninety-six hour period. The relative gain curves were fit to the
A time-tagged $^{252}$Cf source (produced at the Radiochemical Engineering Development Center (REDC) at ORNL) was used to identify a clean population of neutrons for optimizing PSD parameters and determining trigger efficiencies. For these runs, the time-tagged signal replaced the SNS timing signal in the data acquisition system, but otherwise the detector data acquisition configuration remained unchanged. The PSD and timing distribution from this calibration is shown in Fig. 8.

Fig. 9 compares the spectrum from simulated $^{252}$Cf events with those from the time-tagged $^{252}$Cf run for a single channel. In both simulation and data, events are selected within a 140 ns window encapsulating the neutrons originating from the source. The simulation has energy resolution and trigger thresholds applied, and shows good agreement with the data.
FIG. 9. Comparison of simulated $^{252}$Cf events and data for a single channel. The simulation has energy resolution and trigger thresholds applied.