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We report on the search for dark matter WIMPs in the mass range below 10 GeV/c2, from the
analysis of the entire dataset acquired with a low-radioactivity argon target by the DarkSide-50
experiment at LNGS. The new analysis benefits from more accurate calibration of the detector re-
sponse, improved background model, and better determination of systematic uncertainties, allowing
us to accurately model the background rate and spectra down to 0.06 keVer. A 90% C.L. exclu-
sion limit for the spin-independent cross section of 3 GeV/c2 mass WIMP on nucleons is set at
6×10−43 cm2, about a factor 10 better than the previous DarkSide-50 limit. This analysis extends
the exclusion region for spin-independent dark matter interactions below the current experimental
constraints in the [1.2, 3.6] GeV/c2 WIMP mass range.

I. INTRODUCTION

In the last decade, the noble-liquid dual-phase time
projection chamber (TPC) has emerged as leading detec-
tion technology in the search for Weakly Interacting Mas-
sive Particles (WIMPs) [1–4], among the best-motivated
dark matter candidates [5], with mass above 10 GeV/c2.
The strengths of this approach are the intrinsic radiopu-
rity and scalability of the target, and the accurate topo-
logical reconstruction of interacting particles by detection
of both scintillation and ionization signals.

Such detectors also exhibit world class sensitivity in
the search for light dark matter candidates, such as
GeV/c2 mass scale WIMPs [6–10] and Axion-Like Par-
ticles (ALPs) [11–13] when exploiting the ionization sig-
nal alone to reach detection thresholds in the keV range.
Although the scintillation signal is no longer observable
in this regime, dual-phase TPCs drift and extract single
ionization electrons in gas with near 100% efficiency [14].
Electron signal is then amplified in gas by a factor up
to ∼20 [6] exploiting electroluminescence, generated in
the transit of charged particles in the gas phase under
a strong electric field. This amplification guarantee the
possibility to trigger on single electron signals and cen-
timeter level resolution in the reconstruction of the in-
teraction position on the plane orthogonal to the electric
field. Finally, multi-site signals corresponding to multiple
scattering particles, not compatible with those induced
by dark matter, are efficiently rejected [6, 8, 15].

Liquid argon (LAr) and xenon detectors have fairly
similar performance in terms of ionization yield. How-
ever, because of the lower atomic mass, low-mass WIMP
scattering off argon produces more energetic recoils, with

a higher probability of being detected above the thresh-
old. This compensates for the lower cross section in ar-
gon compared to xenon and makes DarkSide-50 the most
sensitive experiment to date to WIMP interactions in the
[1.8, 3.0] GeV/c2 mass range, with a fiducial LAr target
of only ∼20 kg [6].

Recently, the DarkSide-50 Collaboration re-analyzed
data from calibration campaigns with radioactive sources
and measured, with high-accuracy, the LAr ionization
response (Qy), shown in Fig. 1, to electron (ER) and
nuclear (NR) recoils down to a few hundred electron-
volts [16]. This measurement represents the first step
of a comprehensive re-analysis of the entire DarkSide-
50 data-set to provide improved constraints on low-mass
WIMP-nucleon interactions. In this work, we present an
improved data selection that, together with a more ac-
curate background model, greatly impact the experimen-
tal constraints on low-mass WIMP from the DarkSide-50
experiment. Other elements of the re-analysis are an im-
proved detector response model and a refined treatment
of systematics into the statistical analysis, discussed in
detail in the next sections.

II. DETECTOR

The DarkSide-50 experiment operated between 2013
and 2019 in the Hall C of the Gran Sasso National Lab-
oratory (LNGS) in Italy. The first data-taking cam-
paign ran from November 2013 to April 2015 with an
atmospheric argon (AAr) target, then replaced with low-
radioactivity argon extracted from deep underground,
with reduced activity of cosmogenic isotopes [17]. The



3

0.4 1 5 10 20

5

10

50
Q

y 
[
N

e 
/
 
k
e
V
]

Electronic Recoil

Nuclear Recoil

0.4 1 5 10 20
Deposited Energy [keV]

0.2

0.4

N
R
/
E
R
 
R
a
t
i
o

FIG. 1. LAr ionization response to nuclear (NR) and elec-
tronic (ER) recoils as a function of the deposited energy, as
measured by DarkSide-50 [16].

TPC active mass is 46.4±0.7 kg. The uncertainty on the
active mass is primarily due to the thermal contraction
of the polytetrafluoroethylene (PTFE), which defines the
TPC cylindrical volume. The PTFE sidewalls are sur-
rounded by field shaping copper rings. These provide a
uniform 200 V/cm electric field in the liquid bulk. Two
arrays of 19 3” diameter photomultiplier tubes (PMTs),
installed at both ends of the TPC behind transparent
anode and cathode windows, observe light from scintilla-
tion in the liquid (S1) and from the electroluminescence
in the gas (S2). Electroluminescence occurs when ioniza-
tion electrons, after being drifted across the liquid bulk,
are extracted and drifted in the gas phase by means of 2.8
kV/cm and 4.2 kV/cm electric fields, respectively. All the
inner surfaces of the TPC are coated with tetraphenyl bu-
tadiene (TPB), a wavelength shifter that absorbs 128 nm
photons from argon de-excitation and re-emits photons,
whose wavelengths are peaked at 420 nm. More details
about the TPC are reported in ref. [17, 18].

The TPC is hosted inside a 120 l double-wall cryo-
stat and is shielded by a liquid scintillator and a water
Cherenkov detector against neutrons and cosmic muons,
respectively. All three detectors are read out upon a trig-
ger from the TPC that requires at least two PMTs above
a threshold of 0.6 photoelectrons in coincidence within
100 ns [19].

III. DATA SELECTION

The dataset reported in this paper consists of
653.1 live-days of underground argon data, taken from
December 12, 2015, to February 24, 2018, with an aver-
age trigger rate of 1.54 Hz.

Only events with a single S2 pulse are considered for
this analysis. Given the low-energy regime and the low
detection efficiency of S1 photons (0.16±0.01 [20]), not
all of these events have an associated S1 pulse. Therefore,
selected events are divided into two categories, depending
on whether they have one (S2-only) or two pulses (S1

and S2). The only exception is made in the presence
of “echoes”, i.e. electrons extracted by S1 or S2 128 nm
photons from the cathode, via photoelectric effect [21].
Events with echoes are efficiently identified by looking at
the time coincidence between the echo and the pulse that
induced it, equals to the maximum drift time (376 µs)
[21].

The DarkSide-50 position reconstruction algorithm on
the plane orthogonal to the electric field is inefficient at
the keV scale, the region of interest for this analysis. For
this reason, the event position is here defined as the posi-
tion of the top-array PMT observing the largest fraction
of S2 photons. Based on this definition, events selected
by the outermost ring of PMTs are discarded as they
fall in the volume most exposed to external radioactive
contamination. The signal acceptance1 of this cut corre-
sponds to 41.9% of the entire volume, and was probed to
be independent on the size of the S2 pulse with Monte
Carlo simulations. More details on this volume fiducial-
ization can be found in ref. [16].

The measured S2 yield, defined as the mean number
of photoelectrons per ionization electron extracted in the
gas pocket, is 23±1 pe/e−, for events localized beneath
the central PMT [6]. The radial dependence of the S2
yield, already discussed in ref. [20], is here corrected to
the value at the center of the TPC, using a correction
map extracted from 83mKr calibration data [16]. The
energy observable used in this analysis is the number of
detected electrons, Ne, defined as the corrected number
of S2 photoelectrons divided by the S2 yield2. The energy
range of interest for this analysis is defined from 4 to 170
Ne, corresponding to [0.06, 21] keVer ([0.6, 288] keVnr)
in the ER (NR) energy scale. The upper limit is defined
up to where the energy scale calibrations have been vali-
dated. The trigger efficiency is estimated at 100% in the
full range of interest [6]. The lower bound of the region
of interest is chosen in order to avoid contamination from
spurious ionization electrons trapped by trace impurities
and then released, as discussed later.

The data selection relies on two classes of cuts: quality
cuts, defined to reject pulse pile-ups, and selection cuts,
to remove spurious electrons, alpha-induced events, and
events with an anomalous start time. Cut efficiencies
and acceptances are estimated either via Monte Carlo or
on the AAr sample. The latter is dominated by 39Ar,
whose activity is two orders of magnitude higher then
the underground argon (UAr) campaign event rate. AAr
is an optimal calibration sample since 39Ar β-decays are
detected as single-sited interactions, like the signature
expected from dark matter interactions.

1 From now on, the term acceptance will be referred to as signal
acceptance.

2 In case of ERs, the number of electrons is the sum of primary
and ionization electrons.
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A. Quality cuts

S1 and S2 pulses are identified with a fixed threshold
on the overall waveform obtained by summing all indi-
vidual waveform smoothed with a moving average filter,
as described in ref. [18]. S2 pulses are distinguished from
S1 ones by requiring f90, the fraction of light observed
in the first 90 ns, to be less than 0.1. This cut has been
checked on Monte Carlo simulation to be fully efficiency
already for signals equivalent to 4 Ne.

The S2 sample selected by f90 <0.1 may however con-
tain a fraction of events where the signal is actually com-
posed by several pulses overlapping in time. A series of
“quality” cuts, based on the time profile and topologi-
cal distribution of S2 photons, were then implemented to
reject such contamination.

The first quality cut requires that the identified S2
pulse is contained in 100 µs. Signals longer than 100 µs
are associated to events with overlapping pulses, which
are not resolved by the pulse finder algorithm.

Other events with unresolved overlapping pulses are
rejected by looking at the S2 pulse peak time, an esti-
mator of the electron diffusion in LAr along the drift,
and thus, implicitly, of the location of the event along
the electric field. In fact, the diffusion effect increases
the longitudinal size of the drifting ionization cloud, in-
ducing a time shift of the S2 peak, which increases with
drifting distance. Pile-up of multiple S2 pulses are then
rejected requiring the S2 peak time to be less than 6 µs.

Pile-up of S1 and S2 pulses are due to the pulse finder
algorithm being unable to separate two pulses closer than
2 µs. This condition occurs approximately within 2 mm
from the anode, about 0.5% of the entire volume. These
events are rejected if S2 peak time is less than 200 ns
or if FWHM of the S2 peak is less than 100 ns. The
acceptance is estimated at 99.75±0.25%.

In the LAr volume below 2 mm from the anode, the
combined acceptance of the S2 peak time, S2 FWHM,
and S2 gate cuts is estimated via Monte Carlo at ∼95%
at 4 Ne and ∼100% at equal to or larger than 15 Ne.

The impact of the quality cuts on the ionization elec-
tron spectrum is shown in Fig. 2.

Some of the S2-only pulses are observed with an
anomalous pulse start time, preceding the trigger time
by several microseconds. The probability that the pho-
tons from the tail of a S2 pulse trigger the detector is
estimated with Monte Carlo simulations and decreases
as Ne decreases. At 3 e−, at the low threshold of the
region of interest, the probability that S2 pulses trigger
the detector after 1 µs (1.8 µs) from the start time of
the pulse itself is less than 1% (0.1%), while we observe
events with start time by up to 7 µs, preceding the trigger
time. A selection on S2 pulse start time was designed on
Monte Carlo to reject such events from the S2-only sam-
ple, while keeping 99% acceptance constant as a function
of Ne.

FIG. 2. Ne spectra at different steps of the data selection,
after rejection of events outside the fiducial volume and with
multiple interactions.

B. Selection cuts

The sample resulting from the quality cuts is contami-
nated by two classes of background events, appropriately
rejected by the optimized selection cuts. The first cate-
gory corresponds to spurious ionization electrons trapped
along their drift by trace impurities or at the liquid sur-
face and released with delays of up to hundreds of mil-
liseconds. These produce signals equivalent to up to a
few electrons, as discussed in ref. [6].

To minimize contribution of this background, a veto
is implemented such that events are retained only if the
previous event had triggered the DAQ more than 20 ms
back in time. This veto was optimized using the Monte
Carlo background model and a data control sample en-
riched in spurious electrons in the [4, 7] Ne range, where
an excess of events was observed in the 2018 analysis [6].

Fig. 3 shows a comparison of spectra of the event re-
jected by the veto cut and the remaining events nor-
malized to livetime. A significant suppression of low Ne
events is obtained after veto. Remaining background is
from spurious electron with longer time delay and from
a component of this background without a clear time
correlation with previous events. The Ne spectra above
4 Ne are in agreement indicating that the expected con-
tribution of the spurious electron background is negligi-
ble above 4 Ne threshold. Given the average event rate
in our data the 20 ms veto corresponds to an estimated
livetime of 97%.

A second class of backgrounds is associated to events
characterized by a large S1, paired with an anomalously
low S2 pulse. Their origin has been traced to α particles
generated on the surfaces or at shallow depth of the TPC
walls. The induced ionization electrons are absorbed by
the walls themselves but scintillation photons may ex-
tract additional electrons from the cathode by photoelec-
tric effect. To reject these events, we developed a specific
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FIG. 3. Ne spectra after selection cuts requiring a time co-
incidence (∆t) with the preceding event higher than 20 ms
(shaded blue), between [0.8, 2] ms (blue dots) and between
[2, 20] ms (red dots). The spectra are normalized to livetime
of the sample with ∆t>20 ms, whose spectrum is statistically
compatible with the one with ∆t in [2, 20] ms above 4 Ne,
where the contamination from spurious correlated electrons
becomes negligible.

cut affecting the S1+S2 sub-sample only, tuned on cali-
bration data. The cut is built by fitting with a normal
distribution log10(S2/S1), for each slice of log10(S1), and
removing events below and above 2.58σ from the mean,
corresponding to 99% acceptance.

The final sample, , shown in Fig. 2, contains about
300,000 events and corresponds to a fiducial volume expo-
sure, including the spurious electron veto, of 12306 kg d.
The current dataset livetime is about 50% larger than
the one used in the 2018 analyses, which included data
up to April 2017 [6].

IV. BACKGROUND MODEL

The event rate in the energy range of interest for light
dark matter search is dominated by 39Ar and 85Kr de-
cays, originated in the LAr bulk, and by γs and X-rays
from radioactive isotopes in the detector components sur-
rounding the active target. The rate of NRs from radio-
genic and cosmogenic neutrons and from interactions of
solar and atmospheric neutrinos, via coherent scattering
off nucleus, is negligible with respect to the ER one, and
therefore not considered in this analysis.

1. Internal background

39Ar and 85Kr specific activities were estimated in the
first 70 days DarkSide-50 dataset with underground ar-
gon at 0.73±0.11 mBq/kg and 2.05±0.13 mBq/kg, re-
spectively, by fitting S1 spectra [17]. The 85Kr spe-

cific activity was then corrected by its decay time
(τ1/2 ∼10.8 yr) to 1.84±0.12 mBq/kg, averaged over the
lifetime of the dataset used in this analysis.

85Kr activity is also assessed by identifying β-γ fast
coincidences from the 0.43% decay branch to 85mRb
with 1.46 µs mean lifetime. This resulted in an activ-
ity of 1.82±0.15 mBq/kg, in excellent agreement with
the one obtained from the spectral fit. A third inde-
pendent approach, based on the fit of the 85Kr decay
time in the [50, 200] Ne range, resulted in a specific ac-
tivity of 1.73±0.23 mBq/kg, compatible with the other
two. The weighted mean of the three measurements is
1.82±0.09 mBq/kg.
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FIG. 4. 39Ar (orange) and 85Kr (blue) beta decay spec-
tra in Ne and associated systematics from atomic exchange
and screening effects (shaded area) and ionization response
(dashed line). The systematic error propagated from the Q-
value uncertainty is too small to be illustrated in this plot.

The 39Ar and 85Kr ground-state to ground-state beta
decays are first forbidden unique. The spectral shapes
used in this analysis take into account recent calculations
of atomic exchange and screening effects that have been
extended to this transition nature [22, 23], validated on
measured 63Ni and 241Pu spectra with a 200 eV thresh-
old. Below this value, we assume a linear uncertainty on
such corrections from 25% at 0 eV up to 0% at 200 eV.

Further systematics on the spectral shape originate
from the uncertainty on the Q-value (1% for 39Ar and
0.4% for 85Kr), and from the detector response. The
main uncertainty on the latter, modeled through Monte
Carlo simulations as described in detail in ref. [16], arises
from the uncertainty on the ionization response, shown
in Fig. 1.

The 39Ar and 85Kr Ne-spectra, generated including de-
tector response effects, are shown in Fig. 4 together with
the associated uncertainties.

The rates of 39Ar and 85Kr decay events falling in-
side the fiducial volume and in the energy of interest for
this analysis are evaluated in (8.4±1.2)×10−4 Hz and
(2.0±0.1)×10−3 Hz, respectively, as reported in Table I.
These are obtained using Geant4-based simulations from
G4DS, the DarkSide Monte Carlo toolkit [20].
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2. External background

Location Activity Single-scatter events in the RoI
and source [Bq] Event rate [Hz] Total rate [Hz]

L
A

r 39Ar 0.034 ±0.005 (8.4± 1.2)× 10−4 (8.4± 1.2)× 10−4

85Kr 0.084 ±0.004 (2.0± 0.1)× 10−3 (2.0± 0.1)× 10−3

P
M

T
St

em
s

232Th 0.16± 0.03 (3.2± 0.6)× 10−4

(3.5± 0.4)× 10−3

238U up 1.06± 0.22 (4.7± 1)× 10−5

238U low 0.34± 0.03 (3.2± 0.2)× 10−4

235U 0.05± 0.01 (1.2± 0.2)× 10−4

40K 2.39± 0.32 (1.8± 0.2)× 10−4

54Mn 0.05± 0.02 (3.5± 0)× 10−5

C
er

am
ic

232Th 0.07± 0.01 (2.4± 0.4)× 10−4

238U up 4.22± 0.88 (4.1± 0.8)× 10−4

238U low 0.34± 0.03 (5.3± 0.4)× 10−4

235U 0.21± 0.03 (9.6± 1.4)× 10−4

40K (0.61± 0.08 8.1)± 1.1× 10−5

B
od

y

60Co 0.17± 0.02 (2.5± 0.3)× 10−4

C
ry

os
ta

t

232Th 0.19± 0.04 (8.0± 1.7)× 10−5

(6.1± 0.4)× 10−4

238U up 1.30+0.2
−0.2 (1.5± 0.2)× 10−5

238U low 0.38+0.04
−0.19 (5.4± 0.6)× 10−6

235U 0.045+0.01
−0.02 (9.7± 1.5)× 10−6

60Co 1.38± 0.1 (4.9± 0.4)× 10−4

40K 0.16+0.02
−0.05 (3.5± 0.4)× 10−6

TABLE I. Background activities and event rate in the RoI
from the bulk, PMTs, and cryostat from material screening.
The activity measurements are reported for chain progenitors
only, while the event rates are quoted for full decay chains.
The uncertainties are propagated from the screening measure-
ments. An additional 10% systematic error is included in the
PMT error, due to the uncertainty on the contamination par-
titioning between stems and body.

This analysis is based on extensive simulation of each
external background component as measured in the ma-
terial screening campaign, unlike the 2018 analyses where
the external background model was extrapolated from
high-energy fits.

The main sources of external X-ray and γ background
are the radioactive contaminants in PMTs and in the
stainless-steel cryostat, both characterized with an ex-
tensive materials assay campaign. These measurements
and their associated errors, once corrected for decreased
activity due to elapsed time at the dataset date, are the
inputs for the external background model.

The PMT components, which dominate in terms of
radioactivity, are the stems in the back of the PMT, the
ceramic around the dynodes chain, and the PMT body
made of kovar. In contrast, the cryostat is composed
only of stainless steel, where contamination is uniformly
distributed.

The radioactive isotopes measured in the screening
campaign are quoted in Table I. The secular equilibrium
of 238U is broken at the level of 222Rn, because differ-
ent activities were observed between the top and bottom
of the chain. Each isotope is simulated uniformly dis-
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FIG. 5. Breakdown of PMTs (top) and cryostat (bottom)
radioactive contributions. The energy spectra in the energy
region of interest and in the fiducial volume are scaled by the
measured activity.

tributed in the component material, and decaying parti-
cles are tracked over all the DarkSide-50 geometry with
G4DS. The detector response to each deposit is simulated
with the Monte Carlo strategy described in ref. [16]. En-
ergy dependent inefficiencies from the quality cuts are
applied to the Monte Carlo sample on an event-by-event
basis.

Table I reports activities and errors from the mate-
rial screening, and the event rate of single scatter events,
within the fiducial volume and in the energy region
of interest, for each contribution. The resulting pre-
dicted event rates for PMTs and cryostat components are
(3.5± 0.4)× 10−3 Hz and (6.1± 0.4)× 10−4 Hz, respec-
tively. The difference in the source location has a large
impact on the induced event rate, due to the distance of
the component from the active volume. Therefore, an ad-
ditional 10% systematic error, derived from Monte Carlo
simulations, is accounted for the PMTs contribution due
to the uncertainty on the contamination partitioning be-
tween stems and body. The resulting energy spectra with
the breakdown of the radioactive contributions for both
PMTs and cryostat are shown in Fig. 5. The cryostat
component is largely dominated by 60Co, and the PMTs
one by the contamination from the ceramic.

It is worth noting that the spectra from individual con-
tributions for each of the two components are nearly in-
distinguishable, thus reducing the impact of systematics
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FIG. 6. Background spectra from PMTs and cryostat and
associated error bands from the detector response and from
the Monte Carlo statistics.

related to their individual normalizations. We verified
that the systematics related to possible spectral defor-
mation is negligible by comparing the summed spectra
while varying the amplitude of each component by 1-σ,
as quoted in Table I.

The final spectra are shown in Fig. 6, together with
the systematic error from the detector response and the
Monte Carlo statistical uncertainty.

V. BACKGROUND-ONLY FIT

The analysis is based on a binned profile likelihood, L,
implemented through the RooFit package,

L =
∏
i ε bins

P (ni|mi(µs,Θ))×
∏
θi εΘ

G(θ0
i |θi,∆θi)

×
∏
i ε bins

G
(
m0
i |mi(Θ), δmi(Θ)

)
. (1)

The first term represents the Poisson probability of
observing ni events in the ith-bin with respect to the ex-
pected ones,mi(µs,Θ), with µs the signal strength and Θ
the set of nuisance parameters. The second term includes
the Gaussian penalty terms to account for the nuisance
parameters (θ0

i and ∆θi are the nominal central values
and uncertainties, respectively), listed in Table II, which
may act on multiple components in a correlated way.

Nuisance parameters are classified as “amplitude” pa-
rameters, acting on the normalization of the background
components, or as “shape” parameters, accounting for
spectral distortions from the ionization response and
from uncertainties on 39Ar and 85Kr β-decays. Among
the amplitude parameters, the uncertainty on fiducial
volume due to thermal contraction of PTFE has a differ-
ent impact on internal and external components. From
one side, the relative uncertainty on the activities of 39Ar
and 85Kr decays, uniformly distributed in the TPC, is
equal to the fiducial volume one (1.5%). On the other

hand, the fraction of the external background falling in-
side the fiducial volume depends on the positions of the
PMTs, which are installed on a PTFE holder and thus
subjected to thermal contraction. This uncertainty has
been propagated with Monte Carlo simulations and re-
sults equal to 1.1% for both the cryostat and PMTs back-
grounds.

As for the shape systematics, these are implemented
through a template morphing based on a vertical bin in-
terpolation between histograms distorted by systematics.
This approach also allows for accounting for asymmetric
errors [24].

The last term of eq. 1 accounts for the statistical un-
certainties of the simulated sample.

Fitting the data with background only components, by
removing the signal component from eq. 1 (see Fig. 7),
allows for model diagnostics. An excess of events was
observed between 4 and 7 Ne in the 2018 analyses [6, 7].
In the current analysis, the fit from 4 Ne is compatible
with data, confirming the suppression of the event ex-
cess. There are multiple reasons for this improvement:
the more efficient rejection of spurious electrons by ex-
tending the veto window from preceding triggers from
2.5 to 20 ms; the better modelling of 39Ar and 85Kr β-
spectra, including atomic exchange and screening effects,
particularly important at low energies; a more accurate
treatment of systematics.
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FIG. 7. Background model and uncertainty (red line and
shaded area) from the data fit in the [4, 170] Ne range, and
the individual contributions from the internal (39Ar and 85Kr)
and external components (cryostat and PMTs). An excess
of events with respect to the background model is observed
below 4 Ne (blue shaded area). The residuals, defined as the
difference between the observed and expected events, normal-
ized to the expected ones, are compared below to the model
uncertainty from the fit.

The data pulls from the fit in the full [4, 170] Ne range
are normally distributed, as shown in Fig. 8, demonstrat-
ing the quality of the background model. Post-fit values
of nuisance parameters are in good agreement with the
nominal ones, as reported in Fig 9. Improvement be-
tween nominal and post-fit errors are observed for two
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Name Source Affected components

A
m
pl
it
ud

e AFV uncertainty on the fiducial volume WIMP, 39Ar, 85Kr, PMTs, Cryostat
AAr 14.0% uncertainty on 39Ar activity 39Ar
AKr 4.7% uncertainty on 85Kr activity 85Kr
Apmt 11.5% uncertainty on activity from PMTs PMT
Acryo 6.6% uncertainty on activity from the cryostat Cryostat

Sh
ap

e

QKr 0.4% uncertainty on the 85Kr-decay Q-value 85Kr
QAr 1% uncertainty on the 39Ar-decay Q-value 39Ar
SKr spectral shape uncertainty on atomic exchange and screening effects 85Kr
SAr spectral shape uncertainty on atomic exchange and screening effects 39Ar
Qer

y spectral shape systematics from ER ionization response uncertainty 39Ar, 85Kr, PMTs, Cryostat
Qnr

y spectral shape systematics from NR ionization response uncertainty WIMP

TABLE II. List of systematics, their sources, and impacted signal and background components included in the binned profile
likelihood. Any considered signal is equally affected by the uncertainty on the dataset exposure, but differs on the ionization
response, on the basis of the recoil type. WIMP-nucleon interactions are subjected to the NR ionization response uncertainty.

parameters: the amplitude of the PMT component and
the ionization response to ERs. The former is subject to
a large uncertainty from the position of the contaminant
within the PMT itself, as discussed in Sec. IV, and the
latter relies on a few calibration points, especially at low
energies [16]. In both cases, the fitted dataset provides
additional information to improve their uncertainty, as
also observed from the fit of an Asimov sample derived
from the background model [25].

-4 -2 0 2 4
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80 2/ndf = 20.2 / 23
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 = 1.03 ± 0.03

Pre-fit pulls
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FIG. 8. Pulls from the background-only fit (black points) are
normally distributed, as highlighted by the Gaussian fit (red
line). Shaded blue histogram corresponds to pre-fit distribu-
tion.

As shown in Fig 9, the similarity in spectra between
various components, as for 39Ar and 85Kr or PMTs
and cryostat backgrounds, is at the origin of their anti-
correlation. The impact of fiducial volume uncertainty,
which equally acts on all normalization factors, is larger
when relative uncertainties on component amplitudes are
higher.

Finally, we tested the hypothesis of tritium contami-
nation from cosmogenic activation during the LAr trans-
portation, which was estimated of the order of a few
0.1 mBq/kg. However, hydrogen is chemically removed
by the hot getter present in the DarkSide-50 gaseous pu-
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FIG. 9. Post-fit nuisance parameters compared to the nom-
inal values (left) and correlation matrix (right) from the
background-only fit. Error bars are normalized to the pre-
fit size of each of the nuisance parameter penalty terms.

rification loop, hence we expect a negligible tritium con-
tamination in our target. Notice that tritium is also
one of the hypotheses to explain the excess of events
observed by Xenon1T [26]. We probed its presence in
DarkSide-50 by adding an unconstrained component in
the likelihood. The tritium activity in DarkSide-50 was
found to be compatible with zero, with an upper limit
of <1.1×10−3 mBq/kg at 90% C.L. (<2×10−5 Hz in the
fiducial volume and in the RoI), and thus not included
in the analysis.

VI. SENSITIVITY TO WIMP-NUCLEON
INTERACTIONS

The signal from spin-independent WIMP-nucleon scat-
tering is derived assuming the standard isothermal
WIMP halo model, with vesc=544 km/s, v0 =238 km/s,
vEarth=232 km/s, and ρDM =0.3 GeV/c2/cm3 [27, 28].

Recoils from WIMPs, via elastic scattering off nucle-
ons, are modeled with a Monte Carlo approach, as done
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for the background components (see Sec. IV) and includ-
ing the ionization response to NRs shown in Fig 1. The
main unknown in such response is the fluctuation from
the ionization quenching effect, an issue already raised
in the 2018 analysis [6] and still unresolved. Quench-
ing fluctuations, in addition to fluctuations resulting
from the partitioning between excitons and ionization
electrons and from ion-electron recombinations, play a
key role because, at very low energies, they increase
the probability of observing events above the analysis
threshold. The suppression of quenching fluctuations,
though not physical, represents the most conservative
modelling with respect to the WIMP search. An al-
ternative model, also considered in this analysis, relies
on binomial quenching fluctuations, i.e., between de-
tectable (ionization electrons and excitons) and unde-
tectable quanta (e.g. phonons). The choice of binomial
fluctuations ensures that the number of produced quanta
does not exceed the maximum one, equivalent to the ra-
tio between the deposited energy and the average work
function (19.5 eV [29]) in LAr [16]. The comparison be-
tween expected WIMP signals, assuming quenching fluc-
tuations, and background model and data, is shown in
Fig 10.
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FIG. 10. Data and background model compared to expected
WIMP spectra, assuming binomial quenching fluctuations
(solid lines) and WIMP-nucleon scattering cross section equal
to 2×10−41 cm2. The systematic error associated with WIMP
spectra is due to uncertainty on the NR ionization response.
For reference, WIMP spectra assuming no quenching fluctu-
ation (dashed lines) are also shown.

The nuisance parameters considered in eq. 1, include
those already discussed for the background-only fit (see
Sec. V and Table II), as well as those associated to the
signal. The dominant one is the uncertainty on the NR
ionization response, shown in Fig. 1, obtained from the
simultaneous fit [16] of spectra from calibration neutron
sources deployed in the DarkSide-50 veto, and external
calibration datasets from SCENE [30] and ARIS [31] test
beam experiments. The signal amplitude is also affected
by the uncertainty on the fiducial volume, a systematic
correlated with the background components.

The observed upper limit of 90% C.L. computed with
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FIG. 11. 90% upper limits on spin independent WIMP- nu-
cleon cross sections from DarkSide-50 in the range above
1.2 GeV/c2. Both non-quenching (NQ, solid red line) and
quenching (QF, dashed red line) fluctuations models are con-
sidered. Also shown are the expected limits (green dotted
lines) with the ±1-σ (green shaded area) and ±2-σ (yellow
shaded area) bands.

the CLs technique [32] for the two signal models, with
(QF) and without (NQ) quenching fluctuations, are
shown in Fig. 11, along with the expected limits. In
both cases, observed limits are compatible within 2-σ
with the expected ones, and coincide between them above
4 GeV/c2 WIMP mass, where the impact of quenching
fluctuations is negligible.

Exclusion limits above 1.2 GeV/c2 are compared in
Fig. 12 with the 90% C.L. exclusion limits and with re-
gions of claimed discovery from Refs [1, 3, 4, 6, 9, 10, 33–
40]. Assuming non-quenching fluctuations, the most con-
servative model, DarkSide-50 establishes, with this work,
the world’s best limits for WIMPs with masses in the
range [1.2, 3.6] GeV/c2 and improves on the previous one
by a factor of ∼10 at 3 GeV/c2. The dominant factors
that enabled this improvement are the data selection,
which suppressed the excess observed in 2018 over the
background model in the region between 4 and 7 Ne [6],
and the inclusion of atomic corrections to the spectra of
first unique forbidden 39Ar and 85Kr decays, which im-
prove the agreement between data and model.

The DarkSide-50 limits described in this work are con-
firmed using an alternative Bayesian approach, where the
analytical ER and NR calibration responses are made ex-
plicit in the likelihood. This approach allows to propa-
gate systematic uncertainties in the final result without
any intermediate Gaussian or linearity assumptions. In
addition, the likelihood is marginalized, and not profiled
with respect to the nuisance parameters, as done in this
work. This yields a reliable estimate of uncertainties even
when a multivariate normal distribution does not provide
a good approximation of the likelihood function. The de-
scription of this approach and of associated DarkSide-50
results will be released soon in a dedicated publication.
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FIG. 12. DarkSide-50 limits with and without quenching fluc-
tuations are labeled QF and NQ, respectively. These limits
are compared to the 90% C.L. exclusion limits and claimed
discovery from Refs. [6, 9, 33–44] and to the neutrino floor for
LAr experiments [45].

VII. CONCLUSIONS

In this work, we reanalyzed the DarkSide-50 dataset
used in 2018 [6] to produce the exclusion limit in the re-
gion below 10 GeV/c2. Compared to the previous analy-
sis, we improved the data selection, calibration of the de-
tector response, background model, and determination of
systematic errors. The good understanding of the back-
ground down to 0.6 keVnr, corresponding to 4 electrons,
allows to improve the previous DarkSide-50 exclusion
limit by a factor of about 10 at 3 GeV/c2. More generally,
this analysis has produced the world’s best limit on the
spin-independent WIMP-nucleon elastic scattering in the
region between 1.2 and 3.6 GeV/c2, assuming the signal
model without quenching fluctuations, i.e. the most con-
servative hypothesis. This limit may be improved in the
future by better constraining the LAr ionization response
and the stochastic model underlying the NR quenching.
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