A measurement of the mean central optical depth of galaxy clusters via the pairwise kinematic Sunyaev-Zel’dovich effect with SPT-3G and DES
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We infer the mean optical depth of a sample of optically-selected galaxy clusters from the Dark Energy Survey (DES) via the pairwise kinematic Sunyaev-Zel’dovich (kSZ) effect. The pairwise kSZ signal between pairs of clusters drawn from the DES Year-3 cluster catalog is detected at 4.1σ in cosmic microwave background (CMB) temperature maps from two years of observations with the SPT-3G camera on the South Pole Telescope. After cuts, there are 24,580 clusters in the ~1.400 deg² of the southern sky observed by both experiments. We infer the mean optical depth of the cluster sample with two techniques. The optical depth inferred from the pairwise kSZ signal is $\bar{\tau}_e = (2.97 \pm 0.73) \times 10^{-3}$, while that inferred from the thermal SZ signal is $\overline{\tau}_e = (2.51 \pm 0.55) \times 10^{-3}$. The two measures agree at 0.6σ. We perform a suite of systematic checks to test the robustness of the analysis.

I. INTRODUCTION

The Sunyaev-Zel’dovich (SZ) effect [1, 2] occurs when free electrons in the hot intracluster medium of galaxy clusters inverse Compton scatter photons of the cosmic microwave background (CMB). The SZ effect is one of the largest sources of secondary CMB anisotropy and enables powerful probes of astrophysics and cosmology [e.g., 3, 4]. The SZ effect is normally subdivided into the thermal and kinematic Sunyaev-Zel’dovich effects. The thermal SZ (tSZ) effect is due to an energy transfer from the hot electrons to the CMB photons, distorting the CMB black body spectrum by shifting photons to higher frequencies. The kinematic SZ (kSZ) effect is due to the bulk velocity of the electrons slightly changing the apparent temperature of the black body spectrum. While the tSZ effect has been measured through its contribution to the CMB power spectrum and bispectrum, and detected at the individual cluster level [5–10], measuring the kSZ effect is more challenging because of its lower amplitude and spectral degeneracy with the CMB temperature fluctuations [11]. However, the kSZ effect is still of great interest since it could potentially be used to constrain both cosmological and astrophysical parameters [12–15], particularly breaking the $f - \sigma_8$ degeneracy that other cosmological probes are incapable of resolving [16].

Although the amplitude of the kSZ signal is small, recent studies have detected the effect. The first detection of the kSZ signal was made using high-resolution CMB data from the Atacama Cosmology Telescope (ACT) in conjunction with the Baryon Oscillation Spectroscopic Survey (BOSS) data release 9 spectroscopic galaxy catalog. A pairwise statistical approach was applied to measure the kSZ signal, which takes into account that on average clusters are falling towards each other due to gravity and this gives rise to a signal that can be measured. This technique led to a rejection of the null-signal hypothesis with a p-value of 0.002 [17]. This pairwise approach was also adopted in a similar analysis using data from the SPT-SZ camera on the South Pole Telescope (SPT) and the Dark Energy Survey (DES) Year 1 cluster catalog [18], which resulted in a 4.2σ detection of the pairwise signal. This was the first study to probe the kSZ signal using a photometric redshift cluster sample. More recent analyses using newer ACT CMB data combined with the Sloan Digital Sky Survey (SDSS) galaxy catalog [19], and Planck collaboration CMB data in conjunction with the Dark Energy Spectroscopic Instrument (DESI) Legacy Imaging survey galaxy catalog [20], reported > 5σ evidence for the pairwise kSZ signal. Other methods such as projected fields [21] have obtained a 3.8 – 4.2σ detection of the kSZ effect, meanwhile a velocity reconstruction technique [22] was used to measure the kSZ signal with a 6.5σ detection.

In this work, we use the CMB temperature maps from SPT-3G, the third-generation camera on the SPT, and a cluster catalog from Year 3 DES data (DES-Y3) to probe the pairwise kSZ effect. We achieve this by applying a matched filter to extract the clusters’ SZ imprints on temperatures from the CMB maps and then applying a pairwise statistical approach to the catalog. We also test the robustness of the measurement by using different covariance estimation techniques, null tests, and an analysis of systematics.

The paper is organized as follows. In Section II, we briefly describe the theory behind the kSZ effect, its connection to the halo pairwise velocity, and the theoretical template used for modeling the expected signal. The DES and SPT datasets used in this analysis are introduced in Section III. In Section IV, we detail the analysis methods that we use to recover the signal from the data, before describing in Section V the set of simulations that
we use to verify our pipeline and to estimate the detection significance expected for our datasets. In Section VI, we present our results, compare with simulations, and discuss some robustness tests as well as systematics that could affect the observed signal. Finally, we briefly summarize our results in Section VII, and discuss the main implications for future analyses.

Unless otherwise specified, we use the ΛCDM model with the best-fit Planck 2018 [23] TT+TE+EE+lowE+lensing+BAO cosmological parameters to compute theoretical predictions and to translate redshifts into distances: $H_0 = 67.66 \text{ km s}^{-1} \text{ Mpc}^{-1}$, $\Omega_c h^2 = 0.11933$, $\Omega_b h^2 = 0.02242$, $\sigma_8 = 0.8102$, $n_s = 0.9665$.  

II. THEORETICAL BACKGROUND

A. The pairwise kinematic Sunyaev-Zel’dovich effect

The kSZ effect from a galaxy cluster $i$ produces a fractional shift in the CMB temperature $\Delta T / T_{\text{CMB}}$ proportional to the cluster’s velocity $\mathbf{v}_i$ along the line of sight $\hat{r}_i$:

$$\frac{\Delta T}{T_{\text{CMB}}} (\hat{r}_i) = -\tau_{e,i} \frac{\mathbf{v}_i}{c}, \quad (1)$$

where $c$ is the speed of light and $\tau_{e,i}$ is the Thomson optical depth for CMB photons crossing the cluster [2]. This expression assumes a single scattering per photon, which is a very good assumption at the low optical depth ($\tau_{e,i} \lesssim 0.01$) of most galaxy clusters. A unique advantage the kSZ effect has over the generally brighter tSZ effect is that the kSZ effect depends on the bulk momentum of the ionized cluster gas along the line of sight, and thus can enable tests of the cosmological velocity field [24].

On scales smaller than the homogeneity scale, we expect pairs of galaxy clusters to fall towards one another on average due to their mutual gravitational pull. Through the kSZ effect, two clusters falling towards one another will leave a potentially detectable dipole pattern on the CMB temperature anisotropy [e.g., 25]. This pattern is called the pairwise kSZ (pkSZ) signal. The average pkSZ amplitude $T_{\text{pkSZ}}(r)$ for all the pairs of galaxy clusters at comoving separation $r$ can be related to the mean pairwise velocity $v_{12}(r)$ of the clusters:

$$T_{\text{pkSZ}}(r) \equiv \bar{\tau}_e \frac{v_{12}(r)}{c} T_{\text{CMB}}, \quad (2)$$

where $\bar{\tau}_e$ is the average optical depth of the sample. This equation is valid with two assumptions: i) the internal motion of the cluster does not introduce any sort of bias, and ii) there is no strong correlation between the optical depth and the velocity of the individual clusters [26]. We adopt a sign convention so that clusters falling towards one another will have a negative relative velocity $v_{12}(r)$ and negative $T_{\text{pkSZ}}$ signal.

We can predict the relative velocity as a function of distance, $v_{12}(r)$, for a specific cosmology and theory of gravity from the statistical distribution of the dark matter haloes. The mean pairwise velocity of haloes $v_{12}(r)$ separated by their comoving distance $r = |\mathbf{r}_2 - \mathbf{r}_1|$ can be analytically modeled in linear theory in terms of the two-point matter correlation function $\xi(r)$ as [e.g., 27–29]:

$$v_{12}(r, a) \approx -\frac{2}{3} a H(a) f(a) r \frac{b^2 \xi(r)}{1 + b^2 \xi(r)}, \quad (3)$$

where $a$ is the scale factor, $H(a)$ the Hubble parameter, $f(a) \equiv \frac{d \ln D}{d \ln a}$ is the growth rate (with $D$ being the linear growth factor), $b$ the mass-averaged halo bias, and $\xi$ indicates the average of $\xi(r)$ over a comoving sphere of radius $r$.

Equations (2) and (3) highlight that measurements of the pkSZ are sensitive to a combination of both cluster astrophysics, through the optical depth $\bar{\tau}_e$ and halo bias $b$, and cosmology through the Hubble parameter $H(a)$, the growth rate $f$, and the two-point matter correlation function $\xi(r)$. In particular, the dependence on the growth rate $f$ and the matter correlation function $\xi(r)$ makes measurements of the pkSZ signal sensitive to $(f \sigma_8)^2$. This provides complementary information to other probes such as redshift space distortions, which is primarily sensitive to $f \sigma_8$ [e.g., 16], and hence could be used to probe dark energy and modifications of gravity [e.g., 29–31].

III. DATA

A. SPT-3G temperature maps

In this analysis, we use CMB temperature maps from SPT-3G, the third and latest camera installed on the South Pole Telescope [SPT, 32, 33]. The SPT is a 10-meter telescope located at the Amundsen-Scott South Pole Station in Antarctica. The SPT-3G focal plane consists of ~ 16,000 multichroic, polarization-sensitive transition-edge sensor bolometers which operate in three bands at 95 GHz, 150 GHz, and 220 GHz, with an angular resolution of ~ $1^\prime$ [34]. The main SPT-3G survey field of approximately 1,500 deg$^2$ extends from -42° to -70° in declination (decl.) and -50° to 50° in right ascension (RA). This work uses temperature maps from observations made during the winter season (March-September) of 2019 and 2020.
We refer to [35] for a full description of how the time-ordered data (TOD) are converted into maps, but we will provide a succinct description of the procedures below. The TOD for each of the SPT-3G bolometers are filtered to remove low-frequency noise in the scan direction, with a high-pass filter set at \( k_x > 500 \). The filtered TOD are binned into map pixels with weights based on the TOD noise level, and calibrated such that the map is in CMB fluctuation temperature units. A flat-sky approximation, the Sansom-Flamsteed projection [36, 37], is used for the map with 0.25′ square pixels. The map noise levels measured in the 3000 \( < \ell < 5000 \) range are 5.0, 3.9, and 14.0 \( \mu \text{K-arcmin} \) for the coadded 95 GHz, 150 GHz, and 220 GHz temperature maps, respectively. At each frequency, the instrument beam is well represented with a Gaussian with full width at half maximum (FWHM) equal to 1.6′, 1.2′, and 1.0′ at 95, 150, and 220 GHz, respectively. Section IV B and Section V ID describe how these multi-frequency temperature maps are used to extract the CMB+\( \text{kSZ} \) or Compton-\( y \) maps.

### B. DES Year-3 redMaPPer cluster catalog

The second data product used in this analysis is a sample of optically-selected galaxy clusters from the first three years of the Dark Energy Survey (DES). DES is a photometric survey that has mapped out \( \sim 5000 \text{deg}^2 \) of the southern sky in the optical to near-infrared bands using the Dark Energy Camera [38], mounted on the 4-meter Blanco telescope at Cerro Tololo Observatory in northern Chile. The cluster catalog has been extracted from DES Year-3 observations with the redMaPPer algorithm [39].

The redMaPPer algorithm is a red-sequence based optical cluster-finding algorithm that is calibrated on a cluster sub-sample for which spectroscopic data are available. The outputs from redMaPPer relevant to the present analysis are: i) the cluster’s sky position, given by the angular coordinates of the algorithm’s best guess for the central galaxy position; ii) the cluster’s photometrically estimated redshift; iii) the optical richness estimate \( \lambda \), a weighted sum of the membership probabilities, which is a low-scatter proxy for the cluster mass [e.g., 40, 41].

The underlying idea is that galaxy clusters are concentrations of galaxies containing old red stars thought to be caused by the quenching of star formation due to the cluster’s environment. Therefore, the algorithm detects candidates by identifying over-densities of luminous red galaxies and iteratively assigns membership and probabilities for each galaxy identified to be part of a cluster candidate to be in the center of the cluster.

The redMaPPer algorithm has been used to produce both a flux-limited and volume-limited sample using DES Y3 data. The volume-limited sample is independent of survey depth and complete above a certain luminosity, while the flux-limited sample contains more high-\( z \) clusters detected in the deeper fields in the survey. In this work, we use the flux-limited catalog. This catalogue contains 41,219 (8,712) clusters in the richness range \( \lambda > 10 \) (20) and spans the photo-\( z \) range 0.1 \( < z < 0.95 \).

We restrict the baseline cluster sample used in this work to \( z \leq 0.8 \) to mitigate the degradation at high redshifts of the completeness and photo-\( z \) accuracy. We also impose a cutoff at \( \lambda \leq 60 \) to eliminate the most massive clusters due to concerns about the possibility that the filtering described in Section IV B will not completely remove the contaminating signals from the cluster itself. We also consider cluster samples with alternative richness ranges in Section VI to test the robustness of the analysis and potential systematic biases.

The DES and SPT-3G surveys overlap over a sky area of \( \sim 1,400 \text{deg}^2 \), which we show in Fig. 1. We remove any clusters that are less than 1° from the survey edges or 10’ distance from any point sources detected in the SPT-3G map (\( \geq 6 \text{mJy} \) at 150 GHz). These cuts leave 24,580 (5,797) clusters in the richness range \( 10 \) (20) \( < \lambda < 60 \), which translates to a surface density of 17.6 clusters/\( \text{deg}^2 \) for our 10 \( \leq \lambda \leq 60 \) baseline sample, with
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**FIG. 1.** Number density of the DES Y3 clusters with \( 10 < \lambda < 60 \), smoothed with a Gaussian kernel with \( \theta_{\text{FWHM}} = 1 \) deg for visualization purposes. The solid orange line shows the boundaries of the SPT-3G main survey footprint. These two datasets overlap over approximately 1,400 deg\(^2\).
a mean redshift of $\bar{z} = 0.54 (0.52)$ and a typical error in the photo-$z$ of $\sigma_z \sim 0.01 (1 + z)$ [42]. The redshift distribution and redshift uncertainties of the full cluster sample are shown in Fig. 2.

IV. ANALYSIS METHODOLOGY

A. Pairwise kSZ estimator

As in previous measurements [e.g., 17–19, 43], we implement the pkSZ estimator $\hat{T}_{\text{pkSZ}}(r)$ introduced by [44]. This estimator for the mean pkSZ signal is,

$$\hat{T}_{\text{pkSZ}}(r) = \frac{\sum_{i<j} [T(\mathbf{n}_i) - T(\mathbf{n}_j)] c_{ij}}{\sum_{i<j} c_{ij}^2}, \quad (4)$$

which scales the CMB temperature difference at the two cluster locations (which has an expectation value that depends on the relative velocity between the two clusters due the pkSZ signal) by a geometrical factor, $c_{ij} = \mathbf{r}_{ij} \cdot (\mathbf{r}_i + \mathbf{r}_j)/2$, to account for the projection of the pair separation $\mathbf{r}_{ij} = \mathbf{r}_i - \mathbf{r}_j$ onto the line-of-sight.

We reconstruct the pairwise kSZ signal in eight bins: 7 bins linearly separated between comoving pair separation $r$ of 40 and 200 Mpc, plus a final bin that includes pairs separated by 200 Mpc to 300 Mpc. The choice of the minimum separation is motivated by the fact that the pkSZ template is derived within the linear regime, limiting the modelling of the pairwise velocities between halos below $r \lesssim 40$ Mpc (due to, e.g., non-linearities and redshift space distortions) and because the photo-$z$ errors significantly suppress the signal and increase the statistical uncertainties. We choose to have a single bin at larger separations given that the pkSZ signal mostly arises from smaller and intermediate comoving separations, so for scales larger than 200 Mpc the signal is significantly smaller.

B. CMB map filtering and temperature extraction

The next step is to extract the CMB temperature shift due to the kSZ effect at the location of the clusters. We apply a matched filter to the map, using prior knowledge of the spectral and angular dependence of the kSZ effect and other signals, to maximize the signal-to-noise on the pkSZ signal. The filter $\Psi$ for $N_\nu$ different observed frequencies $\nu$ is constructed in Fourier space as,

$$\Psi(\nu, \mathbf{k}) = \sigma^2_{\Psi} N^{-1}(\nu, \mathbf{k}) \cdot \mathbf{S}_{\text{filt}}(\nu, \mathbf{k}), \quad (5)$$

where $\mathbf{k}$ is the Fourier mode, $N^{-1}(\nu, \mathbf{k})$ is the inverse of the noise covariance matrix of the maps, $\mathbf{S}_{\text{filt}}(\nu, \mathbf{k})$ is the expected signal vector in Fourier space, and $\sigma^2_{\Psi}$ is the predicted variance of the filtered map. In this work, we assume the cluster emission follows a projected isothermal $\beta$-profile [45] with $\beta = 1$, written in cluster-centric coordinates as,

$$T(\theta) = T_0 (1 + \theta^2/\theta_c^2)^{-1}. \quad (6)$$

We take $\theta_c = 0.5'$ in this work. The pkSZ results were found to be insensitive to the choice of $\theta_c$ at higher noise levels [18], however we did not test this effect for the SPT-3G data because the significance of detection of the pkSZ signal will not increase in a significant manner in comparison with [18], as shown in Section V B. The expected signal template in the matched filter is the convolution of this $\beta$-profile, the instrumental beam, and map filtering.

We can estimate the variance of the filtered map from,

$$\sigma^2_{\Psi} = \left[ \int d^2 \mathbf{k} S_{\text{filt}}(\nu, \mathbf{k}) \cdot N^{-1}(\nu, \mathbf{k}) \cdot \mathbf{S}_{\text{filt}}(\nu, \mathbf{k}) \right]^{-1}. \quad (7)$$

We assume the noise is stationary, allowing the noise covariance matrix of the maps $\mathbf{N}(\nu, \mathbf{k})$ to be expressed as a symmetrical $N_\nu \times N_\nu$ matrix at each value of $\mathbf{k}$, where the diagonal elements are the auto-power spectra of every frequency map and the off-diagonal elements are the cross-spectra between the different frequencies.

The filter is built such that $\hat{T}_0$, an estimate of $T_0$, is extracted when centered on the cluster at position $\mathbf{n}_0$ as

$$\hat{T}_0 = \int d^2 \mathbf{n} \Psi(\nu, \mathbf{n} - \mathbf{n}_0) \cdot \mathbf{T}(\nu, \mathbf{n}), \quad (8)$$
where \( T(\nu, \mathbf{n}) \) represents the vector of the temperature maps at different observed frequencies.

We use three different matched filters in this work for different purposes. The first filter is a minimum variance multi-frequency matched filter (MF-MF) with the 95, 150, and 220 GHz maps from SPT-3G. The second filter is a constrained minimum variance version (MF-tSZ), with the non-relativistic tSZ effect nulled, following [46]. Thirdly, following [18], we build a single-frequency matched filter for the 150 GHz map (MF-150GHz); the 150 GHz map has the lowest noise level of the three frequency bands at 3.9 \( \mu \)K-arcmin.

C. Redshift-dependent foregrounds

Over an extended redshift range, the redshift evolution of tSZ signal and cosmic infrared background (CIB) emission can potentially introduce a redshift-dependent bias in the estimated temperatures. To mitigate any such redshift-dependent effects, we estimate the mean measured temperature as a function of redshift and subtract this mean temperature from the matched-filtered temperature values \( \widetilde{T}_0(\mathbf{n}_i) \), as

\[
T(\mathbf{n}_i) = \widetilde{T}_0(\mathbf{n}_i) - \sum_j \frac{\widetilde{T}_0(\mathbf{n}_j) G(z_i, z_j, \Sigma_z)}{\sum_j G(z_i, z_j, \Sigma_z)}. \quad (9)
\]

The smoothed temperature at \( z_i \) is calculated from the weighted sum of contributions of clusters at redshift \( z_j \) using a Gaussian kernel \( G(z_i, z_j, \Sigma_z) = \exp[-(z_i - z_j)^2/(2\Sigma_z^2)] \). For this analysis, we choose \( \Sigma_z = 0.02 \) resulting in a smooth temperature evolution. The choice of \( \Sigma_z \) does not impact the result in any significant way [17, 18].

D. Analytical modeling of the photo-z uncertainties

Redshift uncertainties are the dominant source of error in the calculation of the separation distance between cluster pairs. The redshift errors, \( \sigma_z \), lead to a rms uncertainty in the comoving distances, \( \sigma_d = c\sigma_z/H(z) \) [18]. For the sample used in this work we find \( \sigma_d \sim 80 \) Mpc. Redshift errors completely dilute the signal at \( r \ll \sigma_d \), the signal is significantly reduced on scales \( r \sim \sigma_d \), and the signal from cluster pairs with \( r \gg \sigma_d \) is unaffected. Following the prescription from [18], we account for the smoothing due to the uncertain distances by multiplying the pairwise kSZ template in Eq. 2 by an exponential term to suppress the signal at small scales:

\[
T_{\text{pkSZ}}(r, a) = \frac{\nu_{12}(r)}{c} T_{\text{CMB}} \times \left[ 1 - \exp \left( -\frac{r^2}{2\sigma_d^2} \right) \right]. \quad (10)
\]

As in [18], we take the smoothing scale to be \( \sigma_r = \sqrt{2\sigma_d} \). We test the analytic approach with simulations and find good agreement as shown in Fig. 3.

E. Covariance matrix

We estimate the covariance matrix of the binned pkSZ measurement directly from the data using two resampling techniques.

- **Jackknife**: The jackknife resampling technique (labelled ‘JK’ in equations) consists of measuring the pkSZ signal by splitting the cluster catalogue into \( N_{\text{JK}} \) subsamples, removing one of them, and recomputing the pkSZ amplitude from the remaining \( N_{\text{JK}} - 1 \) subsamples. This process is repeated until every subsample has been discarded once from the measurement. Then we estimate the covariance matrix as

\[
\hat{C}_{ij} = \frac{N_{\text{JK}} - 1}{N_{\text{JK}}} \sum_{\alpha = 1}^{N_{\text{JK}}} (\hat{T}_{i\alpha} - \bar{T}_i)(\hat{T}_{j\alpha} - \bar{T}_j), \quad (11)
\]

where \( \hat{T}_{i\alpha} \) is the pairwise kSZ signal in separation bin \( i \) and jackknife realization \( \alpha \), of mean \( \bar{T}_i \). For our main analysis, we use \( N_{\text{JK}} = 1,000 \) subsamples.

- **Bootstrap**: The bootstrap method (indicated by ‘BS’ in equations) consists of randomly drawing with replacement an equal number of clusters, and recomputing the pkSZ signal for each random draw.
This process is repeated \( N_{BS} \) times, and the covariance matrix \( \hat{C}_{ij}^{BS} \) estimated as:

\[
\hat{C}_{ij}^{BS} = \frac{1}{N_{BS} - 1} \sum_{\alpha=1}^{N_{BS}} (\hat{T}_i^\alpha - \bar{T}_i)(\hat{T}_j^\alpha - \bar{T}_j).
\]  

(12)

Here \( i \) and \( j \) refer to the separation bin, \( \hat{T}_i^\alpha \) is the estimated pkSZ signal in bin \( i \) for the \( \alpha \) random sample, and \( \bar{T}_i \) the average pkSZ value across all samples. The bootstrap method is expected to need more random samples than the jackknife method to converge due to random sampling. As a result, it is more computationally expensive. We use \( N_{BS} = 10,000 \) samples when reporting results with the bootstrap covariance.

The baseline covariance matrix in this work is estimated using the jackknife subsampling technique with 1,000 subsamples, and the correlation matrix derived from it is shown in Fig. 4. As a test of robustness, we also show selected results when the covariance is estimated from a different number of subsamples or the bootstrap technique. We show in Fig. 5 a comparison of the pkSZ error bars calculated from the two methods. Both estimators have clearly converged and show minimal differences in the covariance values between \( N_{JK} = 1,000 \) or 2,000, and \( N_{BS} = 4,000 \) or 10,000. The bootstrap estimator yields larger uncertainties at small separation distances, however the differences are within allowable tolerances for the current signal-to-noise.

For the inverse of the covariance, we use the estimator

\[
\hat{C}^{-1} = \frac{N - N_{bins} - 2}{N - 1} \hat{C}^{-1}
\]  

(13)

where \( N \) is the number of jackknife or bootstrap samples used to compute the covariance matrix \( \hat{C}^{JK/BS} \), and \( N_{bins} \) is the number of comoving separation bins. This correction factor is needed because the empirically determined inverse covariance matrix \( \hat{C}^{-1} \) is a biased estimator of the true inverse covariance matrix \( C^{-1} \) as shown in [47].

F. Model fitting and statistical significance

We fit the measured pkSZ signal to a one parameter model, scaling the analytical template given by Eq. 10 by the unknown average optical depth of the cluster sample \( \bar{\tau}_e \). We then compute the statistical significance of our measurement in two different ways:

1. The main results will be presented by obtaining the best-fit \( \bar{\tau}_e \) and its uncertainty by minimizing the \( \chi^2 \) as

\[
\chi^2(\bar{\tau}_e) = [\hat{T}_{pkSZ} - T_{pkSZ}(\bar{\tau}_e)]^\dagger \hat{C}^{-1} [\hat{T}_{pkSZ} - T_{pkSZ}(\bar{\tau}_e)]
\]  

(14)

The signal-to-noise ratio \( S/N \) is then computed with \( S/N = \bar{\tau}_e / \sigma_{\tau_e} \), where \( \sigma_{\tau_e} \) is given by \( \chi^2(\bar{\tau}_e \pm \sigma_{\tau_e}) = \chi^2_{\text{min}} + 1 \).

2. To complement the previous significance, we also assess the signal significance by calculating the \( \chi^2 \) with respect to the null-signal hypothesis:

\[
\chi^2_0 = \hat{T}_{pkSZ}^\dagger \hat{C}^{-1}_{0} \hat{T}_{pkSZ}
\]  

(15)
We estimate the probability-to-exceed the observed χ² (PTE) by comparing it to the cumulative distribution function (CDF) of the χ² distribution. The PTE provides one estimate for how likely it is that the data could result from a noisy measurement of zero pkSZ signal.

We expect the template fit to yield a higher statistical significance than the null-signal procedure due to the fact that the first one includes the additional information of our analytic template, whereas the latter one makes no assumptions about the expected signal shape.

V. SIMULATIONS

A. Simulations of the mm-wave sky

In order to validate and test the accuracy of our analysis pipeline, as well as to estimate the impact of systematic effects, we use realistic realizations of the millimeter wavelength sky from the MDPL2 Synthetic Skies suite [Omori, in prep.]. The simulated skies are generated by pasting astrophysical effects onto the halo light-cone from the MultiDark Planck 2 N-body simulation [48]. The astrophysical modeling in the simulation has been calibrated using observational data and external hydrodynamical simulations. Outlined below are the main components of the simulated microwave sky.

- The dark matter density field is used to gravitationally lens the CMB sky.
- The tSZ signal from each dark matter halo is added based on the [49] electron thermal pressure profile that was calibrated on the hydrodynamical BAHAMAS simulations suite [50].
- The kSZ effect is added in a similar way. The same [49] gas profile is used to estimate the electron number density, which is multiplied by the line-of-sight velocity to obtain the kSZ signal from the halo.
- The cosmic infrared background (CIB) from dust-enshrouded galaxies is simulated by first assigning star formation rate and stellar mass to each individual halo using the UniverseMachine code [51]. With that information, the bolometric infrared luminosity is inferred from [52], and then converted to flux density assuming the shape of the spectral energy distribution to be a modified blackbody.
- We add instrumental noise to the simulations, assuming white noise levels of 7, 5, and 20 μK-arcmin at 90, 150, and 220 GHz, respectively. These noise levels are similar to the real data maps at the angular scales of interest, 3000 < ℓ < 5000.

The mock cluster catalog is generated by first mapping the redMaPPer clusters richness λ to the mass within a spherical region with an average density of 500 times the critical density $M_{500c}$ according to the weak lensing mass calibration from [53], and then by selecting the objects in the MDPL2 halo catalogue that lie in this mass range. Within the SPT-3G footprint, the simulated cluster sample contains $N=22,923$ clusters within a mass range of $0.6 < M_{500c}/10^{14} M_\odot < 4$, which is similar to the $10 < \lambda < 60$ richness range from the DES cluster catalog that we will use in our real dataset.

<table>
<thead>
<tr>
<th>Noise level (μK-arcmin)</th>
<th>S/N ($\sigma_z = 0$)</th>
<th>S/N ($\sigma_z = 0.01$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>7.8</td>
<td>3.8</td>
</tr>
<tr>
<td>5</td>
<td>10.4</td>
<td>3.9</td>
</tr>
</tbody>
</table>

TABLE I. Impact of the 150 GHz map instrumental noise levels on the S/N of pkSZ. We see how lowering the map noise level increases the detection significance of the signal, but the photometric redshift error $\sigma_z$ dominates the signal. These results are obtained by including all the cosmological and foreground components (CMB, tSZ, CIB) with the noise levels noted on the first column.

B. Pipeline validation

We now use the simulation suite introduced above to explore the sensitivity of the pairwise kSZ estimator to the presence of contaminating signals and the noise level in the data set.

We check how the instrumental noise level of the 150 GHz map affects the recovered pkSZ signal, as well as the impact of photometric redshift uncertainties $\sigma_z$ on the measured kSZ amplitude and report our findings in Table I. We extract the temperature at the clusters' positions for this test using the single frequency matched filter and use the same range of scales as the one adopted for the real analysis described in Section IV A. As expected, we find that decreasing the instrumental noise levels translates to an increased detection significance; however, when we include the redshift errors ($\sigma_z > 0$) the significance level does not improve. This indicates that redshift uncertainties pose an intrinsic limit to this analysis. We also choose a noise level of 18 μK-arcmin to approximate the noise level from the SPT-SZ CMB maps used in the analysis of [18]. They estimated a signal from a different set of simulations [54] at 3.7σ, with a mass range of $0.9 < M_{500c}/(10^{14} M_\odot) < 4$. We obtain within the same mass range a S/N of 3.8σ, agreeing with their estimates and giving us confidence in the simulations that we are using. The 5 μK-arcmin corresponds approximately to the current noise levels of the 150 GHz map with one year of the SPT-3G data. From now on, we will use $\sigma_z = 0.01$ since it is approximately the root mean square photo-$z$ error for the DES cluster catalogue (see Section III B).

We also investigate the impact of different foregrounds on the statistical uncertainties by running the extraction...
pipeline on maps that have primary CMB, tSZ, and CIB set to zero one by one, while keeping the rest of the foregrounds unchanged for the 150 GHz map. Removing the foregrounds clearly helps to improve the signal as shown in Table II. In particular, the removal of tSZ results in an increase in the S/N ratio by 25\%. To remove the contamination from cluster tSZ signal, we explore the use of multifrequency matched filters (MF-MF), including a version in which the particular frequency dependence of the tSZ is used to deproject it explicitly (MF-tSZ). This deprojection, however, comes with a noise penalty that may be larger than the tSZ contamination itself, particularly for lower-mass clusters.

Finally, we also artificially increase the CIB signal power by a factor of 5 in the noise covariance used for the multi-frequency matched filter with and without tSZ deprojection (MF-tSZ-CIB and MF-MF-CIB, respectively) in an attempt to reduce its effect as shown in [55]. We tested a mix (Mixed Sample) of the cluster signal where the low-mass clusters (0.6 < \( M_{500c}/10^{14} M_{\odot} < 1 \)) are extracted from the single frequency matched filtered 150 GHz map (N=14,321), while the high mass clusters’ (1 < \( M_{500c}/10^{14} M_{\odot} < 4 \)) temperatures are extracted from the tSZ deprojected multifrequency matched filtered map (N=8,602). We obtain similar significance levels with all the different matched filters and cluster samples, with results shown in Table III. Since the significance levels are similar, we will not try to suppress the CIB in the SPT-3G data.

### VI. Pairwise kSZ Measurement

#### A. Pairwise kSZ Signal from SPT and DES

The pairwise kSZ measurement from SPT-3G maps and the full DES Year-3 redMaPPer cluster catalog in the 10 < \( \lambda < 60 \) richness range (\( N = 24,580 \)) is presented in Fig. 6. This result has been obtained by combining the temperatures extracted from the tSZ deprojected map for high richness clusters (30 < \( \lambda < 60 \)) and temperatures extracted from the matched filtered 150 GHz map for lower richness clusters (\( \lambda < 30 \)). As discussed in Section IV F, we estimate and report a detection at a significance of 4.1 \( \sigma \). The result of the fit to the analytical pairwise kSZ template yields a cluster catalog mean optical depth of

\[
\bar{\tau}_e = (2.97 \pm 0.73) \times 10^{-3}.
\]

The corresponding correlation matrix between different radial separations is shown in Fig. 4. [18] found \( \bar{\tau}_e = (1.37 \pm 0.41) \times 10^{-3} \) for the same richness range and 28,760 clusters using SPT-SZ and the DES-Y1 cluster catalog, which is \( \sim 2 \sigma \) lower than the value we find. Another previous analysis [19] found \( \bar{\tau}_e = (0.69 \pm 0.34) \times 10^{-4} \) for a mass range of 1 < \( M_{200c}/10^{13} M_{\odot} < 1.6 \). The average mass of these clusters is an order of magnitude less massive than the estimated mass of our catalog 0.6 < \( M_{500c}/10^{14} M_{\odot} < 4 \), thus finding a higher value of the \( \bar{\tau}_e \) in our analysis is consistent.

As a consistency check, we compare the detection significances obtained using the alternative matched filters introduced in Section IV B. We first apply these matched filters to the SPT-3G maps to extract the temperature at the clusters’ positions and then we reconstruct the pairwise kSZ for each of them. The results of the fits to the analytical pkSZ template are displayed in Tab. IV. As can be seen, all the \( \bar{\tau}_e \) values are well within the 1\( \sigma \) statistical uncertainties of each other and the corresponding detections shift by less than 0.5\( \sigma \).

Finally, we explore how the detection is affected by a higher low-mass threshold by repeating the analysis for the richness range 20 < \( \lambda < 60 \). The results of this test are reported in the right column of Tab. IV, where we can clearly see that the significance of the detection has decreased greatly due to the limited number of clusters that fall in this richness range, thus increasing the estimated errors on the measurements.

#### B. Null Tests

We run a suite of null tests that check whether the signal present in the data has statistical properties consistent with the pairwise kSZ effect

- **Sign-flip:** For this test, we replace the minus sign inside the sum in the estimator in Eq. 4 with a plus sign to remove sensitivity to the pkSZ signal.

<table>
<thead>
<tr>
<th>Foreground removed</th>
<th>S/N</th>
</tr>
</thead>
<tbody>
<tr>
<td>tSZ</td>
<td>4.8</td>
</tr>
<tr>
<td>CMB</td>
<td>5.3</td>
</tr>
<tr>
<td>CIB</td>
<td>4.3</td>
</tr>
</tbody>
</table>

TABLE II. Effect of different foreground removals on the 150 GHz map of the S/N of pkSZ, where all the results are higher than the 3.9 \( \sigma \) found in Tab. I. For these results we fix the noise levels to 5\( \mu \)K-arcmin and include photo-z errors with \( \sigma_z = 0.01 \).

<table>
<thead>
<tr>
<th>Method</th>
<th>Simple sample</th>
<th>Mixed sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF-MF</td>
<td>3.6</td>
<td>3.4</td>
</tr>
<tr>
<td>MF-tSZ</td>
<td>4.0</td>
<td>3.8</td>
</tr>
<tr>
<td>MF-tSZ-CIB</td>
<td>3.6</td>
<td>3.8</td>
</tr>
<tr>
<td>MF-MF-CIB</td>
<td>3.2</td>
<td>3.2</td>
</tr>
</tbody>
</table>

TABLE III. Effect on the pkSZ S/N of the CIB subtraction by increasing its power in the covariance matrix for the matched filter construction. MF-MF stands for matched filter multi-frequency, MF-tSZ stands for matched filter with a tSZ deprojection, and –CIB stands for a CIB reduction following [55] for each of the previous matched filters. The simple and mixed sampled are described in the last paragraph of Section V B.
As shown in Fig. 7, the null tests remove the pairwise kSZ signal, leaving a mean-zero signal with correlated uncertainties as encoded in the covariance matrix. To quantify the result of these tests, we calculate the reduced \( \chi^2 \) for each bootstrap resample in each test, and we quote the probability-to-exceed (PTE) as the fraction of bootstrap resamples with reduced \( \chi^2 > 1 \). We obtain PTEs of 76\%, 48\% and 62\% for the sign-flip, distance shuffling and temperature shuffling respectively, with a mean reduced \( \chi^2 \sim 1 \) for each of the tests. These null tests are consistent with no detection, giving us confidence in our measurement of the pairwise kSZ effect.

We also use the null test bootstrap resamples as a check of our formal estimate of the uncertainty on \( \tau_e \). We display the distribution of bootstrap resamples for the sign-flip test in Fig. 8; the distributions for the other tests look similar. The estimated error of the mean optical depth from real data is comparable with our null tests errors within ~20\%, which gives us confidence on the accuracy of the measurement.

### C. Systematics tests

We test some systematics that could influence our measurement of the pkSZ signal in order to quantify any impact on our analysis and subsequent measurements.

- **Position-shuffling:** By randomly shuffling the redshifts of the clusters while keeping their extracted temperatures unchanged, we null the pairwise signal by making \( c_{ij} \) maximum on clusters that are not under the gravitational influence of each other.

- **Temperature-shuffling:** We randomly shuffle the clusters’ extracted temperature without changing their position, keeping the same \( c_{ij} \) for the estimator and thus removing the pairwise signal from the data.

![FIG. 6. We detect the pkSZ signal at 4.1 \( \sigma \), using the covariance estimated with the jackknife method and 1,000 subsamples. As described in Section IV E, the 150 GHz SPT-3G map is used for low-richness clusters (\( \lambda \leq 30 \)) while a multifrequency matched filter tSZ-free map is used for high-richness clusters (\( \lambda > 30 \)). The recovered mean optical depth of the cluster sample is \( \tau_e = (2.97 \pm 0.73) \times 10^{-3} \). The grey shaded region indicates the scales (\( r < 40 \) Mpc) where the analytical model breaks due to the non-linear regime.](image)

![FIG. 7. Null tests for the SPT-3G + Full DES catalog pkSZ measurements. All the null-tests yield a reduced \( \chi^2 \sim 1 \) and their PTE values are reported in the legend. The black points are the data points measured of the pkSZ signal for our baseline analysis. The points are offset in comoving separation for visualization purposes.](image)
in richness, we need a good understanding of how to obtain an accurate representation of the mass ranges under analysis. This is of particular interest because the analytical model in Eq. 3, which is used to infer the clusters’ optical depth, depends on the mass range of interest and changing the typical cluster mass could significantly bias this result. In this work we have selected the simulation sample using the relation shown in [53]. However, we need to take into account that these are estimated measurements, therefore a scatter in the cluster mass of the optical data can occur. To model this scatter, we draw mass errors from a normal distribution with width $\sigma_{\text{m}}(M) = 0.3$, which is an underestimation of the scatter at low richness for a Gaussian error model given the significant projection effects in the DES sample [40, 56–58], but it gives an idea of how significant the mass scattering can be. We then use these errors to compute the pkSZ signal from the simulations, obtaining an average decrease on the signal detection to $2.5\sigma$ on the simulation catalog for the mass range of $0.6 < M_{\text{500c}}/10^{14} M_\odot < 4$. This implies that the measured pkSZ significance might be $\sim 1\sigma$ lower than it could be due to this effect.

- **Mis-centering**: The measured pkSZ signal can be diluted due to the fact that the clusters’ positions estimated from the optical survey catalog might not coincide with the location of the cluster kSZ signal. This mis-centering has a larger impact on clusters that are not fully relaxed or are merging, where the potential minimum is not located on the brightest cluster galaxy, or where this galaxy has been misidentified by the redMaPPer algorithm. The impact of mis-centering has been tested before [18], where two different mis-centering models [41, 59] were tested and identified a reduction of $\sim 10\%$ of the pkSZ significance. Although for our confidence levels it does not produce a significant impact, it should be considered for future spectroscopic redshift catalogues.

### D. Estimating the optical depth from the thermal SZ effect

In addition to the bulk velocity of electrons, the electrons’ random thermal motion imprints a signature on the observed CMB through inverse-Compton scattering, the thermal Sunyaev-Zel’dovich (tSZ) effect [e.g., 4, 60]. The magnitude of the tSZ effect produced along a line-of-sight $\hat{n}$, can be quantified by the Compton $y$-parameter [61],

$$y(\hat{n}) = \int d\ell \ n_e \frac{k_B T_e}{m_e c^2} \sigma_T,$$

where $k_B$ is the Boltzmann constant, $m_e$ is the mass of the electron, and $T_e$ is the electron temperature. The tSZ effect induces a frequency-dependent shift of the observed CMB temperature, which in the non-relativistic limit can be written as:

$$\frac{\Delta T}{T_{\text{CMB}}} = g(\nu),$$

with $g(\nu) = x^{\frac{\nu + 4}{\nu + 1} - 4}$, and $x = h\nu/(k_B T_{\text{CMB}})$. The frequency dependence of the tSZ effect is such that the effect appears as a temperature decrement at lower frequencies than $\sim 218$ GHz, while being completely null at that frequency value [4]. Since the tSZ is directly related to the electron pressure (number density of electrons times the electron temperature) of the cluster, the signal becomes stronger for more massive clusters.

We build a $y$-map by performing an internal linear combination (ILC) [62] on the 90 GHz, 150 GHz, and 220 GHz temperature maps from SPT-3G. This $y$ map is preliminary and has not been fully optimized, but we are primarily concerned with the mean value of cluster optical depth, and a non-optimized $y$ map will mainly result in elevated variance, and not bias, in the optical depth measurement. Using this $y$-map, we stack all our clusters and extract the average $y$ value through aperture photometry. The aperture photometry filter is written in real-space as

$$\Psi(\theta) = \begin{cases} 
1 & 0 < \theta < \theta_r, \\
-1 & \theta_r < \theta < \sqrt{2}\theta_r, \\
0 & \text{elsewhere}
\end{cases}$$

![Figure 8](image-url)  
**FIG. 8.** Histogram of 1,000 bootstrap resamples for the sign-flip test estimating the optical depth measurement. Using this $y$-map, we stack all our clusters and extract the average $y$ value through aperture photometry.
where $\theta_c$ is the characteristic filter scale. The aperture photometry effectively reduces the noise on all scales that are larger than the filter scale by subtracting the average temperature in the outer ring from the average temperature inside the disc of radius $\theta_c$. In contrast to the matched filter technique described in Section IV B, this approach does not assume a specific model for the cluster profile, however it requires that the cluster is contained within the characteristic filter scale $\theta_c$ to avoid biases in the temperature estimation.

We follow [63] and relate the mean $y$-value of the clusters to the mean optical depth $\bar{\tau}_e$ according to:

$$\ln(\bar{\tau}_e) = \ln(\tau_0) + m\ln(y), \quad (20)$$

For the signal-to-noise-maximizing filter scale of $\theta_c = 2.6'$, [63] calibrated the coefficients to be $\ln(\tau_0) = -6.47$ and $m = 0.49$.

The transfer function and beam applied to the SPT-3G temperature maps described in Section III produce a bias for object-based analysis such as aperture photometry [55]. To estimate this bias, we applied the same transfer function and beam filters to the set of simulations in Section V A. We compute the aperture photometry with $\theta_c = 2.6'$ to the recovered filtered $y$-map and the original one. We then compute the $\bar{\tau}_e$ finding a 10% reduction of the measured filtered value in comparison with the original simulation $y$-map. Taking this into account, we find

$$\bar{\tau}_e = (2.51 \pm 0.55) \times 10^{-3}, \quad (21)$$

where we estimate the uncertainty of this measurement by performing 1,000 JK resamples to the $y$-values of the clusters.

The Compton-$y$ based estimate of the mean optical depth is within 0.6$\sigma$ of the pkSZ-derived estimate of $\bar{\tau}_e = (2.97 \pm 0.73) \times 10^{-3}$. Future works will be able to use the Compton-$y$ estimate of the mean optical depth to break the degeneracy between the optical depth and velocity in the pkSZ signal, and significantly improve tests of cosmology from the pkSZ effect.

VII. CONCLUSIONS

In this work, we measure the mean optical depth of the DES-Y3 redMaPPer cluster sample in the $10 < \lambda < 60$ richness range and between $0.1 < z < 0.8$ and find the best-fit value to be $\bar{\tau}_e = (2.97 \pm 0.73) \times 10^{-3}$. The optical depth measurement is derived from a 4.1$\sigma$ detection of the pairwise kSZ effect. The SPT-3G and DES surveys overlap over $\sim 1,400$ deg$^2$ of southern sky, and after cuts, there are 24,580 galaxy clusters from the DES-Y3 redMaPPer cluster sample within the SPT-3G survey region. We extract the CMB temperature shift at the location of these clusters using a matched filter approach to optimize signal-to-noise in the 150 GHz maps for the low-mass end of the cluster sample ($10 < \lambda < 30$), and a constrained matched filter to zero the non-relativistic tSZ effect for more massive clusters ($30 < \lambda < 60$).

We validate the analysis using simulated data from the MDPL2 simulation suite [Omori, in prep.]. We also use these simulations to explore the limiting uncertainties in the analysis, finding the major sources of uncertainty in the current data set to be due to uncertain cluster redshifts and, if not removed, the tSZ effect in massive clusters. This result motivates the decision to use a constrained matched filter to zero the thermal SZ signal in clusters with a richness $\lambda > 30$. There are also non-negligible contributions from the primary CMB anisotropy, cosmic infrared background, and instrumental noise.

We test the robustness of the detection by repeating the analysis using different methods of temperature extraction, finding agreement between the recovered optical depth and the S/N levels. We also found an agreement on optical depth when increasing the minimum richness ($20 < \lambda < 60$), although with a lower significance on the pkSZ signal due to fewer clusters in this cut. Providing further evidence of the robustness of our results, we have conducted different null-tests where we artificially remove any cosmological signal and found the recovered pkSZ measurement to be consistent with zero.

Finally, we compare our result for the mean optical depth of the cluster sample $\bar{\tau}_e$ from the pkSZ measurement to one obtained based on the mean Compton $y$-parameter as described in [63], finding the two estimates agree within 0.6$\sigma$. This demonstrates the application of using the observed thermal SZ signal to break the degeneracy between the mean optical depth and velocity for the pkSZ effect. The combination of upcoming CMB and spectroscopic surveys is expected to yield high significance measurements of the pkSZ signal.

By breaking the degeneracy with astrophysics using alternative techniques like this, we can proceed to constrain cosmological parameters using the pkSZ; however, for this to occur a higher signal-to-noise of the pkSZ signal is required. Assuming current SPT-3G CMB map noise levels, we expect that future spectroscopic catalogues will significantly reduce clusters’ redshift uncertainty, leading to an increase of the pkSZ signal to $\sim 10\sigma$. This will increase further in future CMB experiments with higher sky coverage and lower noise levels.
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