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ABSTRACT
Type Ia supernovae (SNe Ia) are used as standardisable candles to measure cosmological distances, but differences remain in
their corrected luminosities which display a magnitude step as a function of host galaxy properties such as stellar mass and
rest-frame𝑈−𝑅 colour. Identifying the cause of these steps is key to cosmological analyses and provides insight into SN physics.
Here we investigate the effects of SN progenitor ages on their light curve properties using a galaxy-based forward model that we
compare to the Dark Energy Survey 5-year SN Ia sample. We trace SN Ia progenitors through time and draw their light-curve
width parameters from a bimodal distribution according to their age. We find that an intrinsic luminosity difference between
SNe of different ages cannot explain the observed trend between step size and SN colour. The data split by stellar mass are
better reproduced by following recent work implementing a step in total-to-selective dust extinction ratio (𝑅𝑉 ) between low- and
high-mass hosts, although an additional intrinsic luminosity step is still required to explain the data split by host galaxy 𝑈 − 𝑅.
Modelling the 𝑅𝑉 step as a function of galaxy age provides a better match overall. Additional age vs. luminosity steps marginally
improve the match to the data, although most of the step is absorbed by the width vs. luminosity coefficient 𝛼. Furthermore, we
find no evidence that 𝛼 varies with SN age.
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1 INTRODUCTION

Empirical relationships among light-curve properties of type Ia su-
pernovae (SNe Ia) are routinely used to standardize their peak bright-
nesses (Pskovskii 1977; Phillips 1993; Riess et al. 1996; Tripp 1998;
Mandel et al. 2017) and facilitate their use as distance indicators
in cosmological measurements (Riess et al. 1998; Perlmutter et al.
1999; Sullivan et al. 2011; Betoule et al. 2014; Scolnic et al. 2018;
DES Collaboration et al. 2018; Brout et al. 2022). This standard-
isation typically exploits the ‘faster–fainter’ relation between peak
brightness and SN light curve width, and the ‘bluer–brighter’ re-
lation between peak brightness and SN optical colour. A detailed
astrophysical understanding of these relationships is not yet in place,
but they are assumed to derive from physical processes intrinsic to the
SN progenitors and their explosions (e.g., SN explosion mechanism
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and physics, or progenitor white dwarf mass, age or metallicity), or
in the circumstellar medium (CSM) surrounding the explosion, or in
the interstellar medium (ISM) between the SN and the observer (e.g.,
dust). Established correlations between the observed SN light-curve
width and the properties of the SN host galaxy, with faster-declining
SNe more readily located in more massive, less actively star-forming
galaxies, presumably reflect some of this underlying astrophysics.

After standardising SN luminosities for SN light-curve width and
SN colour, any remaining difference between inferred distances and
those predicted by the cosmological model are termed ‘Hubble resid-
uals’ . These Hubble residuals are also observed to correlate with
host galaxy properties, both those local to the SN and the integrated
global properties. The most commonly used of these correlations
is the between Hubble residual and host galaxy stellar mass (Kelly
et al. 2010; Lampeitl et al. 2010; Sullivan et al. 2010; Childress
et al. 2013), which is typically represented by a step function in
SN peak brightness of order 0.1 mag at a host galaxy stellar mass

© 2022 The Authors

ar
X

iv
:2

20
7.

05
58

3v
1 

 [a
st

ro
-p

h.
G

A
]  

12
 Ju

l 2
02

2
FERMILAB-PUB-22-366-PPD (accepted) DOI:10.1093/mnras/stac1984



2 P. Wiseman et al.

of around log(𝑀∗/M�) = 10. A similar step in peak brightness is
also observed when considering other host galaxy properties, such as
specific star-formation rate (sSFR; Sullivan et al. 2010; Rigault et al.
2020), gas phase metallicity (Gallagher et al. 2005; Childress et al.
2013), rest-frame galaxy colour (Roman et al. 2018; Kelsey et al.
2021), and emission line equivalent widths (Dixon et al. 2022). By
assuming that the step is caused by two populations of SNe Ia that
can be (imperfectly) probed by one of these environmental tracers,
Briday et al. (2022) showed that the size of the step is correlated with
the level of population contamination across the step location of the
given host galaxy tracer, with spectroscopically observed local sSFR
and global stellar mass displaying the least contamination and largest
steps. One interpretation of local sSFR being the best step tracer is
that SNe Ia of different ages have different standardised luminosities,
perhaps representing two (or more) SN Ia populations. Indeed, the
case for multiple populations is strengthened by Nicolas et al. (2021)
who show that the distribution of light-curve widths can be modelled
as a combination of a young, slow-declining population and an old,
fast-declining population.

Recent analyses have revealed a dichotomy in sizes of host galaxy
– Hubble residual steps when the SN samples are divided based on
the colour of the SNe. In the 3-year spectroscopically-confirmed sam-
ple of SNe Ia from the Dark Energy Survey (DES3YR; Brout et al.
2019a), redder SNe have large steps as a function of host stellar mass,
while bluer SNe have negligible steps (Kelsey et al. 2021). This ef-
fect is also present in the larger, photometrically-classified DES5YR
sample Kelsey et al. (2022, hereafter K22), who also showed that
the effect is present when considering host galaxy rest-frame 𝑈 − 𝑅

colour in place of stellar mass.
To explain the complex relationships between host galaxy Hubble

residual steps and SN colour BS21 introduced a framework where
the slope of the dust extinction law along the SN line-of-sight, as
governed by the total-to-selective extinction parameter 𝑅𝑉 , is differ-
ent in low mass (mean 𝑅𝑉 = 2.75) and high mass (mean 𝑅𝑉 = 1.5)
SN host galaxies. The effect of this model is that dustier SNe are
redder and fainter, but the level of dimming is different for a SN with
the same colour depending on the stellar mass of its host galaxy.
Recent analysis by Popovic et al. (2021a) of the larger Pantheon+
SN Ia compilation (Scolnic et al. 2021) confirms the results from
BS21, and shows that correcting SN Ia luminosities using this model
may improve their use as cosmological probes. However, although
the BS21 model reproduces the divergence of the stellar mass step
as a function of SN colour, K22 show that after correcting for the
trend of Hubble residual versus SN colour when split by stellar mass,
there remains a small residual step in host galaxy 𝑈 − 𝑅, with SNe
in redder galaxies appearing brighter after correction. As this 𝑈 − 𝑅

colour is related to stellar population age, this suggests there may
also be an age-based effect in addition to dust.

In this work, we build upon the model of BS21 to qualitatively
investigate the relationships between host galaxy mass, 𝑅𝑉 , galaxy
colour, and age, with the aim of explaining the residual𝑈−𝑅 step ob-
served by K22 by expanding upon the multiple SN Ia age populations
modelled by Nicolas et al. (2021).

Most modern simulations of SN Ia data sets use the SuperNova
Analysis (snana;Kessler et al. 2009) software which constructs an
accurate representation of how a large sample of SNe would appear
in a survey, at the image level, by passing synthesised light curves
through telescope responses and survey cadences. In this analysis we
build a simplified toy model of the DES-SN survey by approximating
many of the complex steps involved in snana, such as the light
curve generation and fitting. This streamlining reduces computation
time, allowing us to explore a broad parameter space while tracing
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Figure 1. Rest frame galaxy 𝑈 − 𝑅 colour versus stellar mass for the full
simulated galaxy catalogue (blue contours) using the star-formation history
models from W21, updated to include better quenching prescription. Magenta
points are the observed stellar masses and colours from the DES5YR sample
of SN Ia host galaxies (K22), and indicate where SN Ia hosts lie in this
parameter space. The vertical dotted line indicates the log(𝑀∗/M�) = 10
location assumed for mass-related transitions throughout this work, while the
horizontal dashed line is located at the corresponding point used to separate
galaxy colours, 𝑈 − 𝑅 = 1.

individual stellar populations through a large simulation of galaxies.
Results of this qualitative analysis will then be used to inform full
scale simulations using snana in the future.

We base our simulation on a forward model of host galaxy proper-
ties, and test the effects of galaxy and SN age on the light curves, dust
extinctions and HRs of SNe Ia. While most SN simulations use em-
pirical relationships to assign SNe to host galaxies that have minimal
information (usually stellar mass and SFR), here we use the stellar
mass assembly models of Wiseman et al. (2021, hereafter W21) in
order to create a library of host galaxies for which the stellar age
distribution of the galaxy is known at any given look-back time. We
then derive a SN progenitor age distribution for each galaxy in the
library, allowing us to trace the age of each simulated SN. In Section
2 we describe the galaxy simulation process and how we use stellar
population synthesis models to translate star-formation histories into
observables used in K22: stellar mass and rest-frame colour. In Sec-
tion 3 we describe various models that we use to sample light-curve
parameters for the SNe, paying notable attention to the SN progeni-
tor age and host stellar ages. Section 4 presents a validation that the
model approximates the observed SN parameter distributions and
light-curve parameter – host galaxy relations. In Section 5 we evalu-
ate the models based on their ability to reproduce the Hubble residual
trends with SN colour, and in Section 6 we discuss the interpretations
and implications of the results.

Where appropriate we assume a flat ΛCDM cosmological model
with 𝐻0 = 70 km s−1 Mpc−1 and ΩM = 0.3. Uncertainties are given
as 1𝜎 confidence intervals.

MNRAS 000, 1–20 (2022)
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Figure 2. Left: Galaxy rest frame𝑈 −𝑅 colour vs SN progenitor age at the time of explosion for SNe in the simulation. Contours represent lines of equal relative
density. The horizontal line represents the colour 𝑈 − 𝑅 = 1 used to split observed populations, while the vertical line is the age used to split the young and old
SN populations. Right: As left, but galaxy rest frame 𝑈 − 𝑅 colour vs galaxy mass weighted mean stellar age. The vertical line shows the 3 Gyr split used for
distinguishing young and old galaxies.

2 GALAXY SIMULATIONS

The main aim of this work is to create a realistic simulation of a
population of SNe Ia with an accurate representation of the links be-
tween the light-curve properties of the SNe and the global properties
of their host galaxies. This library is then used to link the host galaxy
properties to Hubble residuals. In this section, we outline the method
used to simulate the SN Ia host galaxies and their properties. In Sec-
tion 3 we describe how we use the host galaxy library to simulate the
SNe themselves.

We base our host galaxy simulation on the stellar mass assembly
models of W21, which themselves are based on those of Childress
et al. (2014). These simple analytical models of galaxy evolution
are derived empirically from observed relationships between stellar
mass, SFR and redshift, and take into account mass loss and quench-
ing.

The ability of the models to reproduce observed stellar mass and
SFR distributions is presented in Childress et al. (2014) and W21.

2.1 Updated galaxy models

In the simulations of W21, galaxies evolve following a deterministic
set of equations, such that a simulated galaxy represents the average
galaxy of a given stellar mass and redshift. While such a prescription
is adequate for an overall modelling of SN rates as a function of mass
and redshift, it does not result in an accurate distribution of host
galaxy star formation rates, which is important when considering
host galaxy colours. To mitigate this issue, we update our prescription
of galaxy quenching to be more stochastic. We also add bursts of star
formation to the models. These two additions are detailed in turn
below.

2.1.1 Quenching

Each galaxy track in the simulation is represented by 100 imple-
mentations. At each time step of the simulation, each galaxy im-
plementation is designated as either ‘non-quenched’ or ‘quenched’.

Quenched galaxies remain quenched, while non-quenched galaxies
are subject to being quenched according to a quenching probabil-
ity. This probability is a function of the stellar mass, similar to the
average quenching penalty in the Childress et al. (2014) and W21
implementations of the model:

𝑝𝑄 (𝑀∗, 𝑧) =
1
2

[
1 − erf

( log(𝑀∗) − log(𝑀𝑄 (𝑧))
𝜎𝑄

)]
− 𝑓Q , (1)

where 𝑓𝑄 is the fraction of the 100 implementations that have already
quenched. In order to accurately reproduce the star formation main
sequence and quenched fraction, we slightly adjust the reference
quenching mass from W21 by 0.2 dex to:

log
(
𝑀𝑄 (𝑧)/M�

)
= 10.377 + 0.636𝑧 , (2)

and the transition scale 𝜎𝑄 from 1.1 to 1.5.

2.1.2 Bursts of star formation

A second update to the models of W21 is the addition of random
bursts of star formation to the models. We add instantaneous, delta-
function bursts that form stars at a rate of half of the main sequence
value for the mass and redshift of the galaxy. Bursts occur at a constant
probability of 0.05 for every time step in the simulation.

2.2 Simulating observable galaxy properties

We build upon the model SFHs by ascribing observable properties
to each of the simulated galaxies. In particular, we are interested in
the observed and rest frame spectral energy distributions (SEDs),
which are the observed data used to infer global galaxy properties
such as stellar mass, SFR, and stellar population age. For the latter,
we focus on the rest frame absolute magnitudes in Bessell following
Roman et al. (2018), Kelsey et al. (2021), and K22. In the simulation,
we link the model SFHs (with known stellar mass, SFR, and age
distributions) to synthetic broad-band photometry using a similar
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method to that widely used in the inference of those observables: we
convolve the SFHs with a grid of spectral templates of simple stellar
populations (SSPs, Section 2.2.1) of different ages, summing up the
individual SSP spectra according to the relative weights given by the
SFH to produce a final composite spectrum 𝑆gal. The luminosities
of the combined spectra are scaled by the stellar mass of the galaxy,
resulting in an accurate representation of the intrinsic rest-frame
galaxy spectra. We add nebular emission from ionised gas (Section
2.2.2), and apply a reddening due to interstellar dust via attenuation
(Section 2.2.3). This grid of host galaxies acts as a host galaxy library
from which we sample a realistic SN Ia host population in Section 3.

2.2.1 Template libraries

The choice of spectral templates affects the relationship between
galaxy properties and observables. We use the common Bruzual &
Charlot (2003, hereafter BC03) library, and for consistency with the
SN host galaxy literature we generate SSPs with a Chabrier (2003)
initial mass function (IMF). The BC03 code draws upon the Padova
1994 evolutionary tracks (Bertelli et al. 1994). For simplicity, all
SSPs are generated at solar metallicity (𝑍�).

2.2.2 Nebular emission

In addition to the stellar continuum, our spectral templates incor-
porate nebular emission lines from H ii regions. The BC03 models
do not incorporate nebular emission, and thus we add it separately
following Boquien et al. (2019). The line strengths are set relative
to the ionizing photon flux, and are determined by the ratios at solar
metallicity presented in Inoue (2011). The ionization parameter 𝑈 is
set at log(𝑈) = −2.

2.2.3 Dust attenuation

To arrive at realistic simulation of galaxy spectra, we apply the effects
of dust attenuation to the final scaled spectral templates. We add
dust according to the attenuation law of Cardelli, Clayton & Mathis
(1989). For each galaxy there are 15 realisations with dust added in
steps of equal size in 𝑉-band extinction 𝐴𝑉 in the range 0 ≤ 𝐴𝑉 ≤
1.5 mag; the final value of 𝐴𝑉 for each host is chosen at a later stage
along with the SN parameters, such that host has the same reddening
𝐸 (𝐵−𝑉) as the SN. To calculate the host extinction 𝐴𝑉 we follow the
results of Salim et al. (2018) and use a total-to-selective extinction
𝑅𝑉 of 2.61 for star-forming galaxies with log(𝑀/M�) < 9.5, 2.99
for 9.5 ≤ log(𝑀/M�) < 10.5, and 3.47 for log(𝑀/M�) ≥ 10.5.
For passive galaxies with log(sSFR) < −11 we follow Salim et al.
(2018) and assume the quiescent galaxy 𝑅𝑉 of 2.61.

2.2.4 Synthetic galaxy photometry

We convert our simulated galaxy spectra into photometric observ-
ables by multiplying them with the transmission functions of desired
passbands. This is possible with any filter at any wavelength – the
galaxy templates extend from the far ultraviolet to the far infrared
– but here we focus on optical wavelengths. For rest-frame galaxy
photometry we calculate absolute magnitudes in the 𝑈𝐵𝑉𝑅𝐼 filters
of Bessell (1990) following K22, and in the observer frame we calcu-
late apparent magnitudes in the DES 𝑔𝑟𝑖𝑧 filters (e.g., 𝑚host

𝑔 , 𝑚host
𝑟 ;

Flaugher et al. 2015) for use in SN survey simulations (e.g., Vincenzi
et al. 2021).
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Figure 3. Average magnitude of a one-dimensional (BBC-1D; blue circles)
and four-dimensional (BBC-BS20; magenta diamonds) bias correction as a
function of redshift for a representative simulation. Points show the median
in redshift bins; point sizes are proportional to the number of SNe in each
redshift bin, while shaded regions show the 16th to 84th percentiles.

The resulting library of simulated galaxy stellar masses and rest-
frame colours are shown in Fig. 1, with DES SN Ia hosts shown
to illustrate how the simulation covers the necessary stellar-mass–
colour parameter space from which to accurately draw SN hosts.

3 SUPERNOVAE

We next describe how we simulate a sample of SNe Ia. This includes
ensuring a realistic association with their host galaxies, accurate
distributions of their light-curve parameters, and the principle effects
introduced by observational noise. We discuss each in turn.

3.1 SN host galaxy association

We start with our simulated galaxy models from Section 2, and take a
flat distribution in stellar mass over the range 7 < log(𝑀∗/M�) < 12.
We use a SN Ia delay-time distribution (DTD), which describes the
rate at which SNe Ia occur as a function of the delay time 𝜏A since an
episode of star formation, and convolve this DTD with each galaxy’s
SFH. In our simulations we use the DTD of W21, which takes a
power-law form with index −1.13 and takes effect 40 Myr after star
formation. The result is a SN Ia rate per year in each model galaxy
(𝑅G). We then calculate a volumetric rate of SNe by multiplying 𝑅G
by a stellar-mass function (𝜙(𝑀∗, 𝑧)) at the redshift of the simulated
galaxy. The combination 𝑅𝐺 × 𝜙(𝑀∗, 𝑧) is then used as a weighting
to select a representative sample of SN Ia host galaxies in which
SNe can be simulated. We use the redshift-dependent stellar-mass
function from zfourge (Tomczak et al. 2014).

The relationship between observed galaxy colour and SN and
galaxy ages is shown in Fig. 2. There is a distinction between the
host𝑈−𝑅 populations for young and old SNe, although there is a sig-
nificant fraction of old SNe that exist in blue hosts. The relationship
between galaxy colour and galaxy age is even clearer, with very little
crossover between the old-and-red, and young-and-blue populations.

3.2 Light curve properties

For each simulated SN in a given host galaxy, we then assign ‘ob-
served’ light-curve properties by drawing randomly from statistical

MNRAS 000, 1–20 (2022)
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distributions. We use the standard SALT2 light-curve fitter (Guy et al.
2007) framework of 𝑥1 (light-curve width, or ‘stretch’) and 𝑐 (SN
peak rest-frame optical colour), together with a Tripp (1998)-like
standardisation relation that relates the inferred distance modulus
𝜇obs to SN Ia light-curve parameters. In most current SN Ia analyses,
this takes the form

𝜇obs = 𝑚𝐵 − 𝑀𝐵 + 𝛼𝑥1 − 𝛽𝑐 + 𝜇bias , (3)

where 𝑀𝐵 is the peak SN absolute magnitude in the rest-frame 𝐵

band, 𝑚𝐵 is the peak rest-frame apparent magnitude, the 𝛼 and 𝛽 co-
efficients parametrize the stretch–luminosity and colour–luminosity
relationships, and the 𝜇bias term is a correction for biases introduced
by survey selection effects. Hubble residuals, 𝜇res, can then be cal-
culated using

𝜇res = 𝜇obs − 𝜇model , (4)

where 𝜇model depends on the cosmological parameters, which in this
analysis we hold fixed at our fiducial model.

This simple framework assumes all colour variation in SNe Ia
can be captured in a simple ‘𝛽𝑐’ term. However, we are explicitly
interested in this analysis in the effect of dust extinction and reddening
on SNe Ia, and thus we also assign each simulated SN a colour excess
(i.e., 𝐸 (𝐵−𝑉)) due to dust reddening that we denote 𝐸SN, and a total-
to-selective extinction parameter 𝑅𝑉 . We next outline the methods
used to draw the samples for each light-curve and dust parameter.

3.2.1 SN Ia absolute magnitude

We simulate SNe using a fixed peak 𝐵-band absolute magnitude of
𝑀𝐵 = −19.325 mag. We allow for the possibility of host galaxy
‘steps’ of size 𝛾, where SNe on either side of a threshold in a given
host galaxy property 𝑋 (such as stellar mass) have a factor of Γ × 𝛾

added to their simulated absolute magnitude, where Γ = +0.5 for
hosts below the threshold and Γ = −0.5 for hosts above the threshold
𝑋split. Thus,

𝑀𝐵 = −19.325 + Γ𝑋 × 𝛾𝑋 mag , (5)

with

Γ𝑋 =

{
0.5, 𝑋 < 𝑋split

−0.5, 𝑋 ≥ 𝑋split
, (6)

where 𝑋step is the location of the step in the given host parameter.

3.2.2 SN 𝑥1

We include two prescriptions for the SALT2 𝑥1 parameter. The first
parametrises the 𝑥1 distribution as an asymmetric Gaussian, while
the second assumes two Gaussians dependent on the age of the SN
progenitor’s stellar population.

The first 𝑥1 population model is used in BS21, which in turn
follows Scolnic & Kessler (2016), where 𝑥1 is drawn from an asym-
metric Gaussian model defined by parameters 𝜎−, 𝜎+, 𝑥1

1, giving a
probability distribution

𝑃(𝑥1) =
{
𝑒 [−(𝑥1−𝑥1)2/2𝜎2

− ] , 𝑥1 < 𝑥1
𝑒 [−(𝑥1−𝑥1)2/2𝜎2

+ ] , 𝑥1 > 𝑥1
. (7)

The second 𝑥1 model builds upon the evolving double-Gaussian of

1 We use the notation 𝑥1 instead of the conventional 𝜇𝑥1 to avoid confusion
with the distance modulus 𝜇, and maintain this notation for all parameter
means.

Table 1. Outline of the different SN Ia models used in this analysis.

Model name SN 𝑥1 SN 𝑐 𝑅𝑉

distribution distribution distribution

BS21 SK16 Gauss + exp (mass) Step (stellar mass)
Age 𝑅𝑉 N21 Gauss + exp (age) Step (galaxy age)
Age 𝑅𝑉 Linear N21 Gauss + exp (age) Linear (WD age)

Nicolas et al. (2021) with the 𝑥1 probability distribution represented
as a Gaussian mixture model – a combination of two Gaussian distri-
butions, one for a ‘young’ SN population and one an ‘old’ population.
In the Nicolas et al. (2021) model, environmental age is traced by the
local specific SFR (lsSFR). SNe in young (high lsSFR) environments
are assumed to belong solely the old 𝑥1 population, while SNe in old
(low lsSFR) environments can be drawn from either the old or young
𝑥1 modes, with the relative weight of each determined by a mixing
probability 𝑎𝑥1 . Since the fraction of old and young SNe varies with
redshift, so does the 𝑥1 distribution (see Fig. 8 in Nicolas et al. 2021).

Instead of using lsSFR as an observational indicator of progenitor
age, our simulations allow us to track the progenitors directly. For
each galaxy, the likelihood that a SN exploding at time 𝑡0 comes from
a progenitor of age 𝜏A is

𝑃(𝑡0, 𝜏A) = 𝜓(𝑡0 − 𝜏A)Φ(𝜏A) , (8)

where 𝜓(𝑡0 − 𝜏A) is the SFH and Φ(𝜏A) the DTD. We sample SN
age 𝜏A from this distribution, and subsequently derive 𝑥1 from the
age by adapting the Nicolas et al. (2021) prescription

𝑥1 ∼


N(𝑥1,1, 𝜎𝑥1 ,1), 𝜏A < 𝜏A,thresh

𝑎𝑥1 × N(𝑥1,1, 𝜎𝑥1 ,1)+
(1 − 𝑎𝑥1 ) × N (𝑥1,2, 𝜎𝑥1 ,2), 𝜏A > 𝜏A,thresh

(9)

where 𝑥1, [1,2] and 𝜎𝑥1 , [1,2] are the mean and standard deviation of
the young and old Gaussians respectively, 𝑎𝑥1 is the mixing coeffi-
cient which corresponds to the probability that the progenitor belongs
to the young 𝑥1 mode, and 𝜏A, thresh is the age which separates young
and old timescales.

3.2.3 SN colour

We follow the method of BS21, which itself builds on Jha et al.
(2007) and Mandel et al. (2011, 2017). These model the observed
SN Ia colour distribution as a combination of an intrinsic colour 𝑐int
and the colour excess due to dust reddening 𝐸SN. 𝑐int is normally
distributed

𝑐int ∼ N(𝑐int, 𝜎𝑐int ) , (10)

and 𝐸SN is drawn from an exponential distribution following BS21

𝑃(𝐸SN) =
1
𝜏𝐸

𝑒−𝐸SN/𝜏𝐸 , (11)

where 𝜏𝐸 is the mean reddening of the SN population.

3.2.4 Extinction law 𝑅𝑉

Related to the SN dust reddening 𝐸SN is the slope of the reddening
law 𝑅𝑉 , such that the absolute 𝑉-band extinction 𝐴𝑉 is

𝐴𝑉 = 𝑅𝑉 𝐸SN , (12)
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Table 2. SN population parameters for the age-based models. Explanation of parameters can be found in Section 3.2.

𝑥1,1 𝜎𝑥1 ,1 𝑥1,2 𝜎𝑥1 ,2 𝑎𝑥1 𝜏A, thresh 𝑐int 𝜎𝑐int 𝜏𝐸,1 𝜏𝐸,2

0.22 0.61 −1.22 0.56 0.38 0.75 Gyr −0.075 0.042 0.135 0.135

and for the 𝐵-band magnitudes typically used in SN Ia analyses,

𝐴𝐵 = 𝑅𝐵𝐸SN ≡ (𝑅𝑉 + 1)𝐸SN . (13)

We investigate three models for how 𝑅𝑉 varies among SNe. These
are inspired by the model of BS21, where 𝑅𝑉 follows a step with
stellar mass, and motivated by the evidence that the 𝑥1 distribution is
related to SN or host galaxy age. Our 𝑅𝑉 that depend on some host
galaxy property 𝑌 are:

(i) BS21 (𝑌 = 𝑀∗): 𝑅𝑉 is drawn from a Gaussian distribution:

𝑅𝑉 ∼ N(𝑅𝑉 , 𝜎𝑅𝑉
) , (14)

with 𝑅𝑉 and 𝜎𝑅𝑉
taking on different values for host galaxies on

either side of 𝑌split, a split point in stellar mass;
(ii) Age 𝑅𝑉 (𝑌 = 𝜏G): The same model as BS21, but using mass-

weighted mean stellar age of the host galaxy, 𝜏G, instead of host
stellar mass, as the parameter to split 𝑅𝑉 . 𝜏G is linked to both the
observed stellar mass and the 𝑈 − 𝑅 colour;

(iii) Age 𝑅𝑉 Linear (𝑌 = 𝜏A): 𝑅𝑉 follows a linear relationship
with progenitor age 𝜏𝐴. We parametrise the relationship by fixing the
value of 𝑅𝑉 for very young (𝑡1) and very old (𝑡2) progenitors as

𝑅𝑉 = 𝑅
𝑡1
𝑉

+ (𝜏A − 𝑡1)
𝑅
𝑡2
𝑉

− 𝑅
𝑡1
𝑉

𝑡2 − 𝑡1
, (15)

and the standard deviation 𝜎𝑅𝑉
following a similar relationship in

order to encapsulate having more diverse dust in younger systems:

𝜎𝑅𝑉
= 𝜎

𝑡1
𝑅𝑉

+ (𝜏A − 𝑡1)
𝜎
𝑡2
𝑅𝑉

− 𝜎
𝑡1
𝑅𝑉

𝑡2 − 𝑡1
. (16)

3.2.5 Mean reddening 𝜏𝐸

For setting the mean reddening 𝜏𝐸 we follow BS21, fixing the value
separately in low- and high-mass galaxies. We also implement a slight
variation where the split is defined on the mass-weighted mean stellar
age of the galaxy.

3.2.6 Colour-luminosity coefficient 𝛽

As per BS21 we do not assume a universal relationship between
SN peak brightness and 𝑐int. Instead we allow the coefficient relating
them, denoted 𝛽sim, to vary between SNe, and draw it from a Gaussian
distribution:

𝛽sim ∼ N(𝛽, 𝜎𝛽) , (17)

with mean 𝛽 and standard deviation 𝜎𝛽 . In this model 𝛽sim is inde-
pendent of any host galaxy, progenitor, or dust property.

3.2.7 Stretch-luminosity coefficient 𝛼

For the baseline model we adopt a value of 0.15 for the stretch-
luminosity coefficient 𝛼sim. In cases where a mass or age luminosity
step are introduced, the measured value of 𝛼 can be different to the
input value 𝛼sim. In such cases we vary 𝛼sim such that the measured
value matches that found by K22. We further investigate the effects
of 𝛼 and its importance in age-based models in Section 6.3.1.

3.3 Observables

Given a set of simulated SN Ia light curve parameters, the synthetic
𝑚𝐵 is then calculated by analogy to equation 3, modified to explicitly
distinguish dust from SN colour variations, i.e.,

𝑚𝐵 = 𝑀𝐵 +𝜇(𝑧)sim−𝛼sim𝑥1+ 𝛽sim𝑐int+𝐸SN (𝑅𝑉 +1) +Δ𝑚𝐵 , (18)

where 𝜇(𝑧)sim is the distance modulus at the simulated redshift 𝑧
given by the reference cosmology.

Even following the standardisation of SNe Ia there remains addi-
tional scatter in their observed 𝑀𝐵 . We describe this in our simulated
SNe using the parameter 𝜎int. We draw an offset (Δ𝑀𝐵) to 𝑀𝐵 from
this scatter according to the distribution:

Δ𝑀𝐵 ∼ N (0, 𝜎int) . (19)

The value of 𝜎int is tuned so that in combination with the rest of
the model the overall unexplained scatter in the Hubble residuals
matches that of the data, which is of the order ∼ 0.1 mag.

3.4 Application to DES5YR data

The models introduced above are generic and intended to approxi-
mate the intrinsic universal properties of SNe Ia. Here we describe the
data set against which we compare the simulations, and the survey-
specific additions to the simulation that are necessary in order to
replicate the selection effects of the data set.

We use an identical sample to that presented in K22: namely a
photometrically classified SN Ia sample using five years of DES ob-
servations (DES5YR), as described in Vincenzi et al. (2021) and
Möller et al. (2022), with a redshift limit of 𝑧 ≤ 0.7. Despite the
redshift cut, the sample is magnitude-limited, and thus there are se-
lection effects which we must approximate, which we discuss below.

3.4.1 Host galaxy spectroscopic efficiency

To be included in the sample, DES SNe Ia require a spectroscopic
redshift of the host galaxy, and the efficiency of obtaining one in the
spectroscopic follow-up campaigns is a strong function of host galaxy
apparent magnitude, 𝑚host

𝑟 . Vincenzi et al. (2021) presented the DES
SN spectroscopic-redshift efficiency function 𝜖𝑧spec (𝑚host

𝑟 ), which
we apply to our simulated SN hosts. In the simulation, we assign
a probability of successfully obtaining a spectroscopic redshift for
each galaxy at random from a Bernoulli distribution with success
probability 𝑝 = 𝜖𝑧spec (𝑚host

𝑟 ). In this work we do not model further
survey efficiencies (e.g., SN detection efficiency; Brout et al. 2019b;
Kessler et al. 2019). Therefore, instead of simulating a population of
SNe that follows the true intrinsic volumetric rate as a function of
redshift, we sample redshift from an ad-hoc probability distribution
that matches the observed DES5YR redshift distribution. We find
that sampling with a probability that increases directly proportional
to redshift (up until 𝑧 = 0.7) matches the data well. We validate this
𝑧 distribution in Section 4.
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Figure 4. Population distributions of observed DES5YR SNe Ia compared to SNe Ia samples simulated in this work, in redshift, host galaxy stellar mass, and
host galaxy rest-frame 𝑈 -𝑅 colour. Counts from the simulation have been scaled to match the total number of DES5YR SNe.
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Figure 5. Left: distribution of SN SALT2 colour 𝑐 for DES5YR and simulations drawing 𝑐 from an intrinsic Gaussian and an exponential dust distribution.
Right: distribution of SN SALT2 stretch 𝑥1 for DES5YR and simulations drawing from an asymmetric Gaussian (yellow dashed) as per Scolnic & Kessler
(2016) and a double Gaussian based on SN progenitor age (red solid) as per N21.

3.4.2 Supernova uncertainties

Without fully simulating SN light curves and their subsequent ob-
servation by the survey, we must approximate the uncertainties on
our SN light curve parameters. We simulate uncertainties 𝜎𝑚𝐵

on
𝑚𝐵 by approximating the relationship between 𝜎𝑚𝐵 ,obs and 𝑚𝐵,obs
in the DES5YR data. The uncertainty on 𝑥1 (𝜎𝑥1 ) is then simu-
lated according to 𝜎𝑚𝐵

following a linear least-squares fit to the
observed DES5YR 𝜎𝑚𝐵

and 𝜎𝑥1 . The same procedure is followed
for the colour uncertainty, 𝜎𝑐 . A full description of the uncertainties
is presented in Appendix A.

3.4.3 Bias corrections

With simulated brightnesses and light curve parameters, their respec-
tive uncertainties, as well as a redshift distribution that all match the
data, the simulation mimics the selection effects and observational
biases inherent in the data. We therefore calculate the distance mod-
uli to each simulated SN Ia using an identical method to K22 using
the BEAMS with Bias Corrections (BBC; Kessler & Scolnic 2017)
framework. BBC follows the method of Marriner et al. (2011), a 𝜒2

minimization of Hubble residuals binned in redshift. The BEAMS
part of BBC is not used, as we do not deal with contamination from
core-collapse SNe and all simulated SNe are assigned as SNe Ia with
probability 1.0. In BBC, we fit for Eq. 3. We do not fit for the addi-
tional host step terms 𝛾𝑋 , as we investigate how these terms evolve
as a function of SN colour in this work.
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The simplest form of bias correction (𝜇bias; equation 3) imple-
mented in BBC is dependent on redshift only: a one-dimensional
correction (‘BBC-1D’). However, Scolnic & Kessler (2016) showed
that the asymmetric nature of the 𝑐 and 𝑥1 distributions leads to
distance biases as a function of those parameters, which must be
corrected as a function of 𝛼, 𝑥1, 𝛽, and 𝑐 in addition to 𝑧 (a ‘BBC-
5D’ bias correction). In implementations of such 5D corrections, the
treatment of relationships between 𝑥1 and host stellar mass must also
be carefully accounted for to avoid introducing subtle biases (Smith
et al. 2020). Popovic et al. (2021b) introduced a further two dimen-
sions to account for such correlations between light-curves and host
galaxies (‘BBC-7D’), as well as a method that assumes the BS21
colour model (‘BBC-BS20’).

In this work we use the 1D (redshift only) bias correction to vali-
date and compare models, and also compare our best models to the
data with the BBC-BS20 corrections. We include a 𝑥1-host mass cor-
relation in the bias correction simulation as per Vincenzi et al. (2021),
and for BBC-BS20 we use the best-fit 𝑅𝑉 values from BS21 in the
bias correction simulation. Both approaches require that the simula-
tion adequately includes the same observational biases and selection

effects that have been introduced onto the data, which although not
guaranteed has been well validated in the following section. The
average and range of bias correction magnitudes for both cases are
shown in Fig. 3 and show that, in particular for the BBC-1D case, the
corrections are small compared to the step size in the redshift range
considered.

3.5 Baseline model

For the validation of the model (Section 4), we introduce baseline
simulations on top of which the dust and luminosity step parameters
are subsequently varied (Section 5). For the BS21 model we fix the
𝑥1 and 𝑐 population parameters similarly to those used in BS21. We
use the 𝑥1,sim parameters from Scolnic & Kessler (2016), while for
𝑐sim we use the values in Table 2. The parameters for both 𝑥1,sim and
𝑐sim used in our baseline age-based model are also presented in Table
2. Dust parameters 𝑅𝑉 are held constant at 2.75, although 𝑅𝑉 is not
important for the validation presented below. The width-luminosity
coefficient is fixed at 𝛼sim = 0.15 and the colour-luminosity coeffi-
cient has mean 𝛽 = 1.98 and standard deviation 𝜎𝛽 = 0.35
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4 VALIDATION

Before presenting the results, we describe the metrics used to validate
the simulations introduced in Sections 2 and 3. We validate our model
by comparing it to the DES5YR SN Ia data presented in K22. A set of
qualitative and quantitative validations are outlined as follows. In the
following sections, we define the chi-squared statistic on a histogram
with both the data and simulation in equivalent bins:

𝜒2 =
∑︁
𝑖

(
𝑁data
𝑖

− 𝑁sim
𝑖

)2

𝑒2
𝑖

, (20)

where 𝑁data
𝑖

is the count of the observed data in the 𝑖th bin, 𝑁sim
𝑖

is the equivalent for the simulation, and 𝑒2
𝑖

the error on the data

approximated by
√︃
𝑁data
𝑖

. While this estimate of the error does not
take into account uncertainty on the measurements themselves, doing
so would require a further level of resampling that would render the
procedure computationally prohibitive. For goodness of fit and model
comparison, we also employ the reduced chi-squared:

𝜒2
𝜈 = 𝜒2/𝑁bins . (21)

4.1 Host galaxies

We validate the host galaxy simulations by investigating the one-
dimensional distributions of redshift, stellar mass (𝑀∗), and rest-
frame 𝑈 − 𝑅 (Fig. 4). The overall trend of the redshift distribution
is recovered by construction, as outlined in Section 3.4.1. The distri-
bution of observed 𝑀∗ is well-replicated. The observed distribution
of 𝑈 − 𝑅 is bimodal, and this general behaviour is recovered by the
model, although the peak of red galaxies in the simulation lies around
𝑈 − 𝑅 ∼ 1.5, compared to the data which peak closer to 1.8. This
difference could be due to a number of reasons, such as the sim-
plistic treatment of metallicity and an incomplete implementation of
galaxy quenching. While not perfect, we proceed satisfied that both
the observed and simulated distributions can be separated at𝑈−𝑅=1.
Since the Hubble residual steps tested using this split point, differing
shape of the red peak of the distribution should not affect the results
significantly.

We further validate this argument by comparing the observed and
simulated correlations between 𝑀∗ and 𝑈 − 𝑅 (Fig. 1): the simu-
lations accurately replicate the positive trend between 𝑈 − 𝑅 and
𝑀∗, as well as the characteristic step from majority blue to major-
ity red galaxies as their mass increases beyond log(𝑀∗/M�) = 10.
This qualitative validation reinforces trust that our galaxy evolution
model reproduces, on a general level, the complex relationships be-
tween galaxy stellar mass, age, and colour, and that the DTD–SFH
convolution selects a representative sample of SN Ia hosts from the
global galaxy population.

4.2 Light curve parameters

We next validate the simulated distributions of SN 𝑥1 and 𝑐, and
their relationships with host galaxy attributes 𝑀∗ and 𝑈 − 𝑅. The
simulated distributions are shown in Fig. 5, and the parameters used
for the baseline age-based model are presented in Table 2.

The 𝑐 distribution is well-matched by the ‘Gaussian plus dust
reddening’ model. We find the data are described well (𝜒2

𝜈 = 0.95)
using similar parameters to BS21 for both the intrinsic Gaussian and
exponential tail, with the mean of the colour distribution shifting
marginally bluer. We find a single value of 𝜏𝐸 = 0.135 describes the

data well, which implies there is no strong difference in the mean
reddening for SNe in different galaxies, whether they are split by
their stellar mass or their age.

Both the asymmetric Gaussian model and Gaussian mixture model
provide good fits to the 𝑥1 distribution, with the mixture model
offering a slightly improved fit around the peak. The best-matching
parameters for the mixture model are similar to those from N21,
with the only significant difference being the mixture coefficient 𝑎𝑥1 ,
for which N21 report ∼ 0.5 while we find 0.38. In our model, the
value of 𝑎𝑥1 is degenerate with the choice of age threshold 𝜏𝐴, an
investigation into which is left for future work. There is a degree of
overfitting, with the best fit model having 𝜒2

𝜈 = 0.65, due to the large
uncertainties on measured 𝑥1 in the SN Ia data.

The relationship between 𝑥1 and host galaxy properties is shown
in Fig. 6. The N21 model implemented in our simulations reproduces
the general trends in the data, but does not achieve the same strength
of relation, despite the one-dimensional 𝑥1 distribution being ad-
equately replicated (Fig. 5). The likely cause is the inconsistency
between the simulated and observed 𝑈 − 𝑅 distribution, due to the
under-representation of passive/red galaxies in the simulation. The
underprediction of the slope of the 𝑥1 versus 𝑀∗ relation has conse-
quences in the recovery of the 𝛼 parameter (Dixon 2021; Rose et al.
2021).

5 RESULTS

The principle aim of this work is to explain the observed trends
between Hubble residual and SN 𝑐, with the sample divided by both
host galaxy 𝑀∗ and host galaxy 𝑈 − 𝑅 colour. In this section, we
present the results of simulating a sample of SN Ia host galaxies
(Section 2), light curve properties (Section 3.2), and fitting their
Hubble residuals (Section 3.4.3) using different assumptions of the
generative models for 𝑥1 and 𝑅𝑉 and various forms of intrinsic
luminosity step.

For each of our model variations, all of the parameters defining the
population distributions are held fixed apart from three parameters
of interest, for which we simulate a course grid. These parameters
are the two extinction law 𝑅𝑉 parameters and the luminosity step
size. We vary 𝑅𝑉 ,1 between [1.5 − 2.75] in steps of 0.25, 𝑅𝑉 ,2 in
the range [2.5 − 3.75] with steps of 0.25, and 𝛾𝑋 between [0 − 0.2]
with steps of 0.05. Future analyses will employ inference techniques
to precisely constrain the best fit parameters of these models for their
use in cosmological analyses, as has been performed for the BS21
model in Popovic et al. (2021a). The relationship between simulated
SN 𝑅𝑉 as a function of host galaxy stellar mass and 𝑈 − 𝑅 colour
is shown in Fig. 7, for a representative simulation with 𝑅𝑉 ,1 = 1.75,
𝑅𝑉 ,2 = 3.0. It is clear that an 𝑅𝑉 step in age is better recovered
by 𝑈 − 𝑅 colour than stellar mass, and that stellar mass steps are
not particularly well recovered by splitting colour at 𝑈 − 𝑅 = 1,
highlighting the need for both diagnostics.

Each model is compared to the Hubble residuals measured in the
DES5YR data of K22 split by 𝑀∗ and 𝑈 − 𝑅. A summary of the
results of our simulations and comparison to the data is presented in
Tables 3 & 4.

Since SNe are simulated stochastically by sampling from a number
of interlinked distributions and a numerical host galaxy library, an
analytical evaluation of the relationship between Hubble residual and
𝑐 in the model is not possible. We thus compare the simulated and
observed trends in a similar way to the one-dimensional parameter
distributions (Section 4.2).

For each bin 𝑖 in a host galaxy property 𝑋 , we group simulated
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Figure 8. SN Ia Hubble residual versus SN colour, with the DES5YR SN Ia sample shown as the data points and the simulations shown as the solid lines. Left
hand panels show SNe split by their host stellar mass at split at log(𝑀/𝑀∗) = 10, and right hand panels show SNe split by their host colour at𝑈 − 𝑅 = 1. Panel
a) shows simulations from the baseline model with 𝑅𝑉 fixed across all hosts and no intrinsic luminosity step. Hubble residuals for data and simulations have
been measured with BBC-1D. b): as the left panel, but for the data and simulations split at a host galaxy rest-frame𝑈 − 𝑅 colour of𝑈 − 𝑅 = 1. The 𝜒2

𝜈 statistic
for both comparisons is shown.c): as a) but for simulations with an additional 0.2 mag intrinsic luminosity step at a SN progenitor age of 0.75 Gyr. d): as c) but
with SNe split by their host galaxy colour.

Table 3. Dust population parameters for the models presented in this work when compared to DES5YR data split at host stellar mass log(𝑀∗/M�) = 10 (left
hand panels of Figs. 9 & 10.) 𝑌 represents the host galaxy or SN property used to determine 𝑅𝑉 , while 𝑋 is the property on which an intrinsic luminosity step
(of magnitude 𝛾𝑋 ; Eq. 6) is placed.

Model Name BiasCor 𝑅𝑉 ,1 𝜎𝑅𝑉 ,1 𝑅𝑉 ,2 𝜎𝑅𝑉 ,2 𝑌 𝑌split 𝑌1 𝑌2 𝑋 𝑋split 𝛾𝑋 𝜒2
𝜈,𝜇res (𝑀∗)

BS21 1D 1.75 1.0 3.0 1.0 𝑀∗ 1010 M� - - 𝑀∗ 1010 M� 0.0 1.63
BS21 1D 1.75 1.0 3.0 1.0 𝑀∗ 1010 M� - - 𝜏A 0.75 Gyr 0.0 2.03
Age 𝑅𝑉 1D 1.5 1.0 3.0 1.0 𝜏G 3 Gyr - - 𝜏A 0.75 Gyr 0.0 1.94
Age 𝑅𝑉 1D 1.5 1.0 2.75 1.0 𝜏G 3 Gyr - - 𝑀∗ 1010 M� 0.0 1.86
Age 𝑅𝑉 Linear 1D 1.5 1.0 2.5 1.0 𝜏A - 0.1 Gyr 10 Gyr 𝜏A 0.75 Gyr 0.15 2.27

Table 4. Dust population parameters for the models presented in this work when compared to DES5YR data split at host 𝑈 − 𝑅 = 1 (right hand panels of Figs.
9 & 10.)

Model Name BiasCor 𝑅𝑉 ,1 𝜎𝑅𝑉 ,1 𝑅𝑉 ,2 𝜎𝑅𝑉 ,2 𝑌 𝑌split 𝑌1 𝑌2 𝑋 𝑋split 𝛾𝑋 𝜒2
𝜈,𝜇res (𝑈 − 𝑅)

BS21 1D 1.5 1.0 3.0 1.0 𝑀∗ 1010 M� - - 𝑀∗ 1010 M� 0.10 1.70
BS21 1D 1.5 1.0 3.0 1.0 𝑀∗ 1010 M� - - 𝜏A 0.75 Gyr 0.10 1.59
Age 𝑅𝑉 1D 1.75 1.0 2.5 1.0 𝜏G 3 Gyr - - 𝜏A 0.75 Gyr 0.15 1.70
Age 𝑅𝑉 1D 1.5 1.0 2.5 1.0 𝜏G 3 Gyr - - 𝑀∗ 1010 M� 0.1 1.65
Age 𝑅𝑉 Linear 1D 1.5 1.0 2.5 1.0 𝜏A - 0.1 Gyr 10 Gyr 𝜏A 0.75 Gyr 0.20 1.99
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Figure 9. SN Ia Hubble residual versus SN colour, as in Fig. 8, but for models with 𝑅𝑉 that varies with host galaxy stellar mass. a): Simulations from the
BS21 model with 𝑅𝑉 = 2.5 in low mass host galaxies and 𝑅𝑉 = 1.5 in high mass host galaxies. Hubble residuals for data and simulations have been measured
with BBC-1D; b): as a, but for the data and simulations split host galaxy 𝑈 − 𝑅 = 1. The model that describes the mass-split data well does not reproduce the
full difference between Hubble residuals split on 𝑈 − 𝑅. c) & d): as a & b but for the model parameters that best describe the 𝑈 − 𝑅 data (right hand panel):
𝑅𝑉 = 3.0 in low mass host galaxies and 𝑅𝑉 = 1.5 in high mass host galaxies, and an intrinsic luminosity step at log(𝑀/M�) = 10 of size 0.1 mag.

SNe in the same bins 𝑐 𝑗 as used for the data. The reduced chi-squared
is then

𝜒2
𝜈, 𝜇res =

1
𝑁bins

𝑋∑︁
𝑖

𝑁bins∑︁
𝑗

(
𝜇res,data,𝑖, 𝑗 − 𝜇res,sim,𝑖, 𝑗

)2

𝑒2
𝑖, 𝑗

, (22)

where 𝜇res,data,𝑖, 𝑗 and 𝜇res,sim,𝑖, 𝑗 are the weighted mean Hubble
residuals in each host bin 𝑖 and colour bin 𝑗 for data and simulations,
respectively, and 𝑒𝑖, 𝑗 is the standard error on the means of the data.

Each of the following sections present the results for one model
of how 𝑅𝑉 varies with host or SN properties. For each model we
present the data and simulations (Figs. 8-10) split by their stellar
mass (left-hand panels) and 𝑈 − 𝑅 (right-hand panels). The values
from our grid search that result in the smallest 𝜒2

𝜈, 𝜇res for each model
when split by stellar mass and 𝑈 − 𝑅 are presented in Tables 3 and 4
respectively. Unless otherwise stated, parameters reported below are
determined using a 1D (BBC-1D) bias correction. Corresponding
figures and tables for BBC-BS20 can be found in Appendix B. We
stress that the 𝑅𝑉 values here are indicative only, since the generative
models for the simulated data and bias corrections are not the same.
A thorough fitting via the method of Popovic et al. (2021a) is left for
future work.

5.1 Fixed 𝑅𝑉 , no luminosity step

We begin by simulating SNe from a baseline model with no lumi-
nosity step and 𝑅𝑉 fixed at 2.5 across all host galaxies. The resulting
Hubble residuals shown in Fig. 8 (panels a, b) display a trend with
SN colour 𝑐, as expected due to the effects of parameter migration
(Scolnic & Kessler 2016), but they do not reproduce the differences
between low and high stellar mass, or between blue and red host
galaxies. To test whether a simple luminosity step as a function of
SN age can explain the diverging Hubble residuals, we add a lumi-
nosity age step 𝛾𝜏𝐴 = 0.2 mag to the simulation (Fig. 8, panels c, d).
Again, the diverging Hubble residuals are not reproduced. Notably
the simulated 0.2 mag luminosity step is not recovered in the Hub-
ble residuals, with a step of only around 0.05 mag appearing. The
reasons behind this are discussed in Section 6.3.

5.2 𝑅𝑉 split on stellar mass (BS21)

Motivated by the clear signal in the data of diverging Hubble residuals
as a function of SN 𝑐, we continue by implementing the model of
BS21. Our BS21 simulation is shown in Fig. 9 (upper panels), and
qualitatively replicates the trend in the data when split by stellar
mass. Simulations with 𝑅𝑉 = 3.0 in low mass galaxies and 1.75 in
high mass hosts match the data well (𝜒2

𝜈 = 1.63), values that are
consistent with those found by BS21 and Popovic et al. (2021a).

However, this model that describes the mass-split data adequately
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Figure 10. SN Ia Hubble residual versus SN colour, as in Fig. 9 but for the model with 𝑅𝑉 changing with galaxy age. a): The model that best fits the SN data
when split by stellar mass includes 𝑅𝑉 = 3.0 in young hosts, 𝑅𝑉 = 1.5 in old hosts and no intrinsic luminosity step. b): as a, but showing SNe split at host
galaxy 𝑈 − 𝑅 = 1. c) & d): as for a & b but for the best fitting model to the data split by host 𝑈 − 𝑅 colour: 𝑅𝑉 = 2.5 in young hosts, 𝑅𝑉 = 1.75 in old hosts,
and a 0.15 mag intrinsic luminosity step at a progenitor age of 0.75 Gyr.

performs less well when the data are split by host 𝑈 − 𝑅 colour
(𝜒2

𝜈 = 2.81), and neither the difference between Hubble residuals in
blue nor red SNe are matched as well. The best match (𝜒2

𝜈 = 1.70),
shown in the lower panels of Fig. 9, has a steeper extinction law
in high mass galaxies with 𝑅𝑉 = 1.5, as well as the addition of
an intrinsic 0.1 mag luminosity step on stellar mass. However, the
addition of this step has the effect of drastically reducing the quality
of the match when the data are split by stellar mass (𝜒2

𝜈 = 4.93).

5.3 𝑅𝑉 split on galaxy age

The BS21 model is able to reproduce the observed trends between
Hubble residual and SN 𝑐 when split by stellar mass but the model
requires different parameters and an intrinsic luminosity step when
matching the data split by host𝑈 − 𝑅 colour. Motivated by a hypoth-
esis that dust parameters could be driven by stellar age rather than
galaxy mass, we implement the ‘Age 𝑅𝑉 ’ model, which is identical
to the BS21 model but with 𝑅𝑉 described by a step function at a
mean stellar age of 3 Gyr rather than log(𝑀/M�) = 10. This model
also incorporates the age-based Nicolas et al. (2021) model of 𝑥1.

As with the mass-based model, the better matching simulations
are those with differing 𝑅𝑉 in young and old galaxies, with larger
differences in 𝑅𝑉 required compared to the BS21 model. When
splitting Hubble residuals on stellar mass (Fig. 10 upper panels, Table
3), the favoured models (𝜒2

𝜈 = 1.94) include a similar difference
in 𝑅𝑉 between old (1.5) and young (2.75) hosts and no intrinsic

luminosity step is required. When splitting the data on 𝑈 − 𝑅 this
model provides a significantly better match than the mass-𝑅𝑉 -step
model of BS21 (when implemented with no further luminosity step,
i.e. Fig. 10b has 𝜒2

𝜈 = 1.70 compared to Fig. 9b with 𝜒2
𝜈 = 2.44). The

best match to the 𝑈 − 𝑅 split data has a smaller difference between
𝑅𝑉 values (1.5 and 2.5) plus additional 0.1 mag intrinsic luminosity
step on stellar mass, or an even smaller 𝑅𝑉 difference (1.75 and
2.5) and a 0.15 mag step on stellar age (Fig. 10, lower panels). As
described in the results of the previous models, a much smaller step
is evident in the Hubble residuals than the age step input into the
SNe. We address this effect in Section 6.3.

5.4 𝑅𝑉 linear with SN age

Modelling 𝑅𝑉 as a linear function of SN progenitor age is not as suc-
cessful as the previous step-based models, with consistently higher
𝜒2
𝜈 (Tables 3 & 4). This 𝑅𝑉 model is the only one that also requires

an age-luminosity step to explain both the mass-split and𝑈 − 𝑅 split
data, with 𝛾𝑋 ≥ 0.15 mag.

6 DISCUSSION

The results of our comparisons of simulations to data support the
notion that the SN colour–luminosity relation in SNe Ia is not linear
with SN colour, consistent with the model of BS21 where the dust
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Figure 11. Left: As Fig. 10 with fixed 𝑅𝑉 (𝑅𝑉 ,1 = 2.0; 𝑅𝑉 ,2 = 3.75, 𝑌 = 𝜏G), an intrinsic mass step 𝛾𝑀∗ = 0.1 mag, and varying 𝛼sim for young and old
populations of SNe. There is no significant difference in the trend of HRs with 𝑐, nor the size of the measured mass step, despite large variations in 𝛼sim; Right:
as left, but for host galaxy 𝑈 − 𝑅 colour. As with mass, there is no significant difference in the HRs despite large variations in 𝛼sim and the recovered 𝑈 − 𝑅

step is not affected.

extinction law along the line-of-sight to SNe Ia correlates with the
global properties of host galaxies. The reason for, and best tracer of,
the difference in 𝑅𝑉 is less clear and is discussed in the following
sections. As with the previous section, the discussion here focuses on
BBC-1D bias corrections, but the results are consistent when using
BBC-BS20 bias corrections.

6.1 𝑅𝑉 in young, low mass galaxies

We find no significant difference in the fit quality when the 𝑅𝑉
changes with stellar mass or stellar age, the two of which are them-
selves strongly correlated. When implementing the BS21 model we
find 𝑅𝑉 ,2 is broadly consistent with the results from BS21 and
Popovic et al. (2021a) when splitting on stellar mass. When 𝑅𝑉
changes with stellar age the simulations are more consistent with the
data across both stellar mass and 𝑈 − 𝑅, but 2.5 ≤ 𝑅𝑉 ,2 ≤ 3.0 are
generally smaller than the 3.0 in Popovic et al. (2021a). These values
for 𝑅𝑉 consistent with those typically measured in SN Ia light curves
and spectra for similar hosts, with Cikota et al. (2016) finding 𝑅𝑉
values of 2.71 ± 1.58 in spiral galaxies.

6.2 𝑅𝑉 in old, high mass galaxies

In all of the models trialled the 𝑅𝑉 value in high mass/old galax-
ies (𝑅𝑉 ,1) is required to be significantly lower than that for low
mass/young galaxies in order to replicate the trends of Hubble resid-
ual against SN colour. Generally, lower values are preferred when
the data are split on 𝑈 − 𝑅. Values in the range 1.5 ≤ 𝑅𝑉 ,1 ≤ 1.75
indicate the dust in older, more massive SN hosts is composed mainly
of small grains leading to a steep extinction curve. How this observa-
tion relates to studies of the general galaxy population is complicated

by different relationships seen between dust and different galaxy de-
scriptors. While Reddy et al. (2018) and Salim et al. (2018) show that
𝑅𝑉 increases with stellar mass for star-forming galaxies, Salim et al.
(2018) also show that 𝑅𝑉 is lower in passive (and starburst) galaxies
than those on the star forming main sequence, and that the 𝑅𝑉 of
star-forming galaxies is more closely related to its overall extinction
𝐴𝑉 than its stellar mass. However, the quiescent galaxies in Salim
et al. (2018) still have an average 𝑅𝑉 of 2.61, far greater than that
found here and indicating that the SNe do not trace the average dust
composition in the galaxy. We note however that the SN 𝑅𝑉 mea-
surements are somewhat dependent on the assumed SALT2 colour
law, rendering direct comparisons less informative.

6.3 The effect of intrinsic luminosity steps

While models of an 𝑅𝑉 step in stellar mass or galaxy age provide
reasonable matches to the Hubble residuals split by either stellar mass
or host 𝑈 − 𝑅 colour, they do not fully match both host properties
simultaneously – different 𝑅𝑉 steps are required to match mass and
to match𝑈 − 𝑅. Furthermore, K22 show that there are residual steps
in the data in one parameter (e.g. stellar mass) if the effect of another
(e.g.𝑈 − 𝑅) is subtracted. We find that in general the step seen in our
simulated HRs is smaller in 𝑈 − 𝑅 than in 𝑀∗, but that step is rarely
fully removed using 𝑅𝑉 only and that adding an intrinsic luminosity
step is required. However, such a step introduces a number of its own
issues.

Firstly we consider adding a step based on the SN age. We find
that adding a 0.2 mag step has only a marginal effect on the HRs –
instead, the best fit value 𝛼 is much smaller than the simulated value
𝛼sim. This effect is caused in this model by the dependence on age of
both the intrinsic step and 𝑥1, which act on the SN luminosity in the
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opposite direction to each other. Such an affect has been observed
before (e.g. Rose et al. 2021), who suggest that steps 𝛾𝑋 should be fit
simultaneously with the other nuisance parameters. However, with
the step size evolving with SN colour, this is not trivial.

An intrinsic mass step is affected much less absorbed by 𝛼, with a
0.1 mag step able to explain the 𝑈 − 𝑅 data for most 𝑅𝑉 model and
bias correction combinations (e.g. Fig. 9). However, this means that
the discrepancy between models with an intrinsic mass step and the
data split by mass is much larger than when the intrinsic step is on
age and no particularly good combinations are found.

6.3.1 Varying the width-luminosity coefficient 𝛼

Neither an intrinsic luminosity step based on SN age or host mass
are able to simultaneously model the data split by stellar mass and
by 𝑈 − 𝑅. One logical explanation for this is that the relationships
between SN age, 𝑥1, and 𝛼 are linked with different strengths to the
host parameters 𝑀∗ and 𝑈 − 𝑅. The 𝑈 − 𝑅 colour traces age more
directly than 𝑀∗, and with the bimodal N21 model 𝑥1 is strongly
linked to SN age, meaning intrinsic steps in luminosity are washed
out by being absorbed into the alpha parameter, and this occurs more
strongly in the age-like𝑈−𝑅 than 𝑀∗ which is less related to SN age.
To counter this effect, we hypothesise that the two 𝑥1 populations
could follow different intrinsic values of 𝛼 while simultaneously
having different mean absolute magnitudes.

To test the two-𝛼 hypothesis we run a further set of simulations. We
fix 𝑅𝑉 to those from the best Age-𝑅𝑉 model as measured with BBC-
1D and as compared to data split by mass: (𝑅𝑉 ,1 = 1.5, 𝑅𝑉 ,2 = 3.0).
We simulate over a new grid, varying 𝛼sim from 0.05 to 0.30 for the
young and old populations, as well as the intrinsic luminosity step 𝛾𝑋 .
The combinations of 𝛼sim and 𝛾𝑋 that we investigate are constrained
by the fitted 𝛼. For 𝑋 , we trial both mass and age steps between zero
and 0.25 mag.

The results of varying 𝛼sim are summarised in Fig. 11, for which
the models included a 0.1 mag step on 𝑀∗. Varying 𝛼sim for the
young and old SNe makes no difference to the inferred step in either
𝑀∗ or 𝑈 − 𝑅 and does not solve the discrepancy between the size of
recovered steps – whatever the values of 𝛼sim, the resulting HRs are
split much more strongly by 𝑀∗ than by𝑈−𝑅. The same results were
found when including a 0.2 mag luminosity step on SN age. These
simulations thus indicate a universal value for 𝛼 even if the SNe are
divided into two populations of 𝑥1. Such a lack of bimodality for 𝛼
is consistent with previous results, e.g. Sullivan et al. (2011).

6.3.2 Reconciling mass and 𝑈 − 𝑅 steps

With multiple 𝛼 values improbable, we investigate whether the dis-
crepancy is caused by limitations in our model. For example, the
smooth SFHs lead to a single Gaussian distribution of 𝑈 − 𝑅 while
the data show bimodality, while the simulation also slightly underesti-
mates the number of hosts in the stellar mass range 9 ≤ log(𝑀/M�).
Although Fig. 1 shows that the models do reproduce the 𝑀∗–𝑈 − 𝑅

relation in general, there may be subtle second order effects intro-
ducing inconsistencies for individual simulated SNe. Such effects
include the treatment of metallicity which is fixed at solar in the
simulation but evolves over both the mass and redshift range of the
data (e.g. Tremonti et al. 2004; Zahid et al. 2014), the lack of bursts
of star formation in the simulation, the choice of BC03 templates for
the simulation, and incorrect modelling of survey selection effects.
These effects will be investigated in subsequent work.

A second possibility is that the inconsistencies between the model

and data are caused by physical effects that have not been fully incor-
porated or accurately implemented in the model. The relationships
between the 𝑅𝑉 along a SN sight line and its host galaxy properties
are evidently more complicated that a simple step function of galaxy
age or stellar mass – when dealing with integrated galaxy attenuation,
𝑅𝑉 is inversely correlated with 𝐴𝑉 , which we have not included in
the model for SN 𝑅𝑉 . Meanwhile, 𝐴𝑉 correlates strongly with stellar
mass (Zahid et al. 2013), meaning the 𝑅𝑉 of galaxies also increases
with stellar mass (Salim et al. 2018). On the contrary, the results of
BS21, Popovic et al. (2021a), and this work, indicate that 𝑅𝑉 on SN
sight lines decreases with stellar mass, suggesting that SN sight lines
are systematically different than those of the integrated galaxy light.
Meanwhile, Salim et al. (2018) also show that galaxies with old stel-
lar populations have lower 𝑅𝑉 than those with young populations,
which is in line with the age – 𝑅𝑉 steps found here. Because our the
models track individual stellar populations, it is possible to use our
method to compare the predictions to measurements from integral
field spectroscopy (e.g. Galbany et al. 2014, 2016, 2018) to measure
dust properties in the very local environments of SNe, which we
defer to future work.

Our model has no implementation of a relation between galaxy
mass and metallicity. Metallicity is strongly correlated with stellar
mass and more weakly with SFR (e.g. Yates et al. 2012), is tied
to the SFH (Bellstedt et al. 2020) as well as affecting the strengths
of nebular emission lines (e.g. Kewley & Ellison 2008), themselves
affecting the𝑈−𝑅 colour. If there is an intrinsic correlation between
metallicity and SN luminosity (e.g. Höflich et al. 1998; Kasen et al.
2009; Moreno-Raya et al. 2016) it may affect the observed mass
and age steps in different amounts, but be hidden amongst the more
dominant 𝑅𝑉 effects.

7 CONCLUSIONS AND FUTURE WORK

This work presents a host-galaxy oriented framework for simulating
populations of SNe Ia in a cosmological context. We trace stellar
population ages throughout the build up of stellar mass of galaxies,
and use this information combined with the SN Ia DTD from W21
in order to associate SNe to hosts at realistic rates. The resulting host
galaxy library is made available to the community for use in future
cosmological SN Ia simulations2. SNe are then simulated according
to their host galaxy properties as highlighted below:

• light curve width 𝑥1 is drawn from a two-population age-based
model based on N21, which accurate reproduces the 𝑥1 distribution.
The 𝑥1 vs stellar mass and 𝑥1 vs 𝑈 − 𝑅 relations are also relatively
well modelled, although the strength of the relation is stronger in the
data than we recover in the model.

• we that 68% of SNe in old environments belong to the low-
stretch mode. Further work is necessary in order to determine the
cause of these two modes, whether they are related to the progenitor
scenario, white dwarf composition, or explosion mechanism, and
why the transition occurs around 0.75 Gyr;

• SN colour 𝑐 is well described by a combination of an intrinsic
Gaussian and a supplementary exponential distribution attributed to
dust reddening. The DES5YR data is best modelled by very similar
values to those for the Pantheon+ dataset (Popovic et al. 2021a).

By running simulations and data through the same BBC framework

2 https://github.com/wisemanp/des_sn_hosts/tree/main/
simulations/data
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we obtain distance estimates and compare the evolution of the Hubble
residuals with 𝑐. Our results support the findings of BS21 and Popovic
et al. (2021a) that the extinction law slope 𝑅𝑉 changes depending
on host galaxy properties. Additionally we find that:

• if galaxy age is the driver of 𝑅𝑉 change, then the evolution is
different to if it is driven by stellar mass. However the change (with
mass) is opposite to that observed in the galaxy population, while
the change with age is consistent with the difference between star
forming and passive galaxies;

• when Hubble residuals are split based on host stellar mass, the
𝑅𝑉 models can fully explain the trends between Hubble residual and
𝑐;
• when the data are split by host𝑈−𝑅, the addition of an intrinsic

luminosity step to the model slightly improves the fit to the data.
• there is no preference for the intrinsic luminosity step to be based

on stellar mass or SN age, but neither are able to simultaneously
reproduce the data when split by host stellar mass and by host𝑈 − 𝑅.

• varying the width-luminosity coefficient 𝛼 between populations
does not solve the discrepancy.

The reason for the discrepancy is therefore either a shortcoming of
the simulation or an unmodelled physical effect such as metallicity.

Future work will build upon the host galaxy models developed
here. In order to test for effects such as metallicity, the galaxy evolu-
tion model needs to be treated in a more complex way by introducing
metallicity evolution and bursts of star formation. Such models have
been used in the modelling of SN Ia rates and DTDs (e.g. Gandhi
et al. 2022) and can be extended to cosmological implementation
using the methods outlined in this paper.

SOFTWARE

All software used in this publication are publicly avail-
able. The SN and galaxy evolution code can be found at
https://github.com/wisemanp/des_sn_hosts. Additionally we made
extensive use of numpy (Harris et al. 2020), Astropy (Astropy Col-
laboration et al. 2018), matplotlib (Hunter 2007), SciPy (Virtanen
et al. 2020), and pandas (McKinney 2010).
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APPENDIX A: SIMULATING UNCERTAINTIES

We simulate uncertainties 𝜎𝑚𝐵
on 𝑚𝐵 by approximating the rela-

tionship between 𝜎𝑚𝐵 ,obs and 𝑚𝐵,obs in the observed data set of
K22.

𝜎𝑚𝐵
∼ Max

{
N(𝜎𝑚𝐵

, 𝜎𝜎𝑚𝐵
)

0.025 , (A1)

where

𝜎𝑚𝐵
= 10(0.395(𝑚𝐵−1.5)−10) + 0.03 , (A2)

where 𝜎𝑚𝐵
is represented by the dashed line in Fig. A1. The scatter

on the uncertainties 𝜎𝜎𝑚𝐵
also increases as a function of 𝑚𝐵:

𝜎𝜎𝑚𝐵
= Max

{
0.003(𝑚𝐵 − 20)

0.003 . (A3)

The uncertainty 𝜎𝑚𝐵
is calculated after the intrinsic 𝑚𝐵 has been

adjusted for 𝑥1 and 𝑐 via Eq. 18.
Uncertainties on 𝑥1 and 𝑐 are estimated by linear least squares fits

to the DES5YR 𝜎𝑥1 −𝜎𝑚𝐵
and 𝜎𝑐 −𝜎𝑚𝐵

relations respectively. The
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Figure A1. The relationship between peak 𝐵-band brightness 𝑚𝐵 and its
uncertainty, 𝜎𝑚𝐵

. Points are from the DES5YR data and the relationship
used in Eq. A2.
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Figure A2. Relationships between 𝜎𝑚𝐵
and 𝜎𝑥1 (upper), and 𝜎𝑐 lower.

Points are from the DES5YR data and the relationship used in Eq. A2.

observed and fitted relationships between the uncertainties are shown
in Figs. A1 & A2. We use these uncertainties to add noise to 𝑚𝐵 ,
𝑥1, and 𝑐 by drawing them randomly from Gaussian distributions
centred at 0 as per Eq. 19.

APPENDIX B: BBC-BS20 BIAS CORRECTIONS

Here we present results in the same was as Section 5 but with Hubble
residuals measured using a BBC-BS20 bias correction, which inher-
ently assumes 𝑅𝑉 changing with stellar mass. The models shown in
Figs. B1-B3 correspond to the best match parameters when splitting
on stellar mass (blue) and 𝑈 − 𝑅 (green), which are presented in
Tables B1 and B2 respectively.
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Table B1. Dust population parameters for the models presented in this work when compared to DES5YR data split at host log(𝑀∗/M�) = 10 and fit with
BBC-BS20 (left hand panels of Figs. B1-B3.)

Model Name BiasCor 𝑅𝑉 ,1 𝜎𝑅𝑉 ,1 𝑅𝑉 ,2 𝜎𝑅𝑉 ,2 𝑌 𝑌split 𝑌1 𝑌2 𝑋 𝑋split 𝛾𝑋 𝜒2
𝜈,𝜇res (𝑈 − 𝑅)

BS21 BS20 2.5 1.0 3.25 1.0 𝑀∗ 1010 M� - - 𝑀∗ 1010 M� 0.00 1.16
BS21 BS20 2.25 1.0 3.0 1.0 𝑀∗ 1010 M� - - 𝜏A 0.75 Gyr 0.05 1.23
Age 𝑅𝑉 BS20 1.75 1.0 3.25 1.0 𝜏G 3 Gyr - - 𝜏A 0.75 Gyr 0.0 1.11
Age 𝑅𝑉 BS20 1.75 1.0 3.25 1.0 𝜏G 3 Gyr - - 𝑀∗ 1010 M� 0.0 1.11
Age 𝑅𝑉 Linear BS20 1.5 1.0 3.75 1.0 𝜏A - 0.1 Gyr 10 Gyr 𝜏A 0.75 Gyr 0.20 1.40

Table B2. Dust population parameters for the models presented in this work when compared to DES5YR data split at host 𝑈 − 𝑅 = 1 and fit with BBC-BS20
(right hand panels of Figs. B1-B3.)

Model Name BiasCor 𝑅𝑉 ,1 𝜎𝑅𝑉 ,1 𝑅𝑉 ,2 𝜎𝑅𝑉 ,2 𝑌 𝑌split 𝑌1 𝑌2 𝑋 𝑋split 𝛾𝑋 𝜒2
𝜈,𝜇res (𝑈 − 𝑅)

BS21 BS20 2.25 1.0 3.25 1.0 𝑀∗ 1010 M� - - 𝑀∗ 1010 M� 0.1 0.80
BS21 BS20 1.75 1.0 3.75 1.0 𝑀∗ 1010 M� - - 𝜏A 0.75 Gyr 0.05 0.76
Age 𝑅𝑉 BS20 2.0 1.0 2.5 1.0 𝜏G 3 Gyr - - 𝜏A 0.75 Gyr 0.15 0.89
Age 𝑅𝑉 BS20 1.5 1.0 2.5 1.0 𝜏G 3 Gyr - - 𝑀∗ 1010 M� 0.05 0.82
Age 𝑅𝑉 Linear BS20 1.5 1.0 3.75 1.0 𝜏A - 0.1 Gyr 10 Gyr 𝜏A 0.75 Gyr 0.20 1.22
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Figure B1. BS21 models as Fig. 9 but where Hubble residuals for data and simulations have been measured with BBC-BS20. a): Simulations from the BS21
model with 𝑅𝑉 = 3.25 in low mass host galaxies and 𝑅𝑉 = 2.5 in high mass host galaxies; b): as a, but for the data and simulations split host galaxy𝑈 −𝑅 = 1.
c) & d): as a & b but for the model parameters that best describe the 𝑈 − 𝑅 data (right hand panel): 𝑅𝑉 = 3.25 in low mass host galaxies and 𝑅𝑉 = 2.25 in
low mass host galaxies, and an intrinsic luminosity step at log(𝑀/M�) = 10 of size 0.1 mag.

MNRAS 000, 1–20 (2022)



SN Ia host dust and age model 19

SN colour (c)
−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3

H
ub

bl
e

re
si

du
al

(µ
re

s)

χ2
ν = 1.11Dust model: Galaxy age

RV young = 3.25, RV old = 1.75
Luminosity Step: None

Split on host mass

a)

Sim log(M∗/M�) < 10

Sim log(M∗/M�) > 10

Data log(M∗/M�) < 10

Data log(M∗/M�) > 10

SN colour (c)

Split on host U −R colour

χ2
ν = 1.06b)

Sim U −R < 1

Sim U −R > 1

Data U −R < 1

Data U −R > 1

−0.2 −0.1 0.0 0.1 0.2 0.3

SN colour (c)

−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3

H
ub

bl
e

re
si

du
al

(µ
re

s)

χ2
ν = 1.84Dust model: Galaxy age

RV young = 2.50, RV old = 2.00
Luminosity Step: Age, 0.2 mag

c)

−0.2 −0.1 0.0 0.1 0.2 0.3

SN colour (c)

χ2
ν = 0.89d)

Figure B2. Age-𝑅𝑉 split models as Fig. 10, but where Hubble residuals for data and simulations have been measured with BBC-BS20.
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Figure B3. As Fig. B3 but for the models best fitting when introducing an intrinsic stellar mass step instead of a SN age step.
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