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Quantum information science harnesses the principles of quantum mechanics to realize compu-
tational algorithms with complexities vastly intractable by current computers platforms. Typical
applications range from quantum chemistry to optimization problems and also include simulations
for high energy physics. The recent maturing of quantum hardware has triggered preliminary explo-
rations by several institutions (including Fermilab) of the quantum advantage. The Superconducting
Quantum Materials and Systems (SQMS) Center, led by Fermilab, is dedicated to providing break-
throughs in quantum computing and sensing, mediating quantum engineering and HEP based ma-
terial science. The main goal of the Center is to deploy quantum systems with superior performance
and better compatibility with the algorithms used in high energy physics. In this Snowmass pa-
per, we discuss the two most promising superconducting quantum architectures for HEP algorithms
i.e. three-level system (qutrits) supported by transmon devices and multi-level systems (qudits)
supported by superconducting 3D cavities. For each architecture, we demonstrate exemplary HEP
algorithms and identify the current challenges, ongoing work and future opportunities. Further-
more, we discuss the prospects and complexities of interconnecting the different architectures and
individual computational nodes. Finally, we review several different strategies of error protection
and correction and discuss their potential to improve the performance of the two architecture. This
whitepaper seeks to reach out to the HEP community to build such synergy, so as to fully realize
the promise of QIS for HEP research, and vice-versa.
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I. INTRODUCTION

High energy physics (HEP), be it theory or experiment,
has long been the prime driver for pushing the frontiers of
computation paradigms and raw computing power. Fol-
lowing the quantum simulator idea of Feynman in his
seminal paper in 1982, quantum computers provide a
powerful alternative to the classical machines and qubit
based quantum hardware. The need for algorithmic and
numerical implementation of quantum chromodynamics
has resulted in revolutionary advances in computer hard-
ware and algorithms. Phenomenological/numerical ex-
plorations in physically nontrivial domains of quantum
field theory models could leverage the same paradigms.

Technology and expertise developed by the HEP com-
munity provide exceptional theoretical and experimen-
tal resources to advance quantum information science
(QIS). In this frame, the main goal of the Supercon-
ducting Quantum Materials and Systems (SQMS) cen-
ter, led by Fermilab, is to mitigate decohrence mecha-
nisms of current quantum devices and deploy superior
quantum systems to advance quantum algorithms and
sensing. The main advantage of the cavity based sys-
tems explored at SQMS for the HEP simulations come
from the fact that the quantum state can be encoded in
the fermionic modes of the transmon, or bosonic modes
of the electric field inside the resonator, which can be uti-
lized as ‘qudits’ with N states instead of the qubits with
2 states. This alternative has fewer restrictions with the
number of gates that needs to be applied compared to
the qubit based devices.

The quantum harmonic oscillator is one of the first
topics discussed in most introduction courses on quan-
tum mechanics. The system Hamiltonian is relatively
easily obtained starting from the position and momen-
tum operators and produces a spectrum of eigenstates,
the Hilbert space, of equidistant energy (spaced by the
natural frequency fC), known as Fock states. For an

electromagnetic resonator, the solution is identical, but
the position and momentum operator are replaced by the
electric and magnetic fields. Electromagnetic resonators
can be classified in two types: planar circuits (2D) or
bulk cavities (3D). The effective dimension of the Hilbert
space (bounded by energy dissipation) could potentially
provide an enormous computational space, assuming the
ability to create and manipulate any arbitrary superpo-
sition of Fock states. The homogeneity of the level spac-
ing, resulting from the linearity of the system, however
makes controlling the photon occupation probability of
each individual Fock state impossible. This is because
the application of any resonant drive tone of frequency
fD = fC will lead to transitions between all levels result-
ing in a coherent state (i.e. a superposition of Fock states
with a Poissonian probability distribution). Introducing
some non-linearity into the system changes the response
strikingly. In this case the energy levels become unevenly
spaced and consequently the drive tone is only resonant
with a single pair of levels resulting in oscillations be-
tween just those levels, e.g. between the ground and first
excited (Fock) state. This level selectivity allows for the
preparation of any arbitrary superposition of Fock states
and ultimately quantum information processing.

Any quantum state, however, will in time be affected
adversely by interactions with the environment. The
most evident result of this is the energy relaxation, which
takes place via a photon exchange with a bath of atomic
two-level systems (TLS). The energy decay rate of the os-
cillator (among others) is determined by 1) the dielectric
losses related to the electric field, and 2) the conduction
losses related to magnetic fields. At the low excitation
power typically used in quantum experiments (of the or-
der of a single photon) the contribution of the dielectric
losses dominates the relaxation rate. With increasing
field strength, however, the relaxation rate decreases and
saturates to a value defined by residual losses, which in
the case of cavity oscillators is determined by the conduc-
tive losses. In addition to the energy relaxation, interac-
tions with the environment may also lead to the dephas-
ing of the quantum state. Therefore, quantum devices
are typically engineered to have an exponentially small
dispersion with respect to the most noisy system param-
eters, to avoid stochastic noise affecting the transition
frequency causing dephasing of the quantum state.

Research has shown that with a large Hilbert space, en-
coding quantum algorithms in qutrits and qudits can of-
ten outperform their qubit counterparts in terms of com-
plexity [1–6]. This improvement is significantly driven
by reduction in entangling gate depths and larger mem-
ory, and offers an attractive perspective to improve the
performances of algorithms for HEP simulations. More-
over, to perform useful quantum computation with high-
fidelity, the implementation of both hardware-level and
active error correction strategies need to be evaluated.

Scientific and technical advances in quantum devices,
hardware and materials are also driving efforts in quan-
tum sensing of dark matter and axion searches, which are
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currently limited by the ability to store and detect single
microwave photons. These capabilities are enhanced by
quantum devices with long coherence. Inter-connecting
quantum devices is a major challenge that needs to be ad-
dressed to deploy scalable quantum computers and quan-
tum communication protocols with both high efficiency
and fidelity, this leads to the need of manipulating in-
dividual quantum nodes, as well as realizing hybrid de-
vices for quantum transduction. Finally, quantum com-
puting hardware can be made available to the broader
HEP community through a dedicated HEPCloud plat-
form that provides standardized methods and computa-
tional resources on the SQMS systems.

II. 3D QPU

Over the last decades, research in the field of particle
accelerators (which use microwave cavities to propel the
beam) has optimized the cavities material and fabrica-
tion techniques substantially, resulting into cavities with
relaxations times about 2 seconds (internal quality factor
QI or Q0 > 1011) under the conditions required for quan-
tum experiments [7], TESLA shape cavities are shown in
Figure 1. This is several orders of magnitude larger than
the best performing distributed resonators on a dielectric
substrate (i.e. tantalum coplanar waveguide resonators
on sapphire) for which QI ∼ 107 − 108.

FIG. 1: Single-cell TESLA shape SRF cavities. The
diameter of the cavities scales as ∼ 1

fr
, where fr is the

resonant frequency.

Given the ultra-high accelerating gradient and fre-
quency stability obtained by the accelerator community,
it is interesting to pursue the encoding of quantum infor-
mation in similar cavities (colloquially referred to as su-
perconducting radio-frequency - SRF cavities), with very
long relaxation time. This will however require introduc-
ing a non-linear element to the cavity, avoiding additional
losses. A common approach to archive this constitutes to
coupling a non-linear superconducting oscillator, known
as ’ancilla’, to the cavity field. While such a coupling
does make the cavity field weakly non-linear, the anhar-
monicity (α, expressed by (E1−E0)−(E2−E1)) remains
too weak to selectively drive transitions between cavity

states. Over the years several techniques have been de-
veloped to bypass/alleviate this challenge without com-
promising the large Hilbert space offered by the harmonic
oscillator.

A. Encoding schemes

Several encoding schemes can be used for qudit oper-
ations on 3D QPUs. Some of them are currently being
evaluated and analyzed. Advancing the selectively en-
coding of an ultra-high Hilbert space is partially in the
scope of the SQMS center. More advanced implementa-
tions could go beyond the current mission of the center,
and could lead to future R&D activities.

Fock-basis encoding

Quantum information is encoded in the complex com-
ponents of computational basis states. There are mul-
tiple proposals to represent information in the compu-
tational basis [8, 9]. The simplest choice is a Fock state
basis which represents qudit as a superposition of photon
number states. Also, a multi-qubit state can be mapped
in a single qudit state on the Fock basis. For example,
a three-qubit state can be mapped into a 23 level qudit
state. Then, counting the number of photons in the cav-
ity is equivalent to reading out the states of each qubits.
This qudit encoding scheme provides all-to-all connected
qubits which are difficult to realize in the current 2D su-
perconducting qubit devices.
Universal unitary control of a quantum harmonic os-

cillator can be achieved by coupling the oscillator with a
non-linear ancilla element such as a qubit. In SRF cavity-
based qudit architecture, a transmon is dispersively cou-
pled to multiple modes in the cavity which enables uni-
versal control of each mode by the combination of cavity
drives and transmon drives. There are two approaches to
achieve universal control: numerically optimized control
pulse technique and sequence of analytic gates such as
(un)conditional qubit rotation gates and (un)conditional
cavity displacement gates.
When a qubit is dispersively coupled to a cavity mode,

the frequency of the qubit is split by the AC Stark effect,
and each frequency corresponds to a photon number state
of the cavity mode i.e.

ω(n)
q = ω(0)

q − nχ, (1)

where the disperive shift is indicated by χ. For low
photon numbers, the magnitude of the dispersive shift
is determined by the dipole coupling between the cavity
and qubit and the difference in resonance frequencies i.e.
χ = g2/(ωq − ωC).

Driving the qubit in ω
(n)
q can be represented as

R(n)(θ, ϕ) = R(θ, ϕ) |n⟩ ⟨n|. This is called conditional
qubit rotation gate which creates entanglement between
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the qubit and the cavity mode. When addressing a very
high Hilbert space, we should also include the second
order term in the photon number depended shift ap-
proximation (Eq. 2). χ′ is usually orders of magnitude
smaller than χ, still over a certain n, this second order
approximation leads to the indistinguishability between
the qubit frequencies. This effect adds on to the disper-
sive shift approximation limit for high n. Therefore, to
ensure the controllability of high Fock states’ number,
quantum computing devices need to be designed from
the microwave point of view to achieve low coupling and
engineer χ to achieve large displacements and fast con-
trols.

ω(n)
q = ω(0)

q − (nχ+
χ′

2
n2). (2)

If a qubit evolves in a closed-loop trajectory in the
Bloch sphere, it acquires a geometric phase that is pro-
portional to the solid angle of the trajectory. Combining
the property of a qubit with a conditional qubit rotation
gate, it is possible to control the phase of the Fock state
component of the cavity mode. This is called selective
number-dependent arbitrary phase (SNAP) gate [10].
The sequence of SNAP gates and unconditional cavity
displacement gates enables a universal control of cavity
state [11]. The spectral bandwidth of the conditional
qubit rotation gate pulse must be narrower than the qubit
frequency splitting χ to achieve single cavity mode pho-
ton phase control in the SNAP gate. Therefore the lower
bound of the SNAP gate time is determined by 2π/χ,
so the qubit coherence time should be sufficiently longer
than 2π/χ for a high-fidelity SNAP gate operation.

Despite the remarkable high relaxation times of the
SRF cavities, the number of usable levels in the qudit
encoding obviously remains finite. What actually limits
the Hilbert space is part of an ongoing research. A some-
what optimistic boundary is defined by the minimum re-
laxation time required for an algorithm. Considering the
relaxation time a Fock state scales inversely with the pho-

ton number, i.e. T
|N⟩
1 = T

|0⟩
1 /n, the highest Fock state

is set by |n⟩max = T
|0⟩
1 /Tmin

1 . Assuming T
|0⟩
1 = 1 s and

Tmin
1 = 200 us the Hilbert space is limited to ≈ 5, 000

Fock states (equivalent to 12 qubits). In this estimation
it is however implicitly assumed that the selective drive
of Fock states remains feasible at these high photon num-
bers which is not a-priori correct. In fact, the exact di-
agonalization of the Jaynes-Cummings Hamiltonian of a
single two-level system coupled to a cavity shows that
the effective qubit-cavity coupling increases with photon
number. Based on this, it is projected that well before
a certain large photon number, known as critical photon
number (ncrit ≈ (∆/2g)2), the dispersive regime is lost
and the selective drive of the Fock states becomes impos-
sible. Assuming ∆ = 2 GHz and g = 10 MHz, the critical
photon number is about 10,000, which seems to indicate
that a Hilbert space of 5,000 photons could still be op-
erated. It should however be noted that experimental

research has shown both lower and higher critical pho-
ton numbers than would be expected. Moreover, in the
estimate presented above, the Jaynes-Cumming Hamilto-
nian includes only a single two-level system and a single
harmonic mode, which is a gross simplification for most
experiments.
Fortunately, there are already several operational

recipes known to bypass the critical photon number.
A first example is the echoed conditional displacement
(ECD) gate [12] which requires a much lower qubit-qubit
coupling than the Selective Number-dependent Arbitrary
Phase (SNAP) gate and can be realized faster than 2π/χ
limit using large displacement in the intermediate stage
of the gate operation. State preparation and control of a
single qudit state in Fock basis encoding can be achieved
by both SNAP gate and ECD gate protocols. Another
interesting strategy uses selective Rabi drives in the pres-
ence of on-demand photon blockades. Beyond these ex-
amples it remains very relevant to focus ongoing and fu-
ture research towards this topic in order to further ex-
tend the limits of the operational Hilbert space per cavity
mode.

Quantum Optimal Control (QOC)

Together the SNAP and displacement gates form a
universal gate set allowing for the creating and trans-
formation of any arbitrary qudit state [11]. Expressed
in terms of two-level systems, e.g. qubits, a harmonic
oscillator of N levels can encode and process the same
about of information as log2(N) two-level systems. This
brings two notable advantages of the qudit encoding over
e.g. interconnected qubits. First, the number of con-
trol lines required is reduced from log2(N) to 1, which
makes the system more scalable. Moreover, there is no
need of special entangling gates to construct the full
Hilbert space. Consider for example a collection of 4
two-level systems. To create the maximally entangled
state, for instance |ψ⟩ = (1/

√
2) (|0000⟩+ |1111⟩), a se-

ries of 3 consecutive entangling operations should be per-
formed. Creating the corresponding state with a qudit,
i.e. |ψ⟩ = (1/

√
2) (|0⟩+ |16⟩), requires only a single op-

eration.
Advanced control of cavity states consisting of several

consecutive SNAP and displacement gates can also of-
ten be further condensed into a single or few separate
drive signals obtained by numerical optimization meth-
ods[13–17]. This method has been successfully applied
in various quantum systems [18, 19] and most impor-
tantly was demonstrated to obtain universal gate sets for
information processing in 3D cavity [20]. Based on an
accurate model Hamiltonian, a numerical optimization
algorithm is used to construct the most efficient and ac-
curate drive signal for the execution of a target unitary
gate operation by varying several signal parameters (e.g.
amplitude, phase, frequency) as a function of time. It
has been shown that the gate duration for the SNAP
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gates engineered with optimal control signals are up to 8
times shorter than the analytical SNAP gate [21]. Addi-
tionally, the model Hamiltonian used by the optimization
algorithm can easily include higher-order terms which are
often left out in analytical solutions, which significantly
increases the gate-fidelity.

While the optimization algorithms for medium scale
systems can still be executed on a classical computer
without significant complications, the size of the system
Hilbert space is limited due to the amount of classical
memory available. To some degree, this problem can be
eased by allowing non-physical intermediate states dur-
ing the optimization. Still, improving the performance
of optimal control algorithms is the focus of current and
future research efforts.

Alternative encoding schemes

Quantum information encoded in the Fock-bases is
mostly affected by photon-loss events. Using ultra high-
Q SRF cavities is a viable option to suppress this error-
rate and can potentially lead to a hardware platform
capable of executing algorithms with a reasonable (but
finite) number of sequential gates. Yet, despite the
progress, any further reduction of the relaxation time of
SRF cavities will likely be challenging. Increasing the
gate-depth any further, therefore requires either imple-
menting an active error correcting scheme for qudits,
or an alternative encoding scheme which is immune to
photon-loss. Currently there are no active error correct-
ing schemes known for qudits and future research should
be focused to assess whether active error correction is
feasible for a qudit encoding, see Section VI.

The alternative, i.e. adjusting the encoding (or some-
times the Hamiltonian) to introduce protection against
errors (e.g. photon loss) has been the subject to active
research in the last decade and several different codes
have been demonstrated successfully. The most straight-
forward example of these is the cat-code in which the
information is encoded in a bases spanned by cat-states
i.e. the superposition of two coherent states |α⟩ and
|−α⟩ of a resonant mode, where α is a complex am-
plitude. The cat-bases typically used consists of 4 cat-
states (non-normalized) i.e. |C±

α ⟩ = |α⟩ ± |−α⟩ and∣∣C±
iα

〉
= |iα⟩ ± |−iα⟩ such that any arbitrary superpo-

sition of the logical states cg |g⟩+ ce |e⟩ can be expressed
as |ψα⟩ = cg |C+

α ⟩ + ce
∣∣C+

iα

〉
. These basis-states are

not completely orthogonal, but the wavefunction over-
lap decreases exponentially with α and already at α = 2
| ⟨α|iα⟩ |2 ≪ 10−1. More importantly, the superposition-
state is four-fold ‘cyclic’ with respect to the photon num-
ber (i.e. losing 4 photon brings |ψα⟩ → |ψα′⟩ ) and
photon-loss events can be ’counted’ by tracking the state
parity which makes correcting errors introduced by pho-
ton loss feasible [22]. While this demonstrates that
a clever choice of encoding can introduce some error-
protection, this particular encoding isn’t truly convenient

as, without any additional pumping, the photon number
gradually decreases to zero.

Protection against photon loss isn’t specific to the co-
herent states (the bases of cat-sates) but can obtained
as well by constructing a specific bases from Fock states.
Codes based on this approach are referred to as bino-
mial codes and have the advantage to consist of a finite
number of Fock states [8] as opposed to the broad and
dense Fock state distribution required by coherent states.
While the principle behind the protection, i.e. making
the logical bases cyclic invariant to the photon number,
is similar to the cat-based encoding, the original binomial
codes require immediate interaction after a single photon
loss. More recent and advanced work has shown that this
issue can be resolved elegantly by engineering and ac-
tively driving the dominant photon-interaction between
the cavity and environment. The technique, known as
driven-dissipative stabilization, has been applied to both
cat-codes [23, 24] and binomial codes [25] and provides
a very promising path to qubits with autonomously pro-
tection against photon loss.

All these alternative codes come with a significant
sacrifice considering only two logical states are exposed
as opposed to the many states in a bare Fock-bases
encoding, re-introducing all technical overhead as dis-
cussed earlier. The focus of future research in this field
should therefore be focused on extending the ideas behind
hardware-level protection to a qudit-based encoding (or
visa-versa).

B. Scaling up to interconnected multi-mode
cavities

A single multi-mode cavity system potentially imple-
ments a Hilbert space large enough to run small quantum
algorithms which puts this architecture well in the NISQ
regime. Ultimately an even larger Hibert space is re-
quired to run the more relevant quantum algorithms. A
viable scaling strategy is therefore one of the most im-
portant parts of any quantum architecture. Adopting a
different cavity geometry (e.g. the flute geometry [26])
in combination with a tunable coupler will certainly in-
crease the number of modes coupled to the qubit, but
becomes limited by the geometric coupling between the
coupler and the qubit. Any further scaling will likely in-
volve interconnecting different multi-mode cavities, each
being controlled by a single qubit. The entanglement be-
tween the modes of different cavities can potentially be
engineered by temporarily entangling the control qubits
or perhaps directly via an tunable exchange interaction
between the modes. Such an interaction has been demon-
strated in Ref. [27] between two single-mode cavities.
Further research will have to show whether this approach
can be extended (in a mode-selective manner) to two (or
more) multi-mode cavities.
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C. Multi-mode SRF cavities

Increasing the dimension of the Hilbert space is re-
quired to implement more complex algorithms. The best
scaling architecture is still part of ongoing research in the
community. As part of the SQMS efforts we are explor-
ing the use of multi-cell cavities as multi-mode quantum
systems. Bulk Niobium (Nb) multi-cell cavities are rou-
tinely used in particles accelerators. These structures
consist in the coupling of nominally equally single cells,
resulting in closely spaced fundamental modes, all with
very high quality factor (QI ∼ 1010), see Fig. 2.

FIG. 2: Microwave model of a multi-cell SRF cavity
coupled to a transmon qubit.

In this approach, which is similar to the work in [26],
a single qubit is dispersively coupled to a set of funda-
mental modes, each corresponding to a specific field dis-
tribution over the various cells of the cavity and acting
as an independent harmonic oscillator. This quantum
device is designed to achieve large relaxation time with
equally sized Hilbert spaces. To make the spectral prop-
erties of the cavity better suited to encoding quantum
information, the geometric design of the cavity can be
optimized. As an example, increased spacing between
the fundamental frequencies can be achieved by acting
on the cell-to-cell coupling; similarly, equal coupling for
all the modes, can be achieved through tapering.

A major advantage of this architecture is the natural
coupling of Fock states between the harmonic modes me-
diated by the non-linearity of the transmon qubit. Due
to this, it is conceivable to engineer a generalized SNAP
gate that operates on the combined Hilbert space of the
multi-cell cavity. The goal of such a multi-mode condi-
tional gate is to change the wavefunction of the entan-
gled qubit-multimode cavity system only if certain pho-
ton numbers in the cavity modes are satisfied. In order
to apply the SNAP gate on two cavities, for example,
the qubit has to be driven with a photon dependent fre-
quency, ωd = ωq − nχn − mχm, where ωq is the qubit
frequency, χk ≈ g2k/(ωq − ωk) is the dispersive shift of
mode k = (n,m), n (m) is the photon number in the re-
spective cavity mode, n (m), and gk is the dipole coupling
between the qubit and the mode. Applying this gate will
naturally lead to an entangled state of all the modes cou-
pled to the qubit. Unfortunately the always-on dispersive
interaction between the qubit and all the cavity modes
introduces a significant challenge here as the qubit drive
is not just conditional on the photon occupation of two
modes but on the exact Fock state superposition of each

cavity mode. This challenge is part of ongoing research
which will focus on the engineering of dynamic control
of the dispersive shift of each individual mode and the
qubit. For example to perform a single cavity SNAP
operation, a single dispersive shift will be tuned to a
non-zero value, whereas a conditional two-mode SNAP
operation can be implemented by setting the dispersive
shifts of two modes to a finite value. The intuitive archi-
tecture that implements this kind of control consists of
a multi-cell cavity (referred to as ‘storage’) coupled to a
single cell cavity (referred to as ‘control’) via a tunable
coupler. The control cavity is additionally coupled to a
qubit which can be used to create and manipulate the
Fock state in the control cavity. Before and after each
state creation or gate operation, the Fock state in the
control cavity can be swapped into one of the storage
cavity modes using the tunable coupler which is either a
tunable resonator or a non-linear resonator. In the first
configuration the coupling is conveyed by 3-wave mix-
ing process and will be selectively activated by modulat-
ing the resonator frequency at the difference-frequency
between the single-mode cavity and the preferred mode
of the multi-cell cavity. In the second configuration the
coupling is conveyed by a 4-wave mixing process acti-
vated by driving the system with two tones such that
ω1+ωa = ω2+ωb, where ω1/2 are the driving tones, ωa is
the single cell cavity frequency and ωb is the specific mode
frequency of the multi-cell cavity. Both configurations do
however require more hardware and a careful engineering
of the tunable coupler which urges for another, less hard-
ware demanding solution to be found. Inter-connectivity
schemes among quantum devices and memories, as well
as tunable couples are extensively treated in Section IV.

D. 3D QPUs to implement qudit algorithms for
HEP

One of the exciting potentials for the circuit quan-
tum electrodynamics (cQED) systems is the ability to
implement these SRF platforms as quantum simulation
devices for condensed matter systems (CMS) and HEP
systems. While there is a plethora of literature quan-
tum simulation on qubit hardware [28–42], the works on
other qudit based quantum platforms are rather unex-
plored territory. This is unfortunate, because for theo-
ries of interest to HEP, the number of local degrees of
freedom can easily reach thousands and thus platforms
with all-to-all connectivity highly desired [43, 44]. In
cQED platforms, the modes of the electric fields, or the
Fock states are utilized as information encoding. As op-
posed to the standard {|g⟩, |e⟩} levels on qubits, cQED
systems can support more than 2 states, {|0⟩, ..., |N−1⟩}
with the Fock state encoding in one mode of the electric
field. We will call one of the {|0⟩, ..., |N − 1⟩} bosonic
Fock states as qudit states. The goal of the simulation
is to have a platform to carry out the simulations which
are difficult to simulate on classical computers due to



7

the overhead. The HEP simulations of scalar and gauge
field theories on qudits have recently been attracted in-
terest [45–50]. In order to simulate the time-evolution
of a field under a specific Hamiltonian, a digitization of
the field must be made. For scalar field theory this can
be made with a Fock state basis. First, the continuous
scalar field ϕ(x) is digitized as ϕn [36, 45, 50]. Then, this
field can be expanded in a choice of orthogonal function
basis and the harmonic oscillator eigenfunctions are dis-
cretized on the Fock states [50, 51]. In the case of gauge
fields, digitization schemes exist in the Fock basis [47] or
the group element basis [48, 49]. Using these formula-
tions, the SQMS platforms could be used to simulate the
dynamics of quantum field theories or predict quantities
of interest in HEP like the viscosity [52] or parton distri-
butions [53] of low-dimensional quantum field theories.

The quantum simulations on qubits require application
of 2×2 Pauli gates and digitization of the field on qubit
hardware. The unitary gates available on qudits are quite
different from the usual Pauli gates we are familiar from
qubit based devices. One of the goals is to sketch out
the available SU(N) gates available on SRF devices at
Fermilab. The SU(N) gates on SRF platforms are engi-
neered with a control over the transmon and the electric
field modes of the cavities. The control over the trans-
mon and the electric field can be made via optimizing a
time-dependent signal over the device. This approach is
not always preferred, because the signal generator might
have imperfections, and optimizing the signal on a clas-
sical computer is a computationally difficult task. Alter-
native way over control of the cavity&transmon system is
to choose appropriate parameters for the gates available
on the SRF platform. This can be done via variational
methods although more investigation is needed when the
problem size gets big. Some of the available gates are
SNAP, displacement gates, SO(2) rotation gates with
photon blockade, SWAP gates to name a few. The dis-
placement gate D(α) is defined as the following

D(α) = exp
[
αa− α∗a†

]
, (3)

where a(a†) annihilates (creates) a photon mode and α
is a complex number. The diagonal SNAP gate on one
N -level qudit is defined as the following:

SN (θ⃗) =
N−1∏
n=0

eiθn |n⟩⟨n|, (4)

where θ⃗ = {θn} is the argument of the SNAP gate. Out
of these ‘gate vocabulary’ listed above, SNAP and dis-
placement gates are particularly important due to their
easiness to implement on hardware. It is shown that a
combination of SNAP and displacement gates is univer-
sal [11]. The other ways on cQED systems is to decom-
pose with a Givens rotation with some arbitrary angle.
The Givens rotation among two Fock states can be en-
gineered by employing a photon blockade on multimode
cavity system. The time scale of the Rabi oscillation be-
tween two Fock states defines the SO(2) rotation angle,

θ [26]. In theory, one hypothetical, ‘perfect’ SNAP gate
that does not suffer from the infidelity can modify the
local phases of an N -Fock state, thus this ‘perfect’ gate
can replace the subsequent applications of 2d = N qubit
gates, where d is the number of equivalent qubits. SNAP
gate is a diagonal gate on the Fock state.
The gates mentioned above are defined for a single cav-

ity. Single cavities are insufficient for simulation because
they offer limited number of Fock states in one qudit
and controlling the connectivity in a single qudit is dif-
ficult. Thus, a full control over multiple cavities is re-
quired for a meaningful simulation. In theory, a straight-
forward engineering of multiqudit SNAP gate, or gener-
alized SNAP gate, could be useful for the simulations.
To be more concrete, an arbitrary SNAP gate acting
only on the qudit k = 3 among 5 qudits should look

as S(θ⃗k) = 1N ⊗ 1N ⊗ SN (θ⃗) ⊗ 1N ⊗ 1N , where 1N is

the N × N identity matrix SN (θ⃗) is single qudit SNAP
gate on qudit number k only. The Trotter simulations
on a qudit is straightforward with the multiqudit SNAP
gates.

Another useful gate for quantum simulation is the
echoed displacement gate. The echoed displacement gate
can couple the fermionic degrees of freedom of the trans-
mon to the bosonic Fock states, thus fermion&boson
gauge theories can also be simulated on with such a
setup. One important requirement for many quantum
simulation algorithms is the ability to implement general-
group quantum Fourier transforms. For example, in lat-
tice gauge theories, a group Fourier gate is required for
kinetic energy Trotter step [48, 49, 54, 55]. For DN

gauge theory simulations, the nonabeian Fourier gate
which diagonalizes the kinetic energy gate has been ex-
plicitly constructed[55]. The SWAP gate based on mul-
tiphoton blockade is useful for HEP simulations on a
discretized lattice. SWAP gate is formally defined as
swapping the phase of one Fock state. To be concrete,
SWAP operation on a three-Fock state basis corresponds
to the operation of |ψ⟩ = (1/

√
3)

(
|0⟩+ e−iϕ|1⟩+ |2⟩

)
→

(1/
√
3)

(
|0⟩+ |1⟩+ e−iϕ|2⟩

)
. This operation can also be

done with employing the multiphoton blockade between
two photon levels [56].
One of the hardware difficulties when implementing a

quantum simulation algorithm is the time scale of the
transmon and cavity. Any unitary gate acting on the
qudit for simulation purposes should be repeated many
times. The total time required for the gates should be
within the decoherence times of the transmon and cavity.

E. Materials for 3D QPU

Niobium represents the most commonly used metal for
SRF cavities. The performance of these cavities depends
greatly on a couple key factors such as the presence of a
niobium pentoxide that may form on the surface under
ambient conditions as well as the purity of the niobium.
The niobium pentoxide, in particular, can host two-level
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system defects which in turn introduces significant qual-
ity factor degradation [57]. To this end, a variety of
purification techniques have been developed to improve
the quality of niobium cavities. These include targeted
heat treatments, where the cavities are heated for sev-
eral hours to 300 C - 400 C under vacuum, to remove the
surface oxide [7].

Through these developments, niobium cavities have re-
cently demonstrated photon lifetimes up to 2 seconds
along with quality factors exceeding 1010 in the quantum
regime [7]. As a result, this 1000-fold increase in coher-
ence times makes implementing these cavities promising
for 3D QED architecture. Further increases in photon
lifetimes necessitate an improved understanding of the
relationship between additional impurities in the niobium
metal, such as hydrogen and carbon, and cavity perfor-
mance. Studies related to these topics as well as mitiga-
tion strategies to boost performance are currently under-
way.

It is important to relate the material properties of
superconductors and dielectric substrates to the perfor-
mance of the quantum devices. Proper understanding of
the relative contributions of various elements (supercon-
ductor vs dielectric substrate vs surface oxides) to the to-
tal loss of a device and understanding of the microscopic
structure of TLS defects are the key factors for realiza-
tion of large-scale quantum computing architectures.

In parallel with structural characterization of materi-
als used for fabrication superconducting qubits, several
efforts at SQMS are focused on studies of internal qual-
ity factors of 2D and 3D resonators. Superconducting
resonators are constituent parts of many currently ex-
plored quantum architectures and they suffer from the
same loss mechanisms as superconducting qubits. Un-
derstanding and mitigation of losses in resonators can
guide improvement of qubit performance. Characteriza-
tion of 2D and 3D resonators is performed in relation to
various fabrication and processing techniques as well as
material treatment protocols aimed to improve the mate-
rial properties of superconducting quantum devices and,
ultimately, device performance.

For example, one of the efforts is focused on the char-
acterization of the spectral line widths of TLS defects in
Nb SRF cavities by means of two-tone spectroscopy. In
this setup, one of the fundamental pass band modes of a
multi-cell SRF cavity is pumped with the high power sig-
nal to saturate the TLS defects, and the internal quality
factors of other modes are probed with signals of much
smaller amplitude. The goal of this project is to pro-
vide a way to distinguish between different types of TLS
defects using their spectral fingerprints. Besides the ex-
perimental results this work also leads to development of
novel measurement techniques and experimental setups.

III. 2D QPU

2D superconducting circuits are the currently most
popular architectures for quantum computing. On these
platforms, especially with the transmon qubits, numer-
ous research labs and a number of well-known companies,
including Google, IBM and Rigetti, have made impres-
sive achievements toward practical quantum computers.
Notably, the first experiments claiming quantum supe-
riority over classical machines have been carried out on
such platform.
Compared with the 3D devices, those on 2D chips en-

joy mature fabrication and microwave control techniques.
It is much more convenient to introduce various control
knobs on the 2D platform, including charge and flux con-
trol lines, which are crucial for high-fidelity quantum op-
erations.

A. Qutrit implementations

Since transmon is a weakly anharmonic oscillator. En-
ergy levels which are higher than the lowest two levels
can be utilized for quantum computation. Extra energy
levels will enable larger Hilbert space. The coherence
of higher energy levels was investigated thoroughly on
Ref. [58]. However, climbing up this energy ladder comes
at the cost of coherence time, which is in fact reduced.
Explained by Fermi golden rule, the coherence time of
higher energy levels will decrease linearly. Namely, the
second excited state will have only half of coherent time
compared to that of the first excited state. In addition,
charge noise will also become significant. Therefore, up
to now, only the lowest three levels of the transmon which
create a qutrit have been studied and used in several ap-
plication, in particular for 2D platforms. Despite the co-
herence limitation, qutrit has been able to offer various
advantages. The third energy level was used to improve
the qubit operation, namely shortening three-qubit gate
such as Toffoli gate, CCZ gate [59–61], error detection
[62], readout fidelity enhacement [63] and even enable
quantum state transfer for quantum communication [64].
In terms of error correction, the theory has clearly shown
advantages such as superior error thresholds and yield in
magic-state distillation [65, 66]. Furthermore, the com-
plexity of certain algorithms will be reduced greatly [1].
Finally, there has been theory work for noise reduction
when using qutrit for quantum simulation of gauge the-
ory which will be discussed in more details in the qutrit
algorithms for HEP. From the implementation point of
view, qutrit approach will utilize current 2D qubit infras-
tructure (provided by Google, IBM, Rigetti) or require
minimal changes. Rigetti already has qutrit operation
support, IBM allows pulse level control which can be used
for qutrit operation by users.
Over the past two decades, the coherence of 2D su-

perconducting qubits has been boosted over five order of
magnitudes. This is realized by both reducing the noise
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in the device and suppressing the coupling between the
qubit and the noise. However, even with this excellent
improvement, the state-of-the-art coherence is on the or-
der of hundreds of microseconds. On one hand, the life-
time of the qubit is currently limited by high-frequency
noise, such as dielectric loss and quasiparticle loss. On
the other hand, the coherence of the qubit is affected by
low-frequency noise, such as 1/f charge noise and flux
noise. Unlike 2D qubits, the coherence time of 3D res-
onators usually ranges from 10−3 to 10−1 seconds. The
noise channel of 2D resonators is also simple, i.e., only
limited by photon loss. Since the resonator frequency is
determined by the geometry, which is rather stable, the
intrinsic pure dephasing is negligible. This asymmetry in
bit-flip and phase-flip error, known as the biased noise,
also shows certain advantage in the context of quantum
error correction. A challenge for 2D qubits is the ability
to scale up. While 3D QPU has intrinsic all-to-all con-
nectivity, it requires additional wiring to realize in 2D
QPU, which can be complicated in practice, and may
introduce additional noise channel.

The main theme of the SQMS center is to reach and
build upon transformational advances in coherence per-
formance of the key quantum devices and materials. The
center has established a plan to reach ambitious and con-
crete goals, quantified by parameters that will serve as
metrics towards the near- and long-terms. More specifi-
cally, the metrics we improvements by at least an order of
magnitude in coherence compared with the current state-
of-the-art. 2D planar quantum circuits with 256 physical
qubit processor and long coherence times, approaching
milliseconds, would enable two-qubit gate error rates be-
low thresholds for fault-tolerance and bringing quantum
computers entering the quantum advantage era.

Round robin is a sub-task of the focus area on the
2D device front to investigate and reveal possible un-
known environmental, isolate the effect of the cosmic
ray, and provide the cross-institutional benchmarking for
SQMS superconducting platforms using Rigetti multi-
qubit chips. This first-of-its-kind study will provide new
insights into the factors (microwave chain, magnetic en-
vironment, and cosmic ray et .al .) toward advancing state
of the art performance. It has successfully progressed at
all involved institutions including FNAL, NIST, INFN,
and Colorado Boulder.

FNAL is also pursuing advanced fabrication technolo-
gies and optimized device designs to minimize the two-
level defects, mitigate the non-equilibrium quasiparticles,
and suppress charge/flux noises, all of which are aimed to
improve the coherence performance of single qubits and
multi-qubit up-scale capability. The superconducting
quantum circuits are fabricated at three state-of-the-art
cleanroom foundries at Rigetti, NIST, and U. Chicago;
The device characterization will be performed at FNAL,
Rigetti, INFN, and Colorado Boulder in multiple quan-
tum testbeds at sub-mK temperature range.

Qutrit algorithms for HEP

Recently, qutrit formulations for problems in HEP
have begun gaining traction [47–50, 67]. As discussed
above, one advantage in using qutrits over qubits is the
reduction in entangling gate requirements. Another ben-
efit of qutrit-based devices for HEP is that the local de-
grees of freedom often are not powers of 2, e.g. for many
truncations of U(1) [49, 67–71], for crystal-like subgroups
of SU(2) and SU(3) [72–75]. When mapping these the-
ories onto qubits, this mismatch leads to qubit states
which do not correspond to any state in the field theory,
which is both inefficient and without error correction can
lead to large errors in simulations. In contrast, mapping
these theories onto qudits or qutrits can avoid or reduce
the number of such mismatched states. Work such as in
Ref. [49, 67] implement algorithms assuming a gate set
of arbitrary 1-qudit rotations and a controlled increment
gate which is defined as

Cinc. =
N−1∑
i=0

N−1∑
j=0

|i⟩⟨i| ⊗ |j⟩⟨(j + i)modN |. (5)

A tentative noise study on qutrits versus qubits indi-
cates that even if qutrit gates are significantly noisier
than qubits, equivalent physics can be achieved [49]. It
is open study on how these results may extend to higher
number states and other theories.

B. Many-body correlation & scrambling detection
and simulations

With recent developments in the increase of quality
of building blocks of quantum circuits, we are moving
from physics demonstration into physics discovery era.
Many-body systems constitute useful problems that can
be hard to simulate in supercomputers and can also be
used as benchmarks to test performance of the quantum
simulators [76–79]. Recent studies show that quantum
simulator performance has almost caught up the perfor-
mance of supercomputers for certain problem instances
[76, 77]. Qudit-based processors will foster physics dis-
coveries. In addition to providing lower-depth circuits
and noise improvement with hardware-efficient solutions
[4, 48, 49, 80], qudits with even small number of lev-
els can provide rich structures [76, 81]. Each mode in
bosonic quantum processors can host many levels, which
are natural candidates for qudit simulations [17].
Quantum circuits can be used as platforms to sim-

ulate spreading of information, which include but not
limited to optimization problems encoded in spin mod-
els [82–86], unconventional many-body phenomena, such
as many-body localization and scars [87–90] and lattice
quantum chromodynamics [91]. An information theoret-
ical aspect that merges seemingly different scales under
one roof, from spin glass to black holes, is scrambling,
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which is defined as the spreading of localized informa-
tion from a small part of a system to the entire system.
The exponentially fast spreading is a signature of quan-
tum chaos. Squared commutators and out-of-time-order
correlator (OTOC) are used as measures for the scram-
bling and the total accessible degrees of freedom in the
system [92–96]. Spreading of operator entanglement is
hard to simulate classically but it can be measured ef-
ficiently by OTOC fluctuations on the quantum device
[77]. Squared commutators of black holes grow at the
fastest scale possible (they are ”fast scramblers” [97]).
AdS/CFT correspondence can be used to design unitary
actions describing black hole dynamics, which provides
new perspectives to study quantum gravity in the lab
[98, 99].

C. Materials for 2D QPU

Similar materials considerations to those discussed for
3D QPUs are relevant in the case of 2D QPUs. Nio-
bium metal once again represents the most commonly
employed superconducting material. In the case of 2D
QPUs, however, niobium must be deposited in a thin
film form on an underlying substrate to attain a 2D ge-
ometry. This introduces the presence of various inter-
faces and surfaces which can limit coherence times and
various performance metrics. These include factors such
as the interface between the metal thin film and the un-
derlying substrate (metal/substrate interface), interfaces
between differently oriented metal grains in the niobium
film (grain boundaries), the surface oxide that may form
on the unexposed substrate (substrate/air interface), and
the niobium pentoxide that forms at the surface of the
niobium metal discussed previously (niobium/air inter-
face) [100, 101]. Each of these can introduce loss in the
2D system. Further, lithography processes used to define
the superconducting circuit can also introduce interstitial
impurities in the niobium metal that can negatively im-
pact the superconducting properties.[102] As such, iden-
tifying schemes to mitigate the impact of these factors
remains an active area of materials research.

Further, aluminum metal is traditionally used for the
two superconducting electrodes in the Josephson junc-
tions, which are used to introduce anharmonicity in these
systems. These electrodes are separated by an ultra-thin
insulating barrier through which electrons can quantum
mechanically tunnel. The most common method for fab-
ricating this tunneling barrier involves a diffusion-limited
oxidation process of aluminum, which leads to the forma-
tion of an aluminum/aluminum oxide/aluminum junc-
tion. In terms of loss mechanisms, spatial variations in
the oxide barrier width can lead to inhomogeneities in the
tunneling currents and induce variability in operating fre-
quency of the qubit. Further, similarly to niobium pen-
toxide, aluminum oxide can host two-level system defects
and impact coherence times in these systems [103]. To
this end, the identification of new methodologies for fab-

ricating higher quality Josephson junction free of these
loss mechanisms has garnered significant research inter-
est.

IV. INTER-CONNECTIVITY

On-going research on quantum nodes and repeaters
have the potential to develop a distributed quantum
internet, expanding the capabilities of future quantum
computers. Such networks would allow multiple devices
to be entangled and thereby reduce the quantum noise,
resulting in networks of quantum sensors with enhanced
sensitivity, below the standard quantum limit (SQL)
[104]. Eventually, new quantum sensing experiments may
also be enabled by the possibility of placing the sensors
in very diverse environmental conditions and locations.
Several protocols can be considered for quantum commu-
nications, some of them may include the use of variable
couplers to synchronize catch and release operations.
Different systems can be used to implement quantum

computation, each of them is peculiar in its physical
properties and utilizes diverse technologies to synthetize
and manipulate quantum states, being better suited for
specific applications. Superconducting quantum systems
for example can process quantum information in a fast
way at milli-kelvin temperatures, while optical photons
are natural information carriers over long distances at
ambient temperatures. At ETH Zurich quantum tele-
portation was demonstrated connecting dilution refrig-
erators through a cryogenically cold 5m-long microwave
line [105]. There are advantages in using the same tech-
nology for both quantum communication and quantum
processing, such as high fidelity and error correctable
chip-to-chip communication. However, this concept is
not suitable for long-distance communication, which is
essential for creating larger quantum networks or expand-
ing the energy range of quantum sensors. In this section,
we discuss the technical challenges in the implementation
of quantum networks through interconnected nodes and
hybrid transduction devices. We also describe different
tunable schemes for qubits coupled with SRF cavities and
2D QPUs connected to 3D quantum memories.

A. 2D QPU and 3D quantum memory

Although the coherence time of 2D QPU is orders of
magnitude smaller than the 3D one, it has the advantage
of faster gate speed. To exploit the distinct features from
different computing components, it can be promising to
build a hybrid QPU for some applications. More specif-
ically, we store the information in the 3D cavity to take
advantage of its long coherence time. When performing
gates, we transfer the quantum state to a 2D QPU which
then enables fast gate operations. This hybrid QPU ap-
proach can also be generalized and actually has a close
analogy to the error protected qubit introduced in Sec-
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tion VI. In general, a computational subspace with long
coherence time means that it is protected against the
noise environment. However, this also makes it harder to
manipulate the information, i.e., to control the device.
Therefore, protocols to temporarily leave the protected
subspace to perform a gate and then map back after the
gate is finished are needed.

B. Interconnection between quantum computation
nodes

Scalable quantum computing, one of the ultimate
goals of the SQMS center, must address the question of
distributed quantum information processed among spa-
tially separated nodes with high fidelity and high effi-
ciency. Physically this amounts to transporting quan-
tum states between nodes via photon channels, a process
often termed Quantum State Transfer (QST). Large en-
tanglement rates between nodes are key to distributed
fault-tolerant quantum computation [106]. The methods
to achieve this, specific to SQMS’s unique architecture,
will be a logical next step in R&D following matured
high-fidelity manipulation of individual nodes. We envi-
sion a staged approach with milestones clearly identified,
building up expertise first in well-established techniques
adapted to the SQMS environment, while eventually aim-
ing for cutting-edge studies with breakthrough potential.
In its essence, a QST task aims to accomplish the follow-
ing:

(α |0⟩1 + β |1⟩1)⊗ |0⟩P ⊗ |0⟩2
QST−−−→

−→ |ϵ⟩1 ⊗ |δ⟩P ⊗ (α |0⟩2 + β |1⟩2) ,
(6)

where the initial quantum state in the product space of
node 1, node 2, and photon channel P , with node 1 in a
preset pure state and node 2 and channel P in the ground
and vacuum states, is mapped into the final quantum
state in which node 2 becomes a copy of the initial state
of node 1 and node 1 and channel P are left in potentially
indeterminate states.

Left to passive evolution by the Hamiltonian, this goal
cannot be achieved unless the coupling between the nodes
and the channel can be programmatically varied in time
[107, 108]. The potential afforded by this additional han-
dle was behind most of the developments in QST [109,
110] since its first proof of principle. The main challenges
to a particular QST scheme can be summarized as fol-
lows:

1. Performance. The overriding criterion of QST is
the overall fidelity, F = |⟨ψ1|ψ2⟩|2, where |ψ1⟩ and
|ψ2⟩ are the quantum states of initial node 1 and
final node 2. This fidelity should meet the demands
of a massively scalable quantum computer.

2. Efficiency. Gate time and error tolerance require-
ments translate into parameters of the QST cou-
pling modulation, such as total transmission time

and the on/off ratio measuring the dynamic range
of the coupling strength [109].

3. Robustness. QST is susceptible to a wide range of
systematic and dynamic sources of errors [111], not
the least detuning between the emitting and receiv-
ing nodes, with

√
1− η ∝ |δω| , where η measures

the QST fidelity and δω is the detuning. Detun-
ing, either static or modulation induced, must be
controlled to tolerable level.

4. Environment. Success of the QST scheme depends
on the initial photon channel being in the vacuum
state, as well as effective suppression of thermal
photons to an exacting level. This condition will
be ensured initially with the entire system in the
milli-kelvin environment [112]. Proposed concepts
in Refs. [113–115] can potentially be adopted or ex-
panded to lift this restriction with photon channels
thermalized up to a few Kelvin, holding promise
for realistic quantum computing distributed over
nontrivial distance.

5. Control configuration and algorithm. a. Coupling
modulation scheme – Of key importance is the deci-
sion on the method for coupling modulation, either
magnetic [116–118], microwave driven [119, 120], or
other. This determines how the emitted/absorbed
photon wave function is controlled. b. Waveform
implementation – The coupling modulation wave-
form is not unique, nor is the digital control hard-
ware/software implementation. Major study is re-
quired to arrive at optimized plans. Our project
thus amounts to systematic resolution of the above
challenges. We propose to divide the entire project
into two stages. The first stage aims at demonstrat-
ing high fidelity QST with good efficiency (total
time, on/off ratio, etc.) on the SQMS-specific ar-
chitecture in a milli-kelvin environment. Key com-
ponents of this stage are listed below. Breakdown
into detailed tasks involving design, fabrication, al-
gorithm, procedure, protocol, etc. shall precede im-
plementation of the following components.

(a) Hardware and infrastructure making up the
QST topology. This includes an emitting
node, which is a resonator with or without a
qubit capable of holding user-specified states
and coupled to the transport channel, a re-
ceiving node with similar characteristics, and
the transport channel. In view of the high-
Q 3D cavity dragging out process time and
imposing exacting tolerance on detuning be-
tween the emitting and receiving nodes. The
hybrid option discussed in section IVA, with
2D QPU acting as an intermediary, may pro-
vide a viable mitigation to these challenges.

(b) Coupling mechanism between the emit-
ter/receiver and the channel, and provision for
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modulating the coupling strength [109, 110,
116–120]. This requires comprehensive design
study in terms of nature of coupling modula-
tion (magnetic or microwave driven) as well as
optimal parameters. The decision on coupling
and modulation scheme will be the first item
on the agenda.

(c) Choice of coupling modulation mechanism has
implication on the next level staging. QST
demo between resonators alone as an interme-
diate step may be possible via magnetic tun-
ing [116–118], whereas it is not obvious how
to explore microwave-based tuning [119, 120]
without qubits in the resonator.

(d) Waveform of coupling modulation and soft-
ware/hardware provisions needed to realize
such modulation.

All the above tasks will leverage Fermilab’s exper-
tise in fabricating and operating superconducting
infrastructure and hardware, microwave electronics
and control, and numerical modeling/simulation.
Planning for the second stage should be carried out
concurrent with the above tasks, aiming for QST
demo over channels above the milli-kelvin level
[113–115], thus increasingly susceptible to thermal-
ization of the quantum state during transport. This
holds great implication to scalable quantum com-
putation in the real world. Several published con-
cepts will provide insights and inspirations for this
study. It is nonetheless conceivable, as an initial
attempt, to explore enlarging the parameter enve-
lope through trade-off between transmission chan-
nel temperature and parameters already achieved
in the first stage. This effort alone would produce
valuable data and insight into the global problem.
In terms of infrastructure, the second stage will
call for introducing an above milli-Kelvin transport
channel, possibly in stages, into the baseline topol-
ogy, with attendant modifications to be identified.

1. Tuning of coupling strength

From the pioneering work of Cirac et al. [107] it was
recognized that in order to achieve fidelity arbitrarily
close to 100% in QST, the waveform of the transported
photon must be tailored through modulating the coupling
strength, κ(t) =

√
γ(t)/2π. Further works in Refs. [108,

109] refined on this scheme, leading to time-symmetric
pulse shaping on both ends of the transmission chan-
nel, effectively causing the wave functions of the reflected
photon and back-transmitted photon to form destructive
interference at the transmission channel-receiver bound-
ary, thus making possible the perfect transmission from
emitting to receiving nodes. There is certain freedom in
choosing the detailed pulse shape [110], whereas exten-
sive work has been done on mechanisms to realize pulse

shaping. Mechanisms to be explored include magnetic
flux modulated coupling [116–118], microwave induced
qubit-resonator coupling, and potentially other methods
[119, 120].
a. Tuning through magnetic inductance. A typical

configuration consists of the node and the transmission
channel coupled through a SQUID based tunable coupler.
The coupler is made up of fixed inductances with mu-
tual inductance, and a flux tunable SQUID. As the flux
through the SQUID is varied by a bias current, the total
effective inductance, and thus the resonator-transmission
channel coupling, is modulated. To implement a com-
plete node system, as well as to be able to initialize the
node in a particular quantum states, the node will consist
of a qubit embedded inside a resonator. Figure 3 depicts
this configuration.
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FIG. 3: Schematic of node-to-transmission channel
coupling modulation via external flux control. The

resonator (blue) is capacitively coupled to a qubit (red)
on one end and coupled to the transmission channel

(black Z0) through a tunable inductive coupler. Coupler
control is through the variable inductance (SQUID) by

the bias current. Control, preparation, and
measurement electronics are on the right side.

As this implementation calls for design and hardware,
especially SQUID based coupling to 3D cavities, which
are new areas of research, challenges may arise. For
example, with a 3D resonator, the flux coupling geom-
etry may compromise qubit lifetime [121]. These po-
tential concerns would warrant careful analysis/modeling
and/or prototyping.
b. Microwave-induced tunable coupling of a Raman

process. This is a technique that achieves effective tun-
able coupling between a resonator-qubit node and a
transmission channel, thus pulse-shaped quantum state
transfer [119, 120]. It takes advantage of a cavity-assisted
Raman process where, due to anharmonicity in the qubit,
a coherent microwave drive near the frequency gap be-
tween the dressed |f, 0⟩D and |g, 1⟩D states with wave-
form Ω(t) will create, in the lowest order of perturbation,
an effective Jaynes-Cummings coupling between these
two states. Here |g⟩ , |e⟩ , |f⟩ , |0⟩ , |1⟩ denote the ground,
1st, and 2nd states of the qubit, and the first two states
of the cavity. The new, time varying, coupling in the
effective perturbative Hamiltonian is:

g̃(t) =
gΩ(t)α√
2∆(∆ + α)

, (7)
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where α is the qubit anharmonicity, g the qubit-resonator
coupling, and ∆ the qubit resonator detuning. This tun-
able coupling provides a handle for controlling the tran-
sition rate between the |f, 0⟩D and the |g, 1⟩D state, with
the latter coupled through decay rate κ to global ground
state |g, 0⟩ by emitting one photon into the transmission
channel. So overall a tunable mechanism responsible for
the emission of a photon wavefunction into the trans-
mission channel is obtained in terms of the combination
of g̃(t) and κ. A self-consistent solution to the modula-
tion function can be further derived, in the simple case
of only two levels (i.e., states, e.g., |f, 0⟩D and |g, 1⟩D)
in the manifold corresponding to the effective Jaynes-
Cummings term, that transmits one complete photon
into the channel:

g̃(t) =
κ

2 cosh (κt/2)
. (8)

In both tunable coupling schemes, the waveforms of
emitted and absorbed pulses are not unique. They how-
ever display time-reversal symmetry. This, as well as
the stringent tolerance on cavity detuning, reflects the
exquisite demand on precision for the success of this task.

2. Flux-tunable qubits in SRF cavities

Several novel tunable superconducting qubit designs
have been proposed over the past decade. In this list are
flux, fluxonium and 0 − π qubit designs which promise
decreased sensitivity to external noise and perturbations
and, consequently, improved coherence times [122–124].
One common feature of these devices is that their control
and operation rely on externally applied magnetic fields
that are needed to reach the optimal regime.

Delivering external magnetic fields inside a 3D cavity
while retaining the advantage of low loss of 3D SRF ar-
chitectures is a non-trivial challenge. Even more so, if
one aims to reach the addressability of individual qubits
inside a cavity.

Using standard approaches such as flux lines or exter-
nal magnetic coils is challenging with 3D cavities. In
the former case, superconducting flux lines are prone to
coupling to the resonance modes of a cavity leading to
unwanted parasitic interaction between the qubits and
the cavity modes as well as distortion of the cavity res-
onance mode fields leading to additional losses. In case
of externally applied magnetic field, it is difficult to com-
pletely avoid magnetic flux trapping in the walls of a
cavity leading to losses associated with the motion of
superconducting vortices. In the latter scheme, the in-
dividual addressability and tuning of qubits will not be
possible once quantum circuits reach scales beyond sev-
eral qubits.

An alternative approach can be to use micro- and nano-
magnets to locally generate magnetic fields needed to
tune and control the qubits inside an SRF cavity. Recent
advances in all-optical switching (AOS) of magnetization

on femtosecond time-scales in thin films and nanomag-
nets [125, 126] provide a viable approach to control mag-
netic flux sensitive qubits without usage of superconduct-
ing current-caring lines or application of external mag-
netic fields disadvantages of which are discussed above.
In case of AOS, magnetization of small areas of magnetic
films (few µm to few tens µm) is controlled by means of
short laser pulses that toggle magnetization between two
stable orientations (up or down) which are typically per-
pendicular to the plane of a film. The size of the switched
area is defined by the width of the laser beam and mag-
netic properties of the film. Both of these parameters are
readily controlled by tuning the optical system and di-
mensions of the optical waveguides and the magnetic film
growth and patterning parameters set during the fabrica-
tion process. In general, optically controlled micro- and
nanomagnets present many parameters thet can be en-
gineered to desired values such as total size (including
thickness), magnetic moment, magnetic anisotropy, ma-
terial composition, optical pulse intensity and duration,
which is need to switch the magnetization.
In the envisaged architecture, see Figure 4, nano-

magnets are controlled by means of femtosecond IR or
near-IR optical pulses delivered through optical waveg-
uides that are fabricated from low-loss dielectric materi-
als such as Si or sapphire. Magnetization of the micro-
/nanomagnets remains stable between the control optical
pulses providing DC magnetic flux bias to the qubits dur-
ing operation and tuning. The total losses in the system
are kept at an acceptable level, as the dimensions are
small and because of the ability to spatially separate the
normally conducting nanomagnets away from the qubits
where they still provide the necessary magnetic flux bias
to quibits. Among the advantages of the described above
architecture, there are compatibility with quibit nanofab-
rication process, scalability and addressability of individ-
ual qubits.

C. Quantum transduction

Superconducting quantum circuits play a critical role
in quantum computing and various quantum applica-
tions. However, the cryogenic operation condition re-
stricts the capability to transfer quantum information
over long distances and to build a large-scale quantum
networks that connect individual nodes. One approach
to break this limitation is to leverage optical signals as
information carriers. These signals which operate at fre-
quencies of hundreds of THz and are immune to thermal
noise at room temperature. As such, optical photons
traveling in free space or optical fibers provide promis-
ing strategies for long-distance quantum communication.
The integration of such communication systems with lo-
cal superconducting quantum processors requires a quan-
tum transducer that can efficiently convert quantum sig-
nals between microwave and optical frequencies with high
fidelity.
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FIG. 4: a) Schematic view of the proposed flux-tunable
qubit controlled by the optically-switched magnet.a)
Representation of the device and its elements (not to

the scale), b) Schematic view of the device. The
optically-controlled magnet and the optical wavequide

are placed on the side of a sapphire chip that is
opposite to the side with the qubits. This is done for
simplicity of the design and compatibility with the

fabrication processes.

So far, a variety of approaches have been exploited
to mitigate the huge frequency gap between microwave
and optical photons, by leveraging intermediate degrees
of freedom such as piezo-optomechanics [127], magnons
[128], cold atoms [129], and rare-earth ions [130]. An-
other promising approach for frequency conversion is by
utilizing electro-optic nonlinearity which can be found in
electro-optic crystals such as lithium niobate (LiNbO3 or
LN) and aluminium nitride (AlN). The microwave signal
applied to the crystal modulates the optical refractive in-
dex leading to a three-wave mixing process between the
optical pump, the optical signal, and the microwave field.
In this way a bidirectional conversion can be realized be-
tween microwave and optical signals.

In the past years, electro-optic frequency conversion
has been studied in both two-dimensional and three-
dimensional architectures. In two-dimensional systems,
microwave cavities are integrated with electro-optic pho-
tonic resonators on chip [131, 132]. The thin-film
lithium niobate fabrication technique enabled ultrahigh
qualify factor for optical resonators. In 3D platforms,
bulk lithium niobate crystals are embedded into three-
dimensional microwave cavities [133, 134], where the
large mode volume and heat capacity reduce the over-

heating when pump power is high. However, so far, the
efficiency for quantum transduction is not high enough
and most schemes operate in the high-pump regime
with large noise. The reason lies in small single-photon
microwave-optic coupling coefficient (g) and low-quality
factors of microwave cavities.
To improve the quantum transduction technology, our

strategy exploits Fermilab’s 3D bulk niobium cavities
which have high density of the electromagnetic fields
in a large RF volume with Q factor ∼ 1010. Such de-
vices can significantly enhance the microwave-optical in-
teractions with much lower dissipation and overheating
of the devices. The large flexibility of cavity geometry
can also provide new degrees of freedom to optimize the
microwave-optical coupling strength.
Based on the high-Q microwave cavities, we can de-

sign a new electro-optic microwave-optic frequency con-
verter for efficient quantum transduction. The device is
composed of a bulk LN crystal embedded into a high-Q
bulk niobium microwave cavity, integrated with both mi-
crowave and optical couplers. The optical crystal with
highly smooth surface supports whispering gallery mode
where the optical wave travels along the edge of the crys-
tal. The whole setup operates at about 15 mK tempera-
ture in a dilution refrigerator. The high microwave Q fac-
tor and large coupling strength between microwave and
optical modes are expected to lead to orders of magnitude
enhancement for transduction efficiency at a low pump
power of tens of µW . A preliminary study of this trans-
duction technology is currently being supported through
the Fermilab’s Laboratory Directed Research and De-
velopment (LDRD) program. Figure 5a shows the mi-
crowave design of a Hybrid Quantum System (HQS). Fig-
ure 5b shows a preliminary microwave design, and dipole
electric-field distribution.

(a) (b)

FIG. 5: (a) Block diagram of a microwave-optical bulk
transduction device; (b) microwave design, dipole mode
excited in the cavity with maximum electric field on the

edge of the crystal.

The high-efficiency electro-optic quantum transducers
lay the foundation for various applications such as high-
fidelity entanglement generation and quantum sensing.
For example, by performing the detection of optical pho-
tons, one can herald the generation of entangled mi-
crowave photons in two distant superconducting quan-
tum units [135]. The high quality factors of the three-
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dimensional microwave cavities could significantly im-
prove the entanglement generation rate as well as the
fidelity. On the other hand, one can leverage the optical
homodyne detection for readout of weak microwave sig-
nals, with the measurement precision below the quantum
limit [136].

V. ROOM TEMPERATURE HARDWARE FOR
QUANTUM DEVICES

The proposed 2D and 3D quantum computers consist
of superconducting qubits coupled with superconducting
resonators. The states of such systems are typically ma-
nipulated by feeding them finely-tuned electrical radio
frequency (RF) pulses. These pulses interact with the
different constituent quantum elements (according to the
chosen frequencies of the input signals), which in turn al-
ter the pulses in nontrivial fashions. These new signals,
which contain information about the system, can then be
measured via readout pulses (see [137] for a comprehen-
sive review). The control and readout pulse generation
processes call for sophisticated room temperature control
electronics.

The fundamental frequencies of the superconducting
quantum systems typically lie in the 1-10GHz band [7],
with the resonance frequencies of transmons being of
the same order. To create such arbitrary pulses with
an arbitrary waveform generator (AWG), it would need
to operate at these frequencies If the frequencies of the
generated pulses are all derived from the same reference
clock (whether on an AWG of another instrument), they
should, in theory, be phase aligned (although slight tim-
ing offsets between each channel’s circuitry, referred to
as the skew may exist). The importance of phase-aligned
signals will be discussed in the next sub-section.

Modern top-of-the-line AWGs can achieve needed
bandwidths and other specifications, and some are well
suited to generating the short, precise, arbitrary pulses
required in quantum experiments.Significantly less spe-
cialised electronics will most likely be inadequate. How-
ever, such ready-made solutions are often expensive and
inflexible. Indeed, given the nascent nature of the
projects being carried out at SQMS - and quantum infor-
mation science in general - the design specifications for
the proposed 2D and 3D quantum computers will cer-
tainly change and evolve as new bottlenecks are discov-
ered and physical hardware requirements encountered.
As such, an equally nimble electronic hardware solution
may be preferable to a proprietary one. The obvious
choice for such a prototype electronic control system
is hence one based on field programmable gate arrays
(FPGAs). The versatility of FPGAs, coupled with the
fact that these semiconductor cicuits can solve any com-
putable problem (and be programmed to implement com-
plex logic functions and act as interconnected memory
blocks, digital signal converters, entire microprocessors,
etc.), means that a custom, in-house approach should be

explored too. Indeed, Fermilab has itself recently devel-
oped a custom qubit control module, QICK [138]. Devel-
oping it further and integrating it into the entire hard-
ware stack in the centre is being actively considered.
Finally, the electronics of choice would mostly likely

need to possess functionality to interface with a wide ar-
ray of other devices for synchronisation and data trans-
fer purposes, and as such needs to be of sufficiently high
throughput and possess sufficient interfaces. However, it
should be noted that phase alignment between different
instruments, if required, is usually complex.

1. Specification requirements

The 3D SRF/transmon quantum computer being de-
veloped by the SQMS Center is incredibly novel and of-
fers a number of advantages over more traditional, solely
planar qubit architectures, such as all-to-all connectivity
and record-high coherence times.
The parameters of said pulses, namely their ampli-

tudes, frequencies, phases and overall shape, require pre-
cise control. Indeed, the area under a pulse as well as its
phase relative to that of all other signals determines the
quantum operation that is applied to the system [137].
These arbitrary pulses are generated using mixing as de-
scribed earlier. Now, while such mixing is standard in
commonplace electronics, the relatively high resolutions,
low latencies and low error tolerances required to con-
trol SQMS’s 3D quantum computer calls for specialist
electronics. First, one which avoids complicated exter-
nal analog mixer calibration and instead opts for high
frequency direct digital synthesis, along with digital IQ
mixers, would ameliorate potential errors. Furthermore,
such a control system would be more amenable to hard-
ware acceleration in attempts to reduce overall system
latency. This is important because the decision-making
logic often needs to occur in real time. For example, so-
called active reset protocols involve measuring a qubit
(or cavity in a 3D architecture) and applying a ‘reset’
pulse if the qubit is found to be in an excited state [139].
This needs to occur before other qubits or cavity states
evolve and potentially decohere; empirically, the total
time for this entire feedback loop needs to be on the
order of 100 ns. To best leverage SQMS’s long coher-
ence cavity times, the hardware itself cannot be the bot-
tleneck: if such feedback instructions were carried out
chiefly in software (on a desktop computer interfacing
with the qubit controller for example), latencies of up
to ∼1ms may be introduced; empirically, we have ob-
served latencies of 3 to 4 orders of magnitude less on
hardware accelerated, FPGA-based systems. Similarly
quick ”measure-decide-generate-pulse” protocols feature
in error corrections schemes too and will feature promi-
nently in the current NISQ era.
In the 3D architecture, as in most superconducting

quantum computers, it is fundamental that the various
control and readout signals are phase-locked over large
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bandwidths in order to properly keep track of the phase
relationships between the quantum subsystems. To see
why, consider the case of a single transmon qubit. The
relative phase between the computational basis state vec-
tors of the transmon is constantly evolving, at its re-
spective frequency, as the state rotates around the Bloch
sphere of the qubit in the laboratory reference frame
[137]. When a pulse is applied to the qubit, the phase of
the pulse and its relationship with the phase of the qubit
determines the quantum gate that that pulse corresponds
with. For example, if the qubit is in the |0⟩+ |1⟩ state the
moment a π pulse is applied, the qubit is moved to the
|0⟩ − |1⟩ state. However, as the qubit state is simultane-
ously rotating about the equator of the Bloch sphere, if
the π pulse is inadvertently applied a quarter of a period
too late (when the qubit is in the |0⟩+i |1⟩ state), the end
state of the qubit would be |0⟩−i |1⟩. Now, phase-locking
would not be important in the case of a single transmon,
as one need simply time the pulse sequence correctly to
implement the correct single qubit gate. However, the
phases between the control signals for multiple qubits
need to be locked with respect to one another so that the
phases can be precisely accounted for in order to prop-
erly affect various two qubit gates. For example, if a se-
ries of pulses without phase-locking (and hence probable
mismatch), with which we wish to implement a CNOT
gate, are implemented, the mismatch between the signals
would affect the axis about which one (or both) qubits
are rotated on their respective Bloch spheres, having a
deleterious effect on the process fidelity. The same con-
cerns carry over to a 3D system comprised of transmons
and cavities. So, electronics which phase-lock the signals
with respect to a reference signal are hence needed. Fur-
thermore, this phase-locking needs to occur over a large
bandwidth, given the high frequencies at which the con-
stituent elements are required to operate.

Another challenge that needs to addressed in order to
control a very large Hilbert space is the level of selec-
tivity, which allows for the preparation of any arbitrary
superposition of Fock states and ultimately quantum in-
formation processing. Controls of a high Hilbert space
requires the ability of controlling multiple microwave sig-
nals over a large spectrum and with high resolution in
frequency and amplitude. An additional challenge re-
lies in the synthesis of OQC pulses, that may requires
fast transitions over a large badwidth. Error correction
schemes based on feedback loops are well known and al-
ready employed, however they mostly are implemented
offline. Most commercially available platforms cannot
reach this level of performances, further development in
this field along with the implementation of active loops
with low latency would further facilitate the controlla-
bility of 2D and 3D quantum devices. The implementa-
tion of fast Digital to Analogue (DAC) converters flexible
digital signal processing blocks to allow live processing,
data acquisition and analysis, will also represent a break-
through to enhance performances and improve readout
fidelity.

VI. QUANTUM ERROR PROTECTION AND
CORRECTION

To execute any of the advanced quantum algorithms
the quantum processors need to be reliable throughout
the computation, i.e. during gate operation and infor-
mation storage. Due to the interaction with the environ-
ment (albeit passive or during control operations), errors
are however inevitable and a good understanding of their
origin is required to make the execution of quantum al-
gorithms sufficiently robust. In general, there are three
separate strategies to reduce the rate at which quan-
tum information is adversely affected by errors i.e 1) de-
crease the coupling to the noisy environment by filtering
and shielding, 2) adopt a circuit design with eigenstates
immune to noise and 3) actively measure the presence
of errors and correct accordingly. These strategies are
complementary with each other, and thus can be im-
plemented together to enhance the performance of the
quantum processor. In general, the strategy to reduce
the adverse effects of any spurious coupling to the envi-
ronment is referred to as quantum error correction. In
this section both the passive (hardware-level) protection
and active (feedback based) error correction will be dis-
cussed.

A. Error-protected quantum devices

Quantum information processing relies on the encod-
ing of information into the superposition of a systems
eigenstates e.g. |ψ⟩ = cos(θ/2) |0⟩ + eiϕ sin(θ/2) |1⟩. In
contrast to classical information processing, such an en-
coding is determined by complex instead of real coeffi-
cients. Consequently, quantum hardware deals with two
types of errors i.e. in addition to bit-flips (related to θ)
caused by relaxation, the information can be corrupted
by dephasing due to phase-flips (related to ϕ). The rate
of both errors are determined by specific properties of
the eigenstates set by the device circuit. The dephasing
rate, for example, depends on the energy dispersion of the
eigenstates with respect any of the device parameters i.e.

1/Tλ
ϕ ∝

∣∣∣∣E01

λ

∣∣∣∣2Sλ(ω → 0) (9)

where Sλ(ω) is the power spectral density of the noise
related to device parameter λ. This relation is at the
root of the successful transmon device as its energy dis-
persion is exponentially suppressed with the EJ/EC ra-
tio. The transmon relaxation rate, one the other hand,
is not particularly minimized. In general the relaxation
rate is determined by Fermi’s Golden rule for a specific
noisy interaction operator Ô i.e.

1/Tλ
1 ∝ | ⟨0| Ô |1⟩ |2Sλ(ω = E01/ℏ) (10)
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where E01 is the energy difference between the two
eigenstates. Fluxonium qubits, for example, typically
have higher coherence times compared to other supercon-
ducting circuits [140] due to the smaller charge transition
matrix element. Additionally, they have a much larger,
and positive anharmonicity which potential is beneficial
for its operation in both a 2D based as 3D based quan-
tum architecture. Despite a slightly more complicated
circuit geometry including a necessary flux bias control,
the two major advantages mentioned still drive both the
academia and industry to increasingly invest in this type
of device [141]. Recently the fidelities of two-qubit gates
on the fluxonium has reached the same level of those of
the transmons device, which makes it a strong candidate
for the 2D based architecture.

With this in mind, the SQMS project pursues further
decreasing the fluxonium’s dephasing and relaxation rate.
One indispensable step toward this goal is to more care-
fully characterizing the noise channels. On the dielectric
loss and 1/f flux noise, it is still unclear what are the
main parameters impacting the noise amplitudes. Pos-
sible factors include the circuit size, geometry, and ma-
terials. Finally, the presence of quasi-particles and the
instability of critical current should also add to the de-
coherence of the fluxonium qubit are part of further re-
search.

The transmon and fluxonium circuits are both exam-
ples of devices with (partial) protection of either depo-
larization or pure dephasing noise. However, the coher-
ence time T2 of a device is determined from both de-
polarization T1 and pure dephasing time Tϕ as 1/T2 =
1/2T1 + 1/Tϕ. Clearly, a qubit with simultaneous pro-
tection against both types of noise is required in order
to have long coherence time. One candidate is the so-
called cos 2φ qubit [142]. The key element in this ideal
circuit is a physical system which only allows tunneling of
pairs of Cooper pairs. By encoding logical states in sub-
spaces with even and odd parity of the Cooper pairs, the
states exhibit disjoint support in the charge basis, and
thus protect the qubit from depolarization noise such as
dielectric loss. In order to reduce charge noise, which
is the dominant dephasing noise, we simply take large
EJ/EC ratio, similar to the strategy used in the trans-
mon qubit. It should be emphasized that the cos 2φ
qubit introduced here is an ideal circuit, in the sense
that there is no physical system with a natural potential
with π-periodicity. The 0 − π qubit, first introduced in
Ref. [124, 142–147] and recently realized in Ref. [148],
can be viewed as a physical implementation of the cos 2φ
qubit. With large impedance associated with superinduc-
tors in the 0−π qubit, the circuit dynamics is dominated
by co-tunneling of Cooper pairs, and thus an effective
cos 2φ qubit. The first experimental realization exhibits
an outstanding T1 = 1.6 ms, and a reasonable T2 = 25µs,
demonstrating the promising future of protected qubits.

A dual circuit to the cos 2φ qubit is the Bifluxon
qubit [149]. Instead of tunneling of pairs of Cooper pairs,
it exploits tunneling of pairs of fluxons into the circuit

loop, which conserves the fluxon parity, and thus enables
disjoint support. With large EC/EL ratio, the qubit can
be also protected against flux dephasing noise.
The inevitable coupling between the quantum system

to its environment in general leads to the loss of infor-
mation and degrade the performance of QPUs. However,
there are cases where the noise is actually helpful, espe-
cially when a drive is applied to the system. The strategy
to engineer the Hamiltonian and the dissipation of the
system by driving is referred as driven-dissipative. In the
context of superconducting circuits, this often involves a
nonlinear element (e.g., Josephson junctions) which en-
ables three- or four-wave mixing process. One great ex-
ample here is the stabilized cat qubit. The cat qubit
will eventually decay to vacuum if there is no photon
injection. Thus, it is crucial to stabilize the cat states.
One approach (dissipative cat) is taken in Ref. [24, 150–
152], where they engineer both a two-photon drive and a
two-photon decay channel. This results in a decoherence-
free subspace spanned by the cat states. Another direc-
tion (Kerr cat) is explored in Ref. [23, 153, 154], where
only the Hamiltonian is engineered by introducing a two-
photon drive. Along with the Kerr non-linearity, the cat
states can also be stabilized. Moreover, this stabiliza-
tion protocol also protects the qubit from bit-flip error,
as long as the two cat states are further apart in the res-
onator phase space, thus resulting in exponentially long
lifetime.
This class of novel qubits circuits with builtin protec-

tion against relaxation and/or dephasing clearly has a
great potential for 2D processors and even as an ancilla
qubit in cavity based QPUs. While the relaxation time of
SRF cavities are typically still much higher than those of
protected qubits, it will be reduced by the ancilla qubit
via the reverse Purcell effect. This puts a limitation to
the maximum coupling between the cavity and the qubit
which, as shown above, translates to a minimum pulse
length for SNAP gates. Simultaneously, any increase in
coherence of the ancilla qubit will directly result in a
larger Hilbert space available for qudit encoding. The
requirement of a (static) magnetic field does however in-
troduce serious technical complications since any mag-
netic field can easily reduce the relaxation time of nio-
bium cavities. This technical challenge can be resolved
by cleverly engineering of the qubit circuit, the magnet
source (e.g. with broadband inductive properties) and
the cavity design and material. Considering the state of
the art performance of the transmon qubit and the poten-
tial of protected qubit, it will become relevant to focus
future research on the development and integration of
protected qubits to resolve these issues.

B. Feedback error correction

The hardware capabilities described in this paper will
eventually be limited by the noisy environment. The
HEP and CM simulation algorithms are also going to be
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affected by this noise. Besides the hardware efforts for
the error correction, a theory based error correction is
needed. The bosonic error correction can be done via
enlargement of the Hilbert space, then extracting the
information from the redundant information [155–157].
The error correction protocols can change depending if
the information is coded in cat (coherent) states or Fock
states. For the error correction on Fock states, the GKP
(Gottesman, Kitaev, Preskill) code can be utilized [9].
The GKP codes take advantage of displacement gates by
using them as stabilizer in the position-momentum phase
space, if the errors are |δq| <

√
π/2 and |δp| <

√
π/2

[157]. The GKP code can be utilized in SNAP and dis-
placement based HEP simulation algorithms. The ac-
curacy of the GKP code when the qudit dimension gets
large is an another challenge that needs to be addressed.
For large error rates and large qudit dimensions, surface
codes can be utilized to correct the bosonic errors [158].

VII. HEP CLOUD

As SQMS hardware develops and matures, there will
be an increasing need to standardize interfaces and pro-
cedures to conduct experiments and studies using Fer-
milab quantum devices. Through the HEPCloud1 sys-
tem, Fermilab provides to the user community common
methods to access computational resources available on-
site and offsite. HEPCloud has features for scheduling
job, reserving resources, and managing users and time
allocations.

Integrating quantum resource management into HEP-
Cloud began in 2021 through a joint project with SQMS,
the Fermilab Scientific Computing Division, and Rigetti
Computing. We have successfully demonstrated HEP-
Cloud scheduling of batch jobs originating at Fermilab,
running on Rigetti’s Aspen-11 QPU, and returning re-
sults back to user space at Fermilab. Amazon Web Ser-
vices are used for the classical computational aspects and
provide the pathway from Fermilab to Rigetti QPUs. We
are currently working to define and develop the interfaces
necessary for an excellent user experience and transpar-
ent access to QPUs. This HEPCloud-Rigetti project also
serves as the groundwork for integrating the experimental
devices that will be available at Fermilab through SQMS
over the next few years. We anticipate adding features
for handling data collection, data cataloging, and access.
HEPCloud can also allow for expansion into High Per-
formance Computing facilities at NERSC2 and ALCF3

when there is a need for high computational load. The
same interfaces used for device access can also be used for
quantum simulations and pulse design with resource ac-

1 https://hepcloud.fnal.gov
2 National Energy Research Scientific Computing Center
3 Argonne Leadership Computing Facility

cess controls and accounting managed centrally for sim-
plified user access.

VIII. SUMMARY AND OUTLOOK

In this whitepaper we reviewed most recent develop-
ments in quantum computing based on superconducting
technology, highlighting the synergies between the QIS
and HEP programs, as well as future research directions.
Some of the R&D challenges are outlined as follows.

• HEP Simulations in 2D and 3D devices – With
fermionic modes of the transmon and bosonic
modes of the electric field in a cavity, we provide
alternative and potentially powerful techniques to
the qubit based HEP simulation devices. With the
engineering of the alternative gates and new dis-
cretization techniques, various field theories can be
simulated on the SRF devices that are developed
at SQMS. Gate engineering, gate and readout fi-
delities, new encoding schemes are the major chal-
lenges for HEP simulations on SRF platforms.

• Quantum hardware – The realization of superior
quantum devices still requires to overcome several
challenges. For the qutrit architecture these are
mostly related to materials. The qudit architecture
however is less mature and more flexibility which
justifies further research into optimal information
encoding, qudit-qudit connectivity and operation.

• Noise-protected qubits – We propose to go beyond
the current transmon qubit and explore the possi-
bility of 2D qubits with intrinsic noise protection,
such as the fluxonium and cos 2φ qubit. Served as
a processing unit or an ancilla, the protected qubit
can improve the performance in both 2D and 3D
QPU.

• Room temperature electronics and instrumentation
– Development and implementation of superior
room temperature electronics, with low latency, re-
duced phase noise and enhanced resolution. This
would also further facilitate the controllability of
2D and 3D quantum devices over a large Hilbert
space.

• Quantum networks – Advances in the realization
of distributed quantum networks is probably the
next major challenge to be addressed. Whether it is
realized through transduction, hybrid or microwave
lines, any progress in this field is a step toward
the scaling of current quantum processing units and
sensors.

• Quantum state transfer (QST) – Distributed quan-
tum information processing among spatially sepa-
rated nodes is a key ingredient for scalable quantum
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computing. We plan to achieve this by demonstrat-
ing on-demand high-fidelity quantum state trans-
fer (QST) based on SQMS-specific infrastructure.
Major components, including node configuration,
node-transmission channel coupling, coupling mod-
ulation mechanism, pulse shaping protocols, etc.
will undergo design, prototyping, testing and inte-
gration. Staged approach, with transmission chan-
nel going from milli-kelvin to a few Kelvin, is envi-
sioned aiming for breakthrough possibilities.

In general, we find there is ample justification to expect
breakthrough advances in HEP algorithms, interconnec-
tivity and quantum hardware performance, especially for
the qudit based architectures.
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