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Abstract. With the High Luminosity LHC coming online in the near future, event generators
will need to provide very large event samples to match the experimental precision. Currently, the
estimated cost to generate these events exceeds the computing budget of the LHC experiments.
To address these issues, the computing efficiency of event generators need to be improved.
Many different approaches are being taken to achieve this goal. I will cover the ongoing work
on implementing event generators on the GPUs, machine learning the matrix element, machine
learning the phase space, and minimizing the number of negative weight events.

1. Introduction
Collider experiments are developed by the high energy physics community to understand the
universe at the smallest distances. Event generators are tools that have been developed to
connect the theory calculations to the experimental measurements. This connection is made
through simulating the collisions event-by-event through the use of Monte-Carlo methods. The
event generators can be broken down into separate components describing the physics at different
scales involved in the collision [1, 2]. Starting from the highest scale and working to the
lowest scale, these consist of the hard matrix element, parton showers, and hadronization. Our
fundamental theoretical understanding is encoded in the hard matrix element through matrix
element generators. Matrix element generators are able to compute processes at tree-level [3–10],
one-loop level [11–18], and can handle a broad range of Beyond the Standard Model scenarios
in an automated fashion [19–21].

As typically is the case, increasing the flexibility of these programs comes at a cost of
computational efficiency. The alternative to these automated tools is to obtain analytic
calculations for each process. While this is feasible for low multiplicity, there are no analytic
results for high multiplicity processes. Therefore, the trade-off in efficiency is acceptable in order
to simulate the needed higher multiplicity events. High multiplicity events will become even more
important with the high-luminosity phase of the Large Hadron Collider (LHC) starting up in
the near future. The datasets collected in this phase of the LHC will have an unprecedented
number of events. Ensuring that the event generator statistics are not the dominant uncertainty
in these analyses requires a similar sized dataset. However with current techniques, this would
far exceed the computational budget for the experiments (see the left panel of Fig. 1). The cost
of these events are dominated by the hard matrix element calculation, which scales exponentially
as a function of the multiplicity (see the right panel of Fig. 1).

To address these computing limitations, many different solutions are being investigated. Here
we will focus on four major categories of advancements being studied. The first is developing
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Fi g u r e 1. L eft: E sti m at e d c o m p uti n g r e q uir e m e nt s f or c urr e nt ( o p e n cir cl e s), c o n s er v ati v e
s p e e d u p s ( cl o s e d v erti c al tri a n gl e s), a n d a g gr e s si v e s p e e d u p s ( cl o s e d i n v ert e d tri a n gl e s) a s a
f u n cti o n of ti m e. A d diti o n all y, e sti m at e s of t h e e x p e ct e d c o m p uti n g b u d g et ar e gi v e n a s s oli d
bl a c k li n e s. T h e fi g ur e i s r e pr o d u c e d fr o m R ef. [ 2 2]. Ri g ht: C P U h o ur s r e q uir e d t o g e n er at e o n e
milli o n e v e nt s a s a f u n cti o n of n u m b e r of fi n al st at e j et s. T h e c al c ul ati o n of t h e h ar d m atri x
el e m e nt i s s h o w n i n r ef, a n d t h e c al c ul ati o n of t h e p art o n s h o w er i s s h o w n i n gr e e n a n d bl u e.
T hi s fi g ur e i s r e pr o d u c e d fr o m R ef. [ 2 3].

m atri x el e m e nt g e n er at or s t h at c a n t a k e a d v a nt a g e of h ar d w ar e a c c el er at or s s u c h a s gr a p hi c s
pr o c e s si n g u nit s ( G P U s), a n d will b e di s c u s s e d i n S e c. 2. T h e s e c o n d i s u si n g m a c hi n e l e ar ni n g
t o d e v el o p a q ui c k b ut a c c ur at e e sti m at e of t h e m atri x el e m e nt t o r e d u c e t h e n e e d t o p e rf or m
t h e f ull c al c ul ati o n. D et ail s of t hi s a p pr o a c h c a n b e f o u n d i n S e c. 3. T hir dl y, m a c hi n e l e ar ni n g
c a n al s o b e u s e d t o m or e e ffi ci e ntl y s a m pl e t h e p h a s e s p a c e i nt e gr al s i n v ol v e d i n si m ul ati n g
t h e e v e nt s f or t h e c olli d er s, w hi c h i s e x pl ai n e d f urt h er i n S e c. 4. Fi n all y, w h e n g oi n g b e y o n d
tr e e-l e v el d e s cri pti o n s, n e g ati v e w ei g ht s ar e u n a v oi d a bl e. N e g ati v e w ei g ht s dr a sti c all y d e cr e a s e
t h e e ff e cti v e s a m pl e si z e. M et h o d s t o r e d u c e t h e n e g ati v e w ei g ht fr a cti o n ar e r e vi e w e d i n S e c. 5.

2. G P U M a t ri x El e m e n t G e n e r a t o r s
T h er e ar e t hr e e m aj or e ff ort s i n v e sti g ati n g t h e u s e of G P U s f or m atri x el e m e nt c al c ul ati o n s. E a c h
gr o u p t a k e s a di ff er e nt a p pr o a c h i n h a n dli n g t h e c o n v er si o n fr o m C P U c o d e s t o G P U c o d e s.
T h e s e a p pr o a c h e s ar e t h e o n e s d e v el o p e d i n Bl o c k G e n [ 2 4], M a d Fl o w [ 2 5], a n d M a d G r a p h-
G P U [ 2 6].

2. 1. Bl o c k G e n
T h e Bl o c k G e n fr a m e w or k [ 2 4] i m pl e m e nt s t h e B er e n d s- Gi el e r e c ur si o n r el ati o n [ 2 7, 2 8] dir e ctl y
o nt o G P U s. T h e y p erf or m e d a c o m pr e h e n si v e st u d y c o m p ari n g c ol or- or d er e d ( Bl o c k G e n- C O Σ )
a n d c ol or- dr e s s e d ( Bl o c k G e n- C D M C ) i m pl e m e nt ati o n s. T h e a ut h or s f o u n d t h at b ot h al g orit h m s
ar e m e m or y b o u n d a n d n ot c o m p ut e b o u n d o n t h e G P U s. T h e m e m or y r e q uir e d b y e a c h
al g orit h m c a n b e f o u n d i n Fi g. 2. T h e l ar g e m e m or y f o ot pri nt pr e v e nt s all t h e n e e d e d m e m or y
fitti n g i n t h e l o c al m e m or y, r e s ulti n g i n m e m or y f et c hi n g d o mi n ati n g t h e ti m e p er e v e nt.
H o w e v er, si g ni fi c a nt i m pr o v e m e nt o v er tr a diti o n al C P U i m pl e m e nt ati o n s w a s f o u n d ( s e e Fi g 3).

2. 2. M a d Fl o w
T h e M a d Fl o w fr a m e w or k [ 2 5] d e v el o p s a n i nt erf a c e wit h t h e M a d Gr a p h 5 a M C @ N L O
pr o gr a m [ 1 7] t o g e n er at e Te n s or fl o w [ 2 9] c o d e. Si n c e Te n s or fl o w i m pl e m e nt s G P U c al c ul ati o n s,
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Figure 2. Memory scaling for typical concurrent partonic calculations as a function of number
of particles. The top right panel shows memory independent of the number of threads, while
the left and bottom right panels show the additional memory per thread. Figure is reproduced
from Ref. [24].
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Figure 3. The comparison of different matrix
element generator implementations. The
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line denotes the best performance amongst all
implementations on GPUs (CPUs). Figure is
reproduced from Ref. [24].

the generated code from MadFlow can be directly run on either CPUs or GPUs. The MadFlow
authors compared the runtime of their implementation on a variety of GPUs and CPUs to
determine the overall performance improvement. While there is drastic improvements in
computation speed at low multiplicities, the gains at high multiplicity are less significant (see
Fig. 4).

2.3. MadGraph-GPU
The MadGraph-GPU framework builds on the MadGraph5 aMC@NLO program to auto-
generate CUDA code [26]. This was handled through a recursive process of optimizing the
output of the C++ generator line by line, instead of redesigning the code from the ground up
for GPUs. While only preliminary results are currently available for the process e+e− → µ+µ−,
the performance is very promising (see Tab. 1).

3. Machine Learning: Matrix Elements
In addition to trying to more efficiently use the available resources on high-performance
computers, other groups are investigating methods of estimating the matrix element efficiently.
These estimates can then be used to reduce the number of exact matrix evaluations required
through a multiple step unweighting procedure. This new unweighting technique is referred to
as Neural Rejection Sampling [30]. The proposed algorithm first uses an approximation for the
matrix element, and then does a first accept-reject step. If the event fails, then there is no need
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Figure 4. Performance of the MadFlow algorithm for low multiplicity (left) and high
multiplicity (right). The performance of various GPUs are shown in blue, and the performance
of various CPUs is shown in red. Figure is reproduced from Ref. [25].

Table 1. Preliminary performance results for the MadGraph-GPU code for the process
e+e− → µ+µ−. Values in the table are reproduced from Ref. [26].

Implementation MEs/sec (double precision) Ratio to C++ code

MadEvent Fortran 1.50× 106 1.15
Standalone C++ 1.31× 106 1.00
Standalone CUDA: NVidia V100 1.37× 109 1050
Standalone CUDA: NVidia T4 4.01× 107 31

to evaluate the expensive exact matrix element. However, if the event is accepted, the exact
matrix element is evaluated and another accept-reject step is performed to obtain an unweighted
event. The efficiency of this method can be found in Tab. 2.

Table 2. Performance measures for unweighting W + 4j events at the LHC. εfull is the overall
efficiency, ε(1st/2nd),surr is the efficiency for the surrogate and full matrix element respectively,
and 〈tfull〉/〈tsurr〉 is the ratio of time for the full matrix element to the surrogate. Further details
of each parameter and data can be found in Ref. [30].

Process εfull 〈tfull〉/〈tsurr〉 ε1st,surr εmed
2nd,surr

dg → e−ν̄egggu 1.4× 10−3 667 7.1× 10−4 5.3× 10−2

dd→ e−ν̄eggdu 3.1× 10−4 162 1.1× 10−4 8.5× 10−2

ud→ e−ν̄eduud̄ 3.6× 10−4 25 1.3× 10−4 7.3× 10−2

To obtain optimal performance of the neural rejection algortihm requires an extremely
accurate matrix element estimate. This can be obtained with the help of a factorization aware
Matrix element emulator. Such an emulator has been proposed in Ref. [31]. It uses information



about the physics to develop an extremely accurate neural network estimate. The estimate
takes advantage of the known factorization properties of the the matrix element in the soft and
collinear limits [32]. Using this information, an ansatz can be fit through the use of a neural
network. The accuracy of this method compared to previous results can be found in Fig. 5.
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Figure 5. Comparison of a variety of neural network estimations of the matrix element
compared to the true matrix element for 3 jet (left) and 5 jet (right) production. The
factorization aware result can be found in blue and orange, with a previous approach shown
in red and green. Figure is reproduced from Ref. [31].

4. Machine Learning: Event Generation
While improving the computational speed of the unweighting procedure can help to drastically
reduce the computational cost, another avenue is in using machine learning to generate events.
There are two approaches in this direction: generating events from a set of pre-generated
events [33–42], and generating the phase space efficiently [33, 43–48].

4.1. From Events
The generation of events from a set of pre-generated events are able to quickly generate additional
events that are similar to the existing ones. However, these approaches have no guarantees on
maintaining the total cross section and struggle with peaked structures in the integrand. The
work in this direction mainly focuses on the use of GANs to generate the events, and is very
successful in reproducing smooth distributions. The current state of the art for these methods
can be seen in Fig. 6.

4.2. Phase Space
The other approach attempts to use machine learning to greatly increase the unweighting
efficiency. The advantage of this approach is that it does not require a pre-generated sample
and through the unweighting procedure guarantees to reproduce the correct cross section. The
downside of this approach is that the networks are more computationally intensive, and still
requires an unweighting step. These two issues lead to a drastically slower method of generating
events than the above approach. The main architecture investigated are invertible networks,
and some promising results have been found in Refs. [44–46] (see the right panel of Fig. 6 and
Tab. 3).
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Figure 6. Left and Center: Event generation through the use of a trained GAN network. The
left plot shows the accuracy of GANs for smooth distributions, while the center plot shows the
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generation. The unweighting efficiency is directly related to the narrowness of the distribution.
The neural network (green) shows a drastic improvement over the previous optimal method
VEGAS (orange). Left and center figures are reproduced from Ref. [37], and the right figure is
reproduced from Ref. [44].

Table 3. Unweighting efficiencies for the default Sherpa and the improvements from neural
network phase space generation for a variety of processes of interest. Data for the table is taken
from Ref. [46].

unweighting efficiency LO QCD
n = 0 n = 1 n = 2 n = 3 n = 4

W+ + n jets Sherpa 2.8× 10−1 3.8× 10−2 7.5× 10−3 1.5× 10−3 8.3× 10−4

NN+NF 6.1× 10−1 1.2× 10−1 1.0× 10−2 1.8× 10−3 8.9× 10−4

Gain 2.2 3.3 1.4 1.2 1.1

W− + n jets Sherpa 2.9× 10−1 4.0× 10−2 7.7× 10−3 2.0× 10−3 9.7× 10−4

NN+NF 7.0× 10−1 1.5× 10−1 1.1× 10−2 2.2× 10−3 7.9× 10−4

Gain 2.4 3.3 1.4 1.1 0.82

Z− + n jets Sherpa 3.1× 10−1 3.6× 10−2 1.5× 10−2 4.7× 10−3

NN+NF 3.8× 10−1 1.0× 10−1 1.4× 10−2 2.4× 10−3

Gain 1.2 2.9 0.91 0.51

5. Reducing Negative Weights
In higher order calculations, negative event weights are unavoidable. Negative weights arise
in the color dipole terms, overestimation of real-emission matrix elements, and in matching to
parton showers. The impact of negative weight events is a reduction in effective sample size,
and thus statistical accuracy. Given a set of events with weights either positive one or negative
one, with a fraction of ε events with negative weight, the additional events required for the same
accuracy is given as:

f(ε) =
1

(1− 2ε)2
. (1)



This quickly increases as ε approaches 50%. Therefore, to improve the efficiency of event
generation, the fraction of negative weight events needs to be as small as possible. There
are two methods of reducing the negative weight fraction.

The first is through the use of resampling the events to produce only positive weight events.
This can be accomplished through the use of a positiver resampler [49], a neural network
resampler [50], or cell resampling [51].

In the positiver resampler [49], events are rescaled by
∑

i wi∑
i |wi| , partially unweighted, and then

rescaled to ensure that the original histogram bin height is restored. The reduction in events
required to reach a given precision can be seen in Tab. 4.

Table 4. Number of weighted events generated and number of events that pass analysis cuts
from merged W + 0j, 1j, 2j at next-to-leading order calculation. Data is taken from Ref. [49].

Sample Total number of events Events included in analysis

weighted 5.3M 195k
positive only 3.2M 121k
unweighted 1.5M 52k
Positive Resampler(t) 659k 25k
Positive Resampler(pWT ) 33k 33k
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Figure 7. Reduction in required number of events generated through a neural resampling
procedure. Figure is reproduced from Ref. [50].

In the neural resampler [50], a weight and variance are obtained through a neural network to
estimate how close the result is to uniformly weighted sample. The weight and variance are then
used to calculate a scaling factor. This scaling factor is used to perform an accept-reject step
and then the event weight is increased by this scaling factor. One advantage to this technique is
that the variance of the original sample is maintained. The validation and reduction in events
generated for pp→ tt̄ at NLO is shown in Fig. 7.

In the cell resampler [51], a phase space measure is defined to calculate the distance between
two points. The negative weight events are then chosen as a seed of a cell. The cell size is
increased until the sum of the weights in the cell is at least twice the negative weight seed.

Afterwards, all the events in the cell are scaled
∑

i∈C wi∑
i∈C |wi| . If there is an insufficient number of
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Figure 8. Left: Validation that the cell resampler reproduces the expected result. Right: The
fraction of positive weight and negative weight events before and after the cell resampler. The
figure is reproduced from Ref. [51].

events in a local region to make the weights positive, the negative weight is kept. This drastically
decreases the number of events required and the fraction of negative weights (see Fig. 8).

Finally, in addition to resampling techniques, the algorithms can be improved to reduce the
negative weight fraction. In Ref. [52], three improvements were proposed. These improvements
were matching to leading color showers, shower vetos on hard emission events, and local K-
factors from the core process. The combination of these three improvements halved the negative
weight fraction within the study. The breakdown of the effect of each improvement can be found
in Tab. 5.

Table 5. Improvements made in the Sherpa event generator to reduce the fraction of negative
weight events. Data is taken from Ref. [52].

Negative Weight Fraction

Default 18.1%

Leading Color Mode 14.0%
+ shower veto on H-events 9.6%
+ local K-factor from core 9.1%

6. Conclusions
In order to match the statistical precision of the high-luminosity LHC, a large number of
events need to be generated with the help of MC programs. The currently available event
generators require a computing budget that exceeds the provided budget to reach the desired
goal. Therefore, there have been many steps taken to improve event generators to reduce the
cost per event.

Speed improvements through the use of dedicated GPU implementations for the hard matrix
element show promise in reducing the cost, but may not be sufficient on their own. Using
machine learning techniques to provide faster unweighting methods and improved phase space
generation also help to increase the overall speed of event generation. Finally, studying negative
weight reduction techniques works on minimizing number of simulated events required.



While each of these steps help to work towards reducing the computing costs to the desired
level, there is still more that needs to be done in order to meet the experimental requirements.
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Mâıtre D 2008 Phys. Rev. D78 036003 (Preprint 0803.4180) URL http://inspirebeta.

net/record/782271

[14] Bevilacqua G, Czakon M, Garzelli M, van Hameren A, Kardos A et al. 2013
Comput.Phys.Commun. 184 986–997 (Preprint 1110.1499)
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[46] Gao C, Höche S, Isaacson J, Krause C and Schulz H 2020 Phys. Rev. D 101 076002 (Preprint
2001.10028)

[47] Chen I K, Klimek M D and Perelstein M 2021 SciPost Phys. 10 023 (Preprint 2009.07819)

[48] Stienen B and Verheyen R 2021 SciPost Phys. 10 038 (Preprint 2011.13445)
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[52] Danziger K, Höche S and Siegert F 2021 (Preprint 2110.15211)

2001.05478
2001.05486
2001.10028
2009.07819
2011.13445
2005.09375
2007.11586
2109.07851
2110.15211

