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65Max Planck Institute for Extraterrestrial Physics, Giessenbachstrasse, 85748 Garching, Germany

66Department of Physics, University of Milano-Bicocca, Piazza della Scienza 3, 20126 Milano (MI), Italy
67Department of Physics and Astronomy, Pevensey Building, University of Sussex, Brighton, BN1 9QH, UK

68Department of Physics, University of Arizona, Tucson, AZ 85721, USA
69Department of Physics, California Institute of Technology, Pasadena, CA 91125, USA

70Brookhaven National Laboratory, Bldg 510, Upton, NY 11973, USA
71Instituto de F́ısica, Pontificia Universidad Católica de Valparáıso, Casilla 4059, Valparáıso, Chile
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ABSTRACT

The cosmic web contains filamentary structure on a wide range of scales. On the largest scales,

superclustering aligns multiple galaxy clusters along inter-cluster bridges, visible through their thermal

Sunyaev-Zel’dovich signal in the Cosmic Microwave Background. We demonstrate a new, flexible

method to analyze the hot gas signal from multi-scale extended structures. We use a Compton-y

map from the Atacama Cosmology Telescope (ACT) stacked on redMaPPer cluster positions from

the optical Dark Energy Survey (DES). Cutout images from the y map are oriented with large-scale

structure information from DES galaxy data such that the superclustering signal is aligned before

being overlaid. We find evidence for an extended quadrupole moment of the stacked y signal at

the 3.5σ level, demonstrating that the large-scale thermal energy surrounding galaxy clusters is

anisotropically distributed. We compare our ACT×DES results with the Buzzard simulations, finding

broad agreement. Using simulations, we highlight the promise of this novel technique for constraining

the evolution of anisotropic, non-Gaussian structure using future combinations of microwave and

optical surveys.

Keywords: Cosmology — Large scale structure — Filaments – Superclusters – Cosmic web

1. INTRODUCTION

The anisotropic clustering of galaxies, galaxy clusters,

and intergalactic matter provides a unique insight into

the development of large-scale structure (LSS) in our

universe. Superclusters and filaments, often referred to

as discrete objects, are in reality part of a continuous

network of matter. Novel statistical methods focused

on the anisotropic scale-dependent aligning tendencies

of clusters, galaxies, gas, and dark matter in this net-

work are needed to assess the relative amplitudes that

the various species contribute to the overall ‘superclus-

tering.’ We use this term to refer to elongated non-

linear overdense structures that span a wide range of

scales (typically tens of Mpc, but also including near-

cluster-core sizes of a few Mpc as well as some correlated

structures which extend beyond 100 Mpc). The forma-
tion and evolution of superclustering is highly depen-

dent on the cosmological model, and thus studying large

populations of filaments and superclusters may provide

key constraining power to discriminate between different

cosmologies (Cen 1994; Frisch et al. 1995; Basilakos et al.

2001; Kolokotronis et al. 2002; Bharadwaj & Pandey

2004; Hopkins et al. 2005; Bagchi et al. 2017; Ho et al.

2018).

In this paper, we present a novel way of using the

oriented stacking method with a combination of multi-

wavelength data. As a proof-of-concept, we use the

method to assess the anisotropy of the thermal energy

distribution surrounding galaxy clusters. We begin with

an overview of the theoretical and observational land-

scape of superclustering.

1.1. An Overview of Superclustering

Observations, simulations, and analytic theory have

converged upon a common model of LSS formation. The

early universe was a near-uniform field of Gaussian ran-

dom density fluctuations which evolved through gravita-

tional instabilities into the web-like structure that exists

today. This continuous network of matter, dubbed the

‘cosmic web’ by Bond et al. (1996) (hereafter BKP),

has complex features across a wide range of scales. Its

large-scale pattern is predictable from features in the

early universe density field, namely the locations of rare

mass-peaks and the surrounding large-scale tidal fields

(Bardeen et al. 1986; Bond et al. 1996; Bond & Myers

1996). Meanwhile, the small-scale details are products

of complex local gravitational interactions in the late-

time universe.

From the very earliest cosmological simulations, fila-

ments emerged as the dominant characteristics of the

cosmic web. Two distinct theories of their formation

(the pancake picture of Zel’Dovich 1970 and hierarchi-

cal clustering) were synthesized into the BKP model,

as reviewed in van de Weygaert & Bond (2008a,b).

This model demonstrates how close pairs of clusters are

bridged by filaments with a strength determined by the

proximity and alignment of the cluster neighbors. How-

ever, the alignment of structure is not limited to the

cluster-bridge scale. Clusters themselves can align and

cluster, forming superclusters. This superclustering of

clusters and galaxies is ubiquitous at lower redshifts, and

is also played out at higher redshifts in protoclusters.

Supercluster regions consist not only of clusters and

filaments; their 3D complexity includes membranes join-

ing filaments and large voids. Despite being the largest

nonlinear structures in the universe, they are far from
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dynamical equilibrium. Hence there is no simple (e.g.,

spherical) shape readily usable for analysis. Though su-

percluster regions always have some alignment, a simple

straight filament picture does not adequately capture

the way in which filaments arc between clusters as the

orientations of the clusters pass from perfect alignment

to partial alignment.

In recent years, the advent of larger and larger sur-

veys has driven the cosmology field away from local-

ized measures of LSS and towards global statistical de-

scriptors. The isotropic two-point correlation function

and its Fourier transform, the power spectrum, are fre-

quently used to describe the clustering of matter (a re-

view is presented in Coil 2013) and have provided strong

constraints on cosmological parameters (see Alam et al.

2017, for the cosmological results from DR12 of BOSS).

However, these methods are only sensitive to isotropic

clustering, as they are functions of a directionless dis-

tance (for the correlation function) or wavenumber mag-

nitude |k| (for the power spectrum). The lowest-order

statistic beyond power is the bispectrum (a review is

provided in Section 4 of Desjacques et al. 2018). This

is the Fourier transform of the 3-point correlation func-

tion (Peebles 1980). The bispectrum encodes informa-

tion about non-Gaussianity in the late universe, mea-

suring significant cosmological information beyond the

power spectrum which can be used to probe dark energy

(Takada & Jain 2004; Sefusatti et al. 2006). However, it

is expensive to measure in its full glory with all possible

wavenumber triangle configurations, and reductions of

the wavenumber possibilities to specific choices restricts

the measurable information. (Desjacques et al. 2018).

In the era of large surveys, localized measurements of

superclustering are still needed, especially those which

consider local alignments and can be applied to a wide

range of scales.

1.2. Motivation

With the goal of pushing beyond the limitations of

correlation functions, which are ensemble averages of

localized measurements centered at every point in the

universe, this paper presents a new way to explore

anisotropic structure through localized measurements at

selected centers in real space. We emphasize the dis-

tinction between statistical and localized anisotropy; in

this paper we refer only to local anisotropies, i.e., the

local variations as a field is rotated around a selected

point. While the superclustering of matter can be ex-

amined through multiple probes, this work focuses on

signals from hot gas for a proof-of-concept. Measure-

ments of the gas anisotropy surrounding galaxy clusters

have the potential to address cosmological and astro-

physical questions across a wide range of scales; Table 1

provides a brief overview. We focus the discussion on

low redshifts (z < 1), where galaxy survey data (a key

component of our methods) is most abundant.

For a homogeneous and statistically isotropic Gaus-

sian random field in the linear phase, all information,

including local anisotropic aspects, is encoded in the 3D

power spectrum. If there is primordial non-Gaussianity,

the power spectrum is insufficient to capture the full in-

formation of the LSS fields even on linear scales. Thus

higher-order statistics like the bi- and tri-spectra are of-

ten used to search for primordial non-Gaussianity, in

the hopes of distinguishing between different models of

inflation (Giannantonio et al. 2012). However, some

types of primordial non-Gaussianity may also be de-

tectable through methods (such as those presented in

this work) which measure, in real space, any excess in

the anisotropy of different tracers around selected points

in the cosmic web. These searches would be best ap-

plied at large scales which are less affected by the non-

Gaussianity induced by late-time gravitational evolu-

tion.

On scales for which the universe has evolved beyond

the linear regime, gravitational collapse drives runaway

local anisotropy and non-Gaussianity of the dark mat-

ter (and baryons). At late times, dark energy changes

the superclustering pattern. Hence, localized probes of

extended structure ranging from scales of a single inter-

cluster bridge to a many-cluster superstructure encode

information on the nature of the dark components that

may be obscured in the global k-space compression of

the information onto isotropic power. Understanding

the gas and galaxy content of filaments is also impor-

tant for galaxy evolution studies. For example, studies

have shown that the position of a galaxy relative to fila-

ments correlates with its spin and spin alignment (Codis

et al. 2018a; Krolewski et al. 2019; Welker et al. 2020)

as well as its mass, morphology, star formation rate, nu-

clear activity, and feedback mechanisms (Darragh Ford

et al. 2019; Kraljic et al. 2020; Santiago-Bautista et al.

2020). Overall, the relationship between the dark mat-

ter, galaxies, and gas in filamentary structures contains

a wealth of cosmological and astrophysical information.

Our succeeding paper will focus on measuring the re-

lationship between the galaxy number density and gas

thermal energy using the methods presented herein.

On smaller scales, the orientation of the gas and galax-

ies within and on the outskirts of clusters is determined

by highly nonlinear dynamics. While the anisotropy is

certainly influenced by the properties of dark energy and
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Table 1. Motivation for making localized measurements of gas anisotropy at various scales.

Object class(es) Approx. long-axis length L Science case(s)

Galaxy clusters and local surroundings L . 3h−1 Mpc Filaments feeding clusters,

cluster assembly processes,

baryonic feedback

Inter-cluster filaments, 3h−1 Mpc . L . 40 h−1Mpc Cosmological model (dark energy, dark matter),

small to mid-sized superclusters gas dynamics from filament compression,

baryonic feedback

Largest superclusters L & 40 h−1Mpc Potential tests of

primordial non-Gaussianity

dark matter, the many unknowns in complex dynamical

processes such as mergers and splashback make cosmo-

logical information difficult to disentangle. However, the

dynamics and assembly history of such objects is inter-

esting in its own right. Studying how the cluster gas

orientation relates to its surrounding filament(s) could

provide insight into the process by which the cosmic web

feeds cold gas and galaxies into clusters (e.g., as recently

studied in The ThreeHundred project in Kuchner et al.

2022; Kotecha et al. 2022).

At all scales, baryonic feedback processes are a con-

founding factor in studying anisotropies in the gas ther-

mal energy content for cosmological purposes. The com-

plex small-scale processes which move baryons out of

dark matter halos and change gas temperatures and

pressures are not well understood, and must be con-

strained in order to glean cosmological information from

thermal energy measurements. Understanding the ef-

fects of feedback on clusters, groups, and filaments

will in turn improve our understanding of the feedback

sources, namely black holes and massive stars.

Thus, localized measurements of thermal energy

anisotropy are motivated by various science cases across

a wide range of scales. For any scale, the questions of

interest can be addressed by comparing the character-

istics of the observational signal with simulations run

under varying sets of cosmological and astrophysical as-

sumptions.

For the purposes of a proof-of-concept we focus this

work on the scales of inter-cluster filaments and cluster

pairs (∼ 4− 12h−1 comoving Mpc, further motivated in

Sec 4.2). For this scale, we focus on the redshift range

where the available galaxy and cluster data are most

abundant (described in Sec 2), 0.2 < z < 0.7.

1.3. Introduction to Methods

We measure the superclustering of thermal energy

through the signals imprinted on cosmic microwave

background (CMB) data from hot gas in galaxy clus-

ters, groups, and filaments. We also incorporate data

from a large-sky galaxy survey into the method to pro-

vide necessary LSS information. The galaxy number

density, a biased tracer of the total matter, is also of

interest as a signal and not only an intermediate step;

our succeeding paper will address this. The mass field

can be more directly probed with weak lensing maps (as

done for filaments in Yang et al. 2020); we leave this for

future exploration.

Hot gas in the universe is visible through the ther-

mal Sunyaev-Zel’dovich (tSZ) effect. The tSZ effect is

observed along lines of sight which pass through hot

gas, arising because a small percentage of incoming cold

photons from the primary CMB scatter off of hot free

electrons in the intervening gas (Zeldovich & Sunyaev

1969; Sunyaev & Zeldovich 1970, 1972). In this inverse

Compton scattering process, the photons gain energy

and the observed CMB spectrum shifts towards higher

frequencies. This causes a shortage of CMB photons

at frequencies lower than ∼218 GHz and an excess of

photons at higher frequencies as compared to the usual

CMB spectrum. Thus galaxy clusters appear as decre-

ments in CMB maps with frequency < 218GHz, and in-

crements in higher frequency maps. The strength of the

effect is parameterized by the dimensionless Compton-y

parameter,

y =

∫
d`ne

kBTe

mec2
σT, (1)

a line-of-sight integral of the number density of electrons

ne and the electron temperature Te. σT is the Thom-

son cross section and me is the electron mass. Maps

of y are typically constructed with component separa-

tion techniques from linear combinations of CMB maps
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at multiple frequencies both higher and lower than 218

GHz (Remazeilles et al. 2011).

Recent improvements in ground-based tSZ surveys

have yielded catalogues of galaxy clusters readily appar-

ent in Compton-y maps due to their high temperatures

and densities. Details of the interior cluster gas are re-

vealed through y maps, as the y profile of a cluster is

a 2D (cylindrical) projection of the cluster ionized gas

3D pressure profile (Carlstrom et al. 2002; Mroczkowski

et al. 2019). The relationship between the cluster halo

mass Mc and angular-integrated Compton-y parame-

ter, Y , which is proportional to 〈Pe〉Vc (the electron

pressure times cluster volume), is fairly consistent with

Y ∝ M5/3, as occurs in a gas with adiabatic index

γ = 5/3 in equilibrium (see Bond & Myers 1996; Mc-

Carthy et al. 2003; Giodini et al. 2013, and references

therein.)

However, for lower-mass halos (M ≤ 1014 M�)—

such as those that host galaxy groups along inter-cluster

filaments—this relationship no longer holds. Lim et al.

(2018); Hill et al. (2018) and others have shown that

these smaller halos have a steeper Y –M relation, pri-

marily because gas is blown out of halos by feedback

from active galactic nuclei (AGN), changing the relation

from that which is expected by gravitational arguments

alone. The extent to which feedback mechanisms from

AGN, supernovae, magnetic fields and other sources de-

termine the 〈Pe〉Vc of lower mass clusters and groups and

redistribute gas beyond halo boundaries is still not fully

understood. Even for massive clusters, AGN feedback

has been a needed addition to relate cluster observations

to theory (Sijacki et al. 2007; Puchwein et al. 2008; Si-

jacki et al. 2008; Battaglia et al. 2010; Gitti et al. 2012).

Therefore, it is difficult to probe superclustering from

the tSZ effect due to the wide variation in gas pres-

sure in different parts of the cosmic web. The weak

tSZ signals from lower-mass halos are drowned out by

noise in individual images, and the signals from gas out-

side of halos are even weaker. Researchers frequently

employ stacking to extract information from these low-

signal regions. In stacking, multiple similar images are

averaged. The signal is overlaid throughout the stack

and the random noise averages down with more images.

If all of the N component images have roughly the same

signal, the final stack has a higher signal-to-noise ra-

tio (SNR) than any of individual images by a factor of√
N . Stacking has been used to study the relationship

between the tSZ signal and other properties of clusters

using data from both space- and ground-based instru-

ments (see e.g. Plagge et al. 2010; Hand et al. 2011; Seh-

gal et al. 2011; Planck Collaboration et al. 2013; Sehgal

et al. 2013; Planck Collaboration et al. 2016a). It has

also been used to study small halos through the thermal

and kinetic Sunyaev-Zel’dovich effects in recent work by

Schaan et al. (2021); Amodeo et al. (2021), who found

that the gas profile extends well beyond the virial radius

of the dark matter halo.

In recent years, various teams employed stacking to

study inter-cluster filaments and attempt to detect the

warm-hot intergalactic medium (WHIM), low-density

gas thought to have been blown out from dark mat-

ter halos by feedback processes. This gas at 105 − 107K

may make up ∼ 40 − 50% of baryons (Cen & Ostriker

2006; Shull et al. 2012). Thus, despite its lower tSZ

signal compared to collapsed objects, it is an impor-

tant contributor to the census of cosmological baryons

(Cen & Ostriker 1999). By stacking ∼1 million pairs

of Luminous Red Galaxies (typically found at the cen-

ter of clusters), de Graaff et al. (2019) and Tanimura

et al. (2019) detected a filament tSZ signal. The signal

emerged from a combination of galaxies, groups, and the

WHIM. The former group also claimed detection of the

WHIM gas itself by accounting for the massive galaxies

in each filament. In addition to tSZ evidence, recent

studies have found tentative signals from the WHIM

through absorption lines from filaments intersecting the

lines-of-sight of quasars (Tejos et al. 2016; Pessa et al.

2018; Bouma et al. 2021). Altogether, these works have

been important confirmations of the existence of a large

amount of baryons in low-mass halos and intergalactic

gas, accounting for most or all of the so-called ‘missing

baryons’ (as reviewed in Tumlinson et al. 2017).

Despite these successes, thus far, most studies of fila-

mentary structure have been limited in scale. Cluster-

pair stacking is limited by the distance between pairs:

in the aforementioned studies, the filaments ranged from

6–10h−1Mpc. Therefore, this method cannot be used to

study very small-scale alignments of galaxies nearby a

cluster, nor superclusters tens or even hundreds of Mpc

long. Some recent work has used alternative methods to

probe a wider range of scales (e.g., Tanimura et al. 2020),

but more work is needed to fully explore the multi-scale

information content of tSZ anisotropy.

1.4. Oriented stacking

Oriented stacking is a more general approach to stack-

ing elongated structures which does not necessitate the

identification of cluster pairs nor distinct filaments. This

method seeks to quantify anisotropic superclustering

over a range of scales. Oriented stacking was used in

Battaglia et al. (2012a) to examine the anisotropy of

gas around clusters on relatively small (∼ 5 Mpc) scales

in simulations; it was also applied to studies of CMB po-

larization in Planck Collaboration et al. (2016b). Our
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Figure 1. A visualization of unoriented (top) versus ori-
ented (bottom) stacking. When stacking cluster cutout im-
ages from the Compton-y map with random orientation, the
signal from external structure is averaged out such that the
final image, as the number of cutouts increases, approaches
perfect isotropy. In oriented stacking, we determine the di-
rection of strongest alignment around each cluster using the
curvature of galaxy overdensity maps. We rotate each cutout
image before stacking such that the excess y signal from
anisotropic superclustering is overlaid.

paper presents its first application to a combination of

CMB and galaxy data. This work complements a recent

theoretical exploration of anisotropic superclustering in

full 3D and in 2D projections given in Regaldo-Saint
Blancard et al. (2021).

In Figure 1 we illustrate how oriented stacking is ap-

plied to a combination of a CMB y-map and galaxy and

cluster surveys to tease out the faint tSZ signals from

superclustering. In this method, we stack the tSZ signal

from both clusters and the surrounding gas by align-

ing along a measured axis of large-scale structure. We

go beyond previous filament studies by applying char-

acteristics of the galaxy field to select on areas of high

superclustering, which we control, augmenting the sig-

nal relative to the fluctuation noise. We demonstrate

how multi-scale selections on superclustering features

can probe how the gas signal changes with scale. After

performing oriented stacks, we quantify our results us-

ing a multipolar decomposition of the results. We com-

pare the observational results with simulations to search

for any discrepancies indicating inaccuracies in the cos-

mology, galaxy and cluster sample selection, and/or gas

prescription in the simulations.

Because the number of stacked objects in this work

is 2–3 orders of magnitude smaller than the cluster-pair

stacking studies, we do not expect to significantly detect

the WHIM signal. Rather, the dominant signals come

from clusters and galaxy groups, and thus our meth-

ods generally probe the anisotropic clustering of ther-

mal energy. In future work, we will determine whether

the methods described herein can be used to find ex-

plicit evidence for hot gas outside of halos. Future work

will also explore the potential of oriented stacking to

address the various science questions in Table 1, includ-

ing how to disentangle the small-scale baryonic physics

from cosmological effects and ultimately search for signs

of physics beyond the standard model.

This paper is organized as follows. In Section 2, we de-

scribe each data product. Section 3 describes the prop-

erties of the galaxy density field we use to find regions

of high superclustering. Section 4 describes the stack-

ing methods used. Section 5 presents the expected sig-

nal from the Websky (Stein et al. 2020) and Buzzard

(DeRose et al. 2019) simulations with various cluster

populations. In Section 6 we compare the ACT×DES

results with the Buzzard simulations and forecast for fu-

ture data. Finally, in Section 7 we discuss the prospects

of applying these novel methods to future supercluster-

ing analysis.

Throughout the paper, when a cosmological model

is assumed for conversions from redshift to comoving

distance and from angular size to transverse comov-

ing distance, we use the Planck15 cosmology from the

astropy.cosmology1 package which implements a Flat

ΛCDM model with parameters from the Planck Collab-

oration et al. (2016c). The model has ΩM = 0.308,

Ωk = 0, ΩΛ = 0.691, a single species of massive neutri-
nos with mass 0.06 eV, and H0 = 67.7 km s−1 Mpc−1.

All quoted distances are in comoving units.

2. DATA

In this work we combine the tSZ Compton-y signal

maps derived from high-resolution ACT measurements

with DES cluster and galaxy catalogs, and then compare

our observational results to simulations of large scale

structure.

2.1. ACT Compton-y map

ACT is a 6-meter off-axis Gregorian telescope, located

in the Atacama Desert of northern Chile, at an eleva-

1 https://docs.astropy.org/en/stable/cosmology/index.html#
module-astropy.cosmology

https://docs.astropy.org/en/stable/cosmology/index.html#module-astropy.cosmology
https://docs.astropy.org/en/stable/cosmology/index.html#module-astropy.cosmology
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tion of 5190 m on the Cerro Toco stratovolcano (Fowler

et al. 2007; Swetz et al. 2011). The telescope has been

operating since 2008, first measuring only temperature

fluctuations in the microwave regime. In 2013 the ACT-

Pol receiver was deployed, enabling ACT to observe both

temperature and polarization data at 98 GHz and 150

GHz (Thornton et al. 2016). The receiver was subse-

quently upgraded to Advanced ACTPol, adding three

more frequencies (Henderson et al. 2016; Ho et al. 2017;

Choi et al. 2018; Li et al. 2018). ACT has recently pro-

duced maps covering 18,000 square degrees of the sky

(Naess et al. 2020; Aiola et al. 2020). This paper fo-

cuses only on the region for which a tSZ map has been

made which also overlaps with part of the DES foot-

print. This 456 square degree region is called ‘D56’ and

was first presented in Louis et al. (2017).

We use the Compton-y map in D56 first presented

in Madhavacheril et al. (2020). This map was recon-

structed from a combination of 2015–2016 night-time

data from the ACTPol receiver at 98 and 150 GHz

as well as multifrequency data from the Planck satel-

lite (Planck Collaboration et al. 2016a). Data from

Planck were isolated to include only modes between

20 < ` < 300 for the Planck low-frequency instruments

(LFI) at 30 GHz and 44 GHz respectively, 20 < ` < 2000

for the 70 GHz LFI and modes between 20 < ` < 5800

for the high frequency instruments (HFI) at 100, 143,

217, 353 and 545 GHz. Data from ACT include modes

500 < ` < 24000. The maps are combined via an in-

ternal linear combination (ILC) algorithm to isolate the

y-component in each Fourier pixel using the estimated

covariance between the map arrays at different frequen-

cies. The resulting y map has an effective 1.6 arcminute

beam.

The y map may contain residual contribution from the

primary CMB and astrophysical foregrounds. For the

purposes of this work, the residual of greatest concern

is the cosmic infrared background (CIB): this emission

from dusty galaxies is highly correlated with the tSZ ef-

fect. Radio point sources are a far sub-dominant source

of contamination because they are much less correlated

with tSZ sources (Sehgal et al. 2010), and the primary

CMB is not expected to bias our results as it is uncor-

related. To test the impact of the CIB contamination,

we make use of an additional map described in Mad-

havacheril et al. (2020), made with a constrained ILC

algorithm in which the frequency-combined map is re-

quired to have a null response to the CIB in addition

to having unit response to Compton-y. For our key re-

sults in this paper (Sec. 6) we run our pipeline with this

CIB-deprojected map and find that it biases the signal

slightly lower compared to the results with the original

map. The signal is reduced by ∼ 6%, which corresponds

to only∼ 12% of the original 1-sigma errorbars. Because

it is a negligible effect compared to the errors, we choose

to present results using the less noisy map without CIB

deprojection.

In addition to the residual contamination from non-

y components, the y map contains stripey instrument

noise which is oriented along the ACT scan direction and

uncorrelated with any structure in the Galactic or extra-

galactic sky. We emphasize that this does not affect the

oriented stacking procedure, as orientations are entirely

determined by the galaxy data described in Sec. 2.3 and

collected by a different survey (DES).

A complete description of the y map procedure is

found in Madhavacheril et al. (2020) and the maps are

publicly available on the NASA Legacy Archive Mi-

crowave Background Data Analysis (LAMBDA, Miller

& LAMBDA group 2018).2 Figure 2 shows the sky area

of the map (outlined in black) overlaid on a map of

the positions of galaxies (red points) and galaxy clusters

(black points) from the DES. We discuss these cluster

samples below.

2.2. Galaxy cluster data

We stack cutout images from the ACT Compton-y

map on locations of galaxy clusters identified in the

Dark Energy Survey (DES) Y3 data. DES (The Dark

Energy Survey Collaboration 2005) recently completed

a six year survey (2013–2019) of 5,000 square degrees

of the southern sky in five optical filters (grizY ). The

survey was conducted by the 4-meter Blanco Telescope,

fitted with the Dark Energy Camera (Flaugher et al.

2015), at the Cerro Tololo Inter-American Observatory

(CTIO) in Chile. The redMaPPer algorithm, originally

introduced in Rykoff et al. (2014), identifies galaxy clus-

ters by searching for overdensities of red galaxies. The

first redMaPPer catalog for DES was published using

the Science Verification Data (Rykoff et al. 2016). The

algorithm determines a value for richness, λ, for each

cluster by summing the membership probability of each

galaxy which has some likelihood of belonging to that

cluster, within a defined radius. λ is therefore related

to the mass; a detailed study of the mass-richness re-

lation for DES was done in McClintock et al. (2019).

Our study uses a catalog generated from Y3 Gold data

from the first three years of the survey (Sevilla-Noarbe

et al. 2021). This redMaPPer catalog (titled v6.4.22+2

Full) extends out to z ∼ 1, includes all λ > 5 clus-

ters, and provides a photometric redshift (photo-z) for

2 https://lambda.gsfc.nasa.gov/product/act/act dr4 derived
maps info.cfm#compsep

https://lambda.gsfc.nasa.gov/product/act/act_dr4_derived_maps_info.cfm#compsep
https://lambda.gsfc.nasa.gov/product/act/act_dr4_derived_maps_info.cfm#compsep
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Figure 2. Selected redMaPPer clusters (black points), redMaGiC galaxies (red points), and the outline of the ACT Compton-y
map (black line). Clusters are cut from the edge of the y map and galaxy footprint to avoid edge effects from the y map when
stacking, and to ensure that there is ample galaxy information surrounding each cluster.

each cluster with uncertainties σz/(1+z) ∼ 0.01−−0.02

(McClintock et al. 2019).

From this catalog, we select only clusters which over-

lap with the ACT D56 region. We further limit the

cluster area by enforcing that clusters must be over 2 de-

grees inside the edge of D56, as shown in Figure 2 (black

points versus black D56 outline). This ensures that no

edge effects are present in any of the y-map cutouts.

Additionally, we remove clusters that are closer than 1

degree to the edge of DES galaxy data (discussed in the

Section 2.3). Thus, every cluster is surrounded by am-

ple LSS information in all directions, necessary for the

accurate determination of orientation.

We choose to limit the cluster sample to λ > 10.

This threshold is a trade-off between the disadvantage of

small-number statistics when imposing a stricter cutoff

and the advantages of a higher-richness sample. These

advantages include (a) that the anisotropic Compton-

y signal from the LSS surrounding higher-λ clusters is

stronger, and (b) that higher-λ cluster data are more

pure. Point (a) is determined in Section 5.2 with sim-

ulations. As for point (b), past cosmology studies with

redMaPPer clusters have almost always excluded clus-

ters with λ < 20 due to their known impurities (e.g.

Abbott et al. 2020; To et al. 2021; Costanzi et al. 2021).

These low-λ clusters are more likely to be false detec-

tions from random fluctuations or line-of-sight projec-

tions in the galaxy field. They also suffer from more mis-

centering (Rykoff et al. 2016). However, in our study,

a λ > 20 cutoff is not feasible. There are not enough

λ > 20 clusters available in the D56 sky region to achieve

a detection of anisotropic thermal LSS, especially given

that the Compton-y signals beyond the cluster radius

are much weaker than the internal signal, which is of-

ten the focus of cluster-stacking research. To choose the

specific λ threshold, we test λ > 10, λ > 15, and λ > 20

on noiseless simulations (described below). The corre-

lation described in (a) does not provide enough signal

boost to offset the increase in random noise from limit-

ing the cluster sample beyond λ > 10. Since this cutoff

results in the highest SNR, we apply it to the real data.

Effects from mis-centering are expected to be negligi-

ble in our study, as the center offsets are typically a frac-

tion of the redMaPPer cluster radius Rλ (Zhang et al.

2019) and we will examine signals beyond 1.5Rλ. How-

ever, the effects of false cluster detections may be non-

negligible, and we would expect them to bias our results

lower. We discuss this further in the conclusions.

There are 5,494 clusters in the remaining sample. The

median photometric redshift uncertainty is σz/(1+z) =

0.009. As part of the stacking process described in Sec-

tion 4, we divide the cluster sample into even slices in

comoving distance along the line-of-sight, which are each

200 Mpc thick. Figure 3 shows the distribution of clus-

ter richness for each distance slice of the λ > 10 sample.

The figure also shows three colored lines which represent

the different richness thresholds tested in simulations in

Section 5.2.

2.3. Galaxy data

We use galaxy data from DES to orient each Compton-

y map cutout with respect to the axis of surrounding

elongated structure. The redMaGiC algorithm selects

Luminous Red Galaxies from photometric surveys using

a matched-filter technique (Rozo et al. 2016). It has re-

cently been applied to Y3 DES data over the full DES

footprint, as detailed in Pandey et al. (2021). The algo-
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Figure 3. Box plots showing the richness distributions of
selected λ > 10 clusters after separating the sample into
200 Mpc-thick slices in line-of-sight comoving distance. The
central orange line in each box indicates the median rich-
ness in the bin, which is consistently ∼ 15. Each box is
drawn from quartile 1 (Q1) to 3 (Q3) of the data, and the
whiskers are drawn out to 1.5×(Q1–Q3) beyond the box on
either side. Black circles represent outliers. The richness
is skewed towards low values but there are a fair number
of high-richness outliers. The higher-richness clusters con-
tribute a stronger tSZ signal from both the cluster itself and
surrounding structure; however, lower-richness clusters must
be included to achieve a sufficient SNR on extra-cluster gas.
In section 5.2, we use simulations to test 3 richness cutoff
values (10,15,20), shown here in blue, purple, and green.

rithm is designed to minimize errors in galaxy photo-z,

resulting in an average scatter of σz/(1 + z) ∼ 0.013. In

this study we use the High Density catalog, which covers

redshifts 0.1 to 0.7 with fairly consistent number density

(∼ [8.5, 10.5]× 104 h3Mpc−3). The high density nature

of this catalog is important for accurate orientation. The

average halo mass of redMaGiC galaxies is quite large,

at 1.5 × 1013 h−1 M�(h = 0.69, Pandey et al. 2021).

In the future, it would be interesting to explore stacking

on every redMaGiC galaxy rather than only redMaPPer

clusters, which would sample more points in the cosmic

web and provide improved statistics.

2.4. Buzzard Simulations

For comparison with the observational data, we make

use of the Buzzard Version 1 simulations (DeRose et al.

2019, hereafter D19). The Buzzard galaxy and clus-

ter catalogs were explicitly designed to provide a com-

parison with DES by replicating many of the survey’s

selection effects; therefore this simulation suite is the

most straightforward choice for direct comparison with

our ACT×DES results. Buzzard assigns realistic galax-

ies to dark matter halos in N -body dark-matter only

simulations using the ADDGALS method (Wechsler

et al. 2022). The implemented cosmology has Ωm =

0.286, h = 0.7, σ8 = 0.82. This is slightly different from

the Planck Collaboration et al. (2016c) cosmology which

we use for radial and transverse distance calculations;

however, the differences contribute at most a ∼ 2% error

to the rescaling of cutout images which is later described

in Section 4. The galaxy catalogs are post-processed by

the DES pipelines to create mocks of the redMaPPer and

redMaGiC catalogs in the same footprint with the same

selection effects. We apply the same redshift selections

to Buzzard as we do to the observational data.

The redMaGiC mock galaxies approximate the clus-

tering in the real catalog well as shown in D19. However,

the simulation struggles to match the redMaPPer ob-

servables from DES. Key differences between the mass-

richness relation and the cluster abundance in Buzzard

and DES are shown in Figures 12 and 13 of D19. In

Buzzard, the number of identified redMaPPer clusters

is a factor of 3–5 below the number of real redMaPPer

clusters for the redshifts and richnesses used in our work.

This deficit is likely due to a reduced number of galaxies

in the central regions of galaxy clusters and a reduced

number of red galaxies in dense regions, both of which

result in fewer richness selected clusters (D19, Wechsler

et al. 2022). Despite the lower cluster number density,

the number of Buzzard clusters available to use for the

noiseless theory cmoparison is ∼ 5 times larger than it

is for DES. This is due to the fact that the Buzzard

tSZ, cluster, and galaxy data overlap fully in the entire

DES footprint, whereas which the ACT×DES overlap is

∼ 12x smaller. Thus the random noise in stacks will be

lower when using Buzzard. We further discuss the effects

of the cluster abundance discrepancy in Section 7.2.

To create a mock Compton-y map, we paste pressure

profiles from Battaglia et al. (2012b) on Buzzard ha-

los from the same simulation run, then convert these to

Compton-y. This follows the approach from Stein et al.

(2020), described in more detail in Sec. 2.5. We apply

the model down to halo masses of 1012 M�, although

halos at such low masses contribute very little to the

overall tSZ signal. The result is a noiseless projected

y map. The map contains only signal from halos; be-

cause Buzzard is not a hydrodynamic simulation there

is no prescription for ejecting baryonic material out of

halos into the WHIM. Therefore, filaments in Buzzard

only contain bound gas in halos. We then convolve this

map with a 1.6 arcminute beam and remove modes with

` < 20 to match the filtering of the ACT Compton-y

map.

Ideally, we would create many noisy versions of the

Buzzard y map by combining many realizations of the

Buzzard simulation with many realizations of simulated

ACT noise. Such maps would be useful to assess uncer-
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tainties and provide a direct comparison between simu-

lations and data. This is unfeasible because there is only

one readily available realization of the Buzzard simula-

tion which has had all the post-processing steps applied

to create galaxy and cluster catalogs as well as a y map.

Also, the relevant ACT noise has only been simulated

in a small fraction of the Buzzard sky footprint. In-

stead, we estimate uncertainties by using spatial splits

of the single Buzzard realization combined with many

ACT noise simulations in D56; details are further de-

scribed in Sec. 4.5. We also use Buzzard for a noiseless

comparison to ACT results.

The Buzzard algorithm was recently improved in v2.0

for validation of the DES Y3 results (DeRose et al.

2022); our follow-up paper will use the state-of-the-art

for DES mock simulations.

2.5. Websky Simulations

We wish to use simulations not only to make direct

comparison with ACTxDES, but also to generate pure-

theory expectations for the superclustering of thermal

energy over time. The Buzzard redMaGiC and redMaP-

Per mock catalogs are not ideal for studying pure the-

ory expectations because of the DES observational lim-

its applied to them, i.e., the limited redshift range and

sky coverage. The Buzzard suite also includes more ex-

tensive catalogs without DES limitations; however, we

choose instead to make use of the full-sky Websky Extra-

galactic CMB Simulations (Stein et al. 2020, hereafter

S20). The notable speed of the Websky algorithms will

be useful in future work for generating alternative cos-

mologies to which we will apply oriented stacking.

The halo catalogs for Websky were produced via the

Peak Patch algorithm, which rapidly generates halos

from an initial density field using an ellipsoidal collapse

model (Bond & Myers 1996; Stein et al. 2019), exclud-

ing overlapping halos in the final list. Websky extends

out to z = 4.6 and was run with Planck 2018 cosmology:

Ωm = 0.31, h = 0.68, and σ8 = 0.81. These parameters

are slightly different than those used for Buzzard, but

this is unimportant as we will not directly compare the

two simulations.

The Peak Patch halo catalogs were transformed to sky

maps of various probes of structure, including the tSZ

effect. For the tSZ effect, the Websky simulation assigns

each halo a thermal pressure as a function of redshift and

mass. This pressure profile relationship was determined

by the stacking of halos found in the large-scale structure

simulations of Battaglia et al. (2012b), which focused on

clusters and galaxy groups and included AGN feedback.

The exact prescription in Websky is given in equation

3.12 of S20. The Websky Compton-y power spectra have

been validated against multiple observational data sets.

In this paper, we will stack the Websky y map on halo

positions extending to z ∼ 2, which allows us to go well

beyond the DES redMaGiC limit of z ∼ 0.7. Because the

full Websky halo catalog extends further (to z = 4.6),

for any stack, there are ample higher-redshift clusters

contributing to a realistic uncorrelated tSZ background.

As with the Buzzard map, we convolve the Websky y

map with a 1.6 arcminute beam and remove all power

for modes ` < 20.

We select cluster-mass halos in a few mass ranges and

use mass-weighted halos to provide information about

large-scale structure, as further detailed in Section 5.

3. GALAXY FIELD CHARACTERISTICS

We begin by studying large-scale properties of the pro-

jected galaxy number density field. The bulk of this

study is implemented with the Cosmology Object Ori-

ented Package (COOP3, Huang 2016). Later, these prop-

erties will be used to constrain the redMaPPer clus-

ter sample and thus limit the stacks of y map cutouts

to special locations in the cosmic web. In particular,

we are interested in the gas signal from superclusters,

where the tSZ contribution from high and low mass

clusters, lower-mass groups, and shock-heated gas in

filaments and other compressing configurations should

be stronger than that of average aligned structure. Su-

perclusters correspond with overdense and elongated re-

gions of coarsely-smoothed galaxy maps (Oort 1983;

Einasto et al. 1997; van de Weygaert & Bond 2008b).

We search for regions which satisfy these criteria using

projected galaxy overdensity maps in bins of redshift.

The overdensity is defined as δg = ng/n̄g − 1, where

ng is the two-dimensional number density of galaxies

and n̄g is its mean. In practice, each map is created

in the Healpix4 pixelization scheme through the Python

package Healpy (Górski et al. 2005; Zonca et al. 2019).

Each ng map is created with NSIDE=4096 by adding 1

to the appropriate pixel for every galaxy within the red-

shift bin. After transforming to δg, we smooth the map

by convolving with a 2D Gaussian function, creating a

smoothed map Fg. Various choices of smoothing ker-

nel would be valid, and the top-hat function is another

that is frequently used in the LSS literature; we choose

a Gaussian as it is most conveniently implemented in

COOP. The Gaussian filter scale RG is related to the full-

width at half-maximum by FWHM=2
√

2 ln 2RG. We

vary the smoothing scale to observe the LSS properties

3 https://www.cita.utoronto.ca/∼zqhuang/work/coop.php
4 https://healpix.sourceforge.io/

https://www.cita.utoronto.ca/~zqhuang/work/coop.php
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at a range of scales. Specifically, we examine results for

Gaussian smoothing with full-width at half-maximum

(FWHM) ranging from 6 to 18 Mpc. The approximate

equivalent range in top-hat radius RTH, if the maps were

smoothed with a top-hat filter to produce similar field

properties, is RTH ∼ 5 − 11 Mpc. The conversion is

done by enforcing an equal volume under the top-hat

function with radius RTH and height 1, and a Gaussian

function with amplitude 1. The range is chosen to exam-

ine highly nonlinear structure beyond a typical cluster

radius; smoothing scales are discussed further in Section

4. In the current section, we use a FWHM of 14 Mpc

for demonstration purposes.

The primary property we use to determine superclus-

tering is the field excursion ν,

ν = F/σ(R), (2)

where F is the field value at some position and σ is its

root mean square (RMS) after smoothing on some scale

R (Bardeen et al. 1986). Given that the δg maps have

a mean of zero, σ is equivalent to the standard devia-

tion, making ν a measure of signal-to-fluctuation-noise.

Points with higher ν correspond to rarer overdensities.

We also use the asymmetry of the field as a metric of

superclustering. To measure the alignment and elonga-

tion at any point in the field, it is natural to consider

using the tidal field, because the tidal shear in the early

universe is key to producing filaments (van de Weygaert

& Bond 2008b). In addition, it has the same power

spectrum as the density. The derivative of a Gaussian-

smoothed tidal field with respect to scale R is the Hes-

sian matrix of the Gaussian-smoothed density, which has

frequently been used to characterize cosmic web phe-

nomenology (as reviewed in Libeskind et al. 2018). The

Hessian is defined in 2D as

H =

[
∂2F
∂x2

∂2F
∂x∂y

∂2F
∂y∂x

∂2F
∂y2

]
(3)

for a field F , evaluated at some point. We use the Hes-

sian to determine the asymmetry and alignment of the

smoothed projected galaxy overdensity field at cluster

positions. The choice of smoothing scale defines a char-

acteristic radius from each selected field point at which

the Hessian encompasses maximal information; this can

also be thought of as a shell region of the tidal field.

We adopt the notation and conventions of Bond &

Efstathiou (1987), hereafter BE87, in defining dimen-

sionless eigenvalues of the Hessian. BE87 first applied

the study of these field properties to the CMB. At any

field point, the Hessian has eigenvalues −λi and cor-

responding eigenvectors. Note that with the negative

100 Mpc

10
0 

M
pc

Figure 4. A visualization of ν and e at cluster locations
overlaid on a smoothed, projected redMaGiC galaxy map
Fg. A 3.5◦ × 3.5◦ patch of Fg is shown, corresponding to
∼ 100 Mpc at the center of the galaxy redshift bin (0.35 <
z < 0.5). The smoothing was Gaussian with a FWHM=28’
(∼ 14 Mpc). redMaPPer cluster locations are identified by
white points. ν and e are calculated at the cluster locations
using Fg; because Fg has been coarsely smoothed, they are
properties of the large scale structure in which each cluster
is embedded. Black circles have an area scaled by the ν
value at the cluster point. Headless vectors have a length
corresponding to e and are oriented along the eigenvector ~v2
of the Hessian (Sec. 4). We define supercluster regions as
points where ν and e are both large.

sign, λi are defined to be positive at peaks and negative

at troughs. We order the eigenvalues as | λ1 |>| λ2 |,
such that λ1 corresponds to the eigenvector along which

curvature is changing most rapidly: the ‘short axis’ of

curvature. Using the eigenvalues, we can define the el-

lipticity e:

e =
λ1 − λ2

2(λ1 + λ2)
. (4)

This follows the definition in BE87, which succeeded the

3D representations for galaxy fields in Bardeen et al.

(1986), hereafter BBKS. The numerator describes how

elongated the field is at a certain point by the difference

in eigenvalues there. This is normalized by the trace

of the Hessian to provide an equitable comparison be-

tween different-amplitude peaks/troughs. The ν and e

parameters are visualized in Fig. 4.

In BBKS, the ellipticity was applied in the context of

cluster-scale smoothing to the 3D galaxy density field.

In this context, clusters lie at peaks in the field. At

a location with negative curvature in both directions,

such as a peak, the minimum value for λ2 is 0, and con-

sequently e ≤ 0.5. However, for the larger scale (e.g.

14 Mpc) smoothing used in this work, most clusters
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do not lie at peaks in the projected, smoothed galaxy

overdensity maps. Many clusters exist where the gradi-

ent of Fg is non-zero. These large-scale gradients point

toward supercluster centers rather than toward the in-

dividual clusters that make up each supercluster. For

some clusters, where the field has two equal-sign eigen-

values, e ≤ 0.5. Many clusters also lie at regions where

the eigenvalues have opposite signs (which are saddle

points if the background gradient is 0), where e > 0.5.

Thus the distribution of e values, while concentrated to-

wards 0, extends well beyond 0.5 and can become very

large when the denominator of equation 4 is small (in

other words, when λ2 ∼ −λ1). We find that points with

higher ν, at rarer overdensities, are more likely to have

e < 0.5. Later, we choose to apply a minimum e thresh-

old to select for locations of the field that are highly

elongated, which is a feature of superclustering. How-

ever, we do not limit our sample by applying a maximum

e threshold; e is allowed to be arbitrarily large.

We also consider the field curvature excursion, x, re-

lated to the trace of the Hessian:

x = ∇2F/σ2, (5)

where σ2 is the root mean squared value of ∇2F . This

property was defined in Bond & Efstathiou (1987); our

definition differs by an absolute value sign such that our

x is allowed to be negative. Points with high x have

large curvature in one or both directions. x ∝ (λ1 +λ2),

which is the denominator of e, so points where λ1 ∼ −λ2

have small x and large e. Due to the divergence of e at

x ∼ 0, we choose to show the non-normalized elongation

|x|e in upcoming figures for visual purposes.

To better understand these characteristics and how

they may be used to find regions of strong superclus-

tering in the universe, we compare the ν, |x|e, and x

distributions of the galaxy overdensity field with that

of a Gaussian random field we have constructed with

the same power spectrum. We divide the Buzzard red-

MaGiC galaxy catalog into 3 redshift bins: 0.15 < z <

0.35, 0.35 < z < 0.5, and 0.5 < z < 0.65. Using

measurements of the Buzzard galaxy autospectrum, Cgg`
(Pandey et al. 2021), we generate a Gaussian Random

Field (GRF) realization from the power spectrum by us-

ing the Synfast function from Healpy. We will refer to

this map as the pseudo-galaxy map.

As we are interested in properties of the Buzzard field

at the locations of mock-RedMaPPer clusters, it is nec-

essary to identify RedMaPPer-like peaks in the GRFs.

Accordingly, we identify peaks in the field of a simi-

lar angular size as RedMaPPer clusters for each z bin.

We determine the size by finding the approximate mass

M200m of a λ = 15 cluster using the mass-richness rela-

tion from McClintock et al. (2019). M200m refers to the

mass enclosed within a sphere of radius R200m within

which the density is, on average, 200× the mean mat-

ter density of the universe at that redshift. λ = 15 was

chosen because it is the median richness of our sam-

ple. Next, we convert M200m to R200m and find the

Gaussian filter equivalent of a top-hat filter with that

radius. (For discussion on top-hat to Gaussian conver-

sion, see Section 4.2.) We smooth the pseudo-galaxy

field with a Gaussian function with FWHM ∼ 1.6 Mpc.

The equivalent angular size varies for each redshift bin.

For the smoothed field, we find all peaks and sub-select

them by applying a ν threshold on the small peak scale.

We choose a ν threshold for each z bin which results

in the same number of GRF peaks as Buzzard mock

RedMaPPer clusters. In summary, we perform approxi-

mate abundance-matching to find GRF peaks which are

similar in size and amplitude to RedMaPPer clusters.

Next, we examine the distributions of (ν, x, |x|e) for

the galaxy overdensity fields smoothed on larger scales.

Figures 5 (6) show the distribution for ν (x) versus xe

for the galaxy / GRF field smoothed at a 14 Mpc scale,

at the chosen cluster / peak positions in the middle z

bin.

In the real and mock galaxy fields, the clusters (red +

blue points in the top two panels) display a ν and x dis-

tribution which is more stretched compared to the GRF.

The distributions are both skewed towards the high end,

displaying more high-ν and high-x points than the GRF

which by definition has no skew. Additionally, the field

elongation extends to larger values in the real and mock

data than in the GRF. We examine these distributions

for a few galaxy field smoothing scales. For finer-grained

smoothing, the distribution of GRF peaks is roughly the

same but the skew of the real and simulated galaxy fields

increases, especially in ν. This is expected because with
finer smoothing, the galaxy field is more non-Gaussian

due to nonlinear structure formation. As the smoothing

scale becomes coarser, the galaxy fields approach the

GRF result.

We later demonstrate, in Section 5.2, that enforcing a

minimum ν and e threshold for the RedMaPPer cluster

sample enhances the supercluster gas signal in stacks.

We choose ν > 2, e > 0.3 as the optimal cuts (justified

in Section 5.2). Clusters satisfying this constraint are

shown in blue in Figures 5 and 6. This selection furthers

the distinction between the GRF and galaxy overdensity

fields, as remaining points are more concentrated in the

GRF in all properties. The field constraints select for

clusters in highly overdense, elongated regions of coarse-

grained galaxy maps: effectively, regions of strong su-

perclustering. In Section 4.6, we examine the effect that
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Figure 5. The distribution of |x|e (field elongation) ver-
sus ν (field excursion) for ∼ 9, 500 points in the redshift
bin 0.35 < z < 0.5. From top to bottom, the distribu-
tion is shown for real RedMaPPer cluster positions in the
RedMaGiC galaxy overdensity field, the same for Buzzard
mocks of the DES data products, and the Gaussian Random
Field with the same galaxy power spectrum (Cgg

` ) as Buz-
zard. The maps have each been Gaussian smoothed with
FWHM=14 Mpc. The entire cluster / peak sample consists
of the red plus blue dots. The one, two, and three-sigma con-
tours are drawn in black, and the points which are included
after our chosen cuts of ν > 2 and e > 0.3 are colored in
blue. The cutoff is sharp at ν = 2 but less visually apparent
for |x|e because the threshold is in e alone. These cuts select
for high-superclustering regions in the real and mock galaxy
fields.

these constraints have on the non-Gaussianity of ori-

ented stacks.

We also find that the ν and e properties on the 14

Mpc scale are not highly correlated with cluster richness

λ, a small-scale property. Figure 7 demonstrates this:

despite the weak correlation, the remaining clusters after

the cut ν > 2 are still distributed across a wide range

in λ. A higher-richness cluster is more likely to be in a

higher large-scale overdensity, but low richness clusters

may also belong to such regions. For example, a small

cluster may lie on the edge of a supercluster and thus

have a high ν value. For e (not shown), there is a weak

anti-correlation: clusters in very high-ellipticity regions

tend to be lower-richness. This suggests that these small

clusters are more likely to lie at saddle points in the field,

such as between two massive overdensities, where e is

Figure 6. The distribution of xe (field elongation) versus
x (signal-to-noise of the curvature) for galaxy overdensity
maps from DES observations (top), Buzzard mocks (mid-
dle), and a Gaussian Random Field (bottom). The chosen
cuts which are used throughout much of this paper, ν > 2
and e > 0.3, are shown in blue. The ν cut shifts the x dis-
tribution rightwards because rarer overdensities also tend to
have higher second derivatives. The e threshold shows up
here as a diagonal |x|e threshold.

Figure 7. The relation between ν, as measured on the
galaxy overdensity field smoothed at 14 Mpc, and cluster
richness λ. There is slight correlation, such that the ν > 2
clusters have a higher-skewed λ distribution, but the con-
strained sample still features a range of λ.

large due to its normalization. There is no correlation

in the non-normalized |x|e property.

4. STACKING METHODS
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The stacking procedures were originally developed and

implemented as part of the Cosmology Object Oriented

Package (Huang 2016), which we use in our stacking

pipeline. This work is its first application to low-redshift

objects (galaxies and clusters), whereas the program had

been previously used for primary CMB analysis.

4.1. Oriented Stacking with ACT and DES

In individual cutouts of clusters in the ACT tSZ data,

only the most massive clusters are easily detectable by

eye because the map is noise-dominated. The tSZ sig-

nal of lower-mass clusters, groups, and galaxies lies well

below the noise and only emerges through stacking. In

addition, stacking averages over the diversity of distri-

butions and shapes of thermal energy along cosmic fila-

ments. While the physics of individual superclusters is

interesting in its own right, our goal is to measure the

ensemble average of the anisotropic clustering of thermal

energy around galaxy clusters.

Therefore, for each selected cluster sample, we stack

cutout images from each Compton-y map with orien-

tation. Oriented stacking aligns and combines the gas

signal from the most massive extended structures sur-

rounding each cluster while driving down the noise (Fig-

ure 1).

Applying the method to our observational data be-

gins by dividing the selected redMaPPer clusters and

all redMaGiC galaxies into equal-sized slices in comov-

ing distance along the line-of-sight direction. Each slice

is 200 Mpc thick. The thickness is chosen to minimize

projection effects from uncorrelated structure, yet en-

sure that most clusters and galaxies are placed in the

correct redshift slice given that the DES photo-z uncer-

tainties are σz ∼ 0.01 − 0.02 (∼ 30 − 60 Mpc at the

redshifts of interest). The distributions of the cluster

and galaxy data within the slices are shown in Figure 8.

In each slice, we create a smoothed projected galaxy

overdensity map as described in Sec. 3. The local Hes-

sian matrix (Equation 3) of the galaxy overdensity at

the position of each cluster provides information on the

strongest axis of anisotropic clustering. The eigenvector

v2 with eigenvalue λ2 points along the axis of slowest

change, which we define to be the superclustering axis.

The choice of smoothing scale defines the characteristic

radius at which this axis is identified; thus for the same

galaxy map smoothed at different levels, the eigenvec-

tor for a given cluster can rotate. The vector will point

along near-cluster structure, inter-cluster filaments, and

superclusters as the map is increasingly smoothed.

For each cluster, we take a 4◦ × 4◦ cutout from the

ACT Compton-y map centered on the cluster (RA, dec).

At the redshift range explored in this work, this corre-

Figure 8. The number of RedMaPPer clusters (top) and
projected comoving number density of redMaGiC galaxies
(bottom) in each 200 Mpc-wide bin. Gray shaded regions
cover data not used in this work. The total cluster number
per bin is relevant because the signal-to-noise ratio scales as√
Ncl for a stack. Ncl generally rises with redshift because

the same sky area covers a progressively larger physical area.
For galaxies, the comoving number density is the relevant
quantity, as the available large-scale structure information
around each cluster determines its orientation. The num-
ber density is relatively constant until z ∼ 0.7, the imposed
edge of this volume-limited sample. We cut the data at the
dropoff. We also cut the lowest-redshift data because 4x4
degree cutouts do not span a large enough physical extent
to observe the full effects from superclustering at these red-
shifts.

sponds to a coverage of ∼ 80 Mpc (closest slice) to ∼ 120

Mpc (furthest slice) on each side of the square cutout.

Thus, if the central cluster is a member of a superclus-

ter, the cutout should almost always contain the entire

structure (see Borgani 1995 for a detailed discussion of

supercluster scales). The square cutout is oriented along

the superclustering axis, and each cutout is rotated so as

to align the superclustering axis of all cutouts along the

horizontal axis of the stacked image. After alignment,

the final stack is the average of all the cutouts. The

SNR of the final image is proportional to
√
N , where N

is the total number of stacked cutouts. The cutout, ori-

entation, and stacking processes are implemented with
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the GetPeaks and Stack programs from the Cosmology

Object Oriented Package5 (Huang 2016).

4.2. Choice of smoothing scale

Multiple smoothing scales are explored in Sec-

tions 5.2 and 6; they span a range of Gaussian FWHM

from 6 − 18 Mpc. The upper end of this range is mo-

tivated by recent cluster-pair stacking studies which re-

vealed filament signal from pairs separated by a trans-

verse distance of 6−10h−1 Mpc (Tanimura et al. 2019).

Considering that our stacking method centers on sin-

gle clusters, the simplest way to enforce orientation at

these typical scales would be to apply top-hat smooth-

ing to the galaxy overdensity map with a radius of

RTH ∼ 6 − 10h−1 Mpc. A simple conversion from top-

hat to Gaussian filter involves equalizing the volume un-

der each function; with a top-hat of height 1 and a Gaus-

sian with amplitude 1, this leads to FWHM∼ 1.7RTH.

Thus, for cluster pairs separated by, e.g., ∼ 7h−1 Mpc,

Gaussian smoothing for which the Hessian would best

encode alignment at that scale has FWHM∼ 12h−1 Mpc

or ∼ 18 Mpc.

We therefore choose 18 Mpc as our key scale to study

with ACT×DES data. We also select a range of smaller

smoothing scales, down to FWHM=6 Mpc, to apply

to both observational and simulated data in order to

study aligned superclustering on highly nonlinear scales.

Finer-grained smoothing causes the orientation to be de-

termined primarily using inter-cluster filament galaxies

and groups.

For each chosen comoving smoothing scale, the cor-

responding angular size is determined at the center of

each slice. The angular size varies from map to map

such that the FWHM in comoving Mpc is held constant

across all redshifts.

4.3. Redshift Slice Combination

Ideally, it would be most interesting to observe the

change in the average superclustering signal with cosmic

time by comparing multiple redshift slices. We explore

this in simulations in Section 5; however, we find that

the signal-to-noise in the real data analyzed here is too

low for each individual 200 Mpc slice. For the observed

data we therefore combine stacks over nearly the full

range of redshifts available with the DES data: ∼ 0.25 <

z < 0.72, or ∼1000–2600 Mpc.

Each stack is the same angular size (4◦ × 4◦) by con-

struction, and therefore stacks on structure in more dis-

tant slices span a larger transverse comoving distance.

5 https://www.cita.utoronto.ca/∼zqhuang/work/coop.php

To properly combine multiple slices at different red-

shifts, we must first adjust all images to the same co-

moving size. We begin by calculating the transverse

comoving size of the nearest image at the midpoint of

the slice in the line-of-sight direction (∼ 1100 Mpc). At

this distance, 4◦ spans ∼ 80 Mpc. For more distant

slices, the stacks are cropped to the angular size which

spans 80 Mpc at each slice midpoint and rescaled to the

same pixelization via interpolation. Finally, all images

are averaged together. By using the slice midpoints for

the conversion from angular to transverse comoving size,

we make the approximation that the slices are very thin,

while in reality the conversion varies across the 200 Mpc

slice thickness.

Figure 9 displays both the observational and simulated

ingredients and outputs of the stacking process.

4.4. Multipole Decomposition

To quantitatively compare the stacked images, we

decompose each image into its multipole components.

Each image I can be deconstructed as

I(θ, r) =
∑
m

(Cm(r) cos(mθ) + Sm(r) sin(mθ)) . (6)

Since symmetry along the x-axis is enforced in the ori-

ented stacking method, the odd components trend to-

wards zero as the number of component images grows.

The odd moments are consistent with zero in our results.

For even m, due to the alignment along the x-axis, we

are interested in only the cosine component. The sine

term is like a noise term and fluctuates around zero when

the number of stacked images is large. The radial profile

of the cosine component is taken by

Cm(r) =
1

Xπ

∫ 2π

0

dθF (θ, r) cos (mθ), (7)

where X is 2 for m = 0 and 1 for all other m. The multi-

pole decomposition is visualized in Figure 10. Through-

out the rest of the paper, we focus on a comparison of

C2(r) and C4(r).

All m = 2 and m = 4 profiles shown in this paper fea-

ture a rise, peak, and fall. This feature is almost entirely

dependent on the smoothing scale, as we later demon-

strate in Section 5.2. In short, determining the orien-

tation of each cluster with a galaxy overdensity map

smoothed at a chosen scale enforces a radius at which

structure is maximally aligned between all stacked im-

ages, translating to a peak at that radius.

Because the m = 4 moment sums signal not only from

the horizontal image axis, which contains signal by con-

struction, but also from the vertical axis which contains

only noise, C4(r) is expected to be noisier than C2(r).

https://www.cita.utoronto.ca/~zqhuang/work/coop.php
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Figure 9. The ingredients for making an oriented stack in the slice [1632,1832] Mpc (z=[0.41, 0.47]). Left: a 4x4◦ sky patch from
the observed (above) and simulated (below) Compton-y maps. At this redshift, the corresponding physical size is ∼ 180Mpc.
RedMaPPer cluster locations within the slice are circled in white. The ACT y map is noise-dominated, whereas the Buzzard
simulated map is noiseless. Both y maps display the projected tSZ signal from all contributing sources along each line-of-sight.
Because of this projection, as well as the dependence of tSZ strength on cluster mass, not all circled clusters are easily detectable
by eye. Middle: Observed (above) and simulated (below) galaxy overdensity maps, Gaussian smoothed with FWHM=14 Mpc,
in the same sky area. The same clusters are circled and black arrows indicate their orientation with respect to the surrounding
large-scale structure, as determined by the Hessian matrix on Fg. Right: Oriented stacks made by a combination of multiple
distance slices in the range 1032–2632 Mpc. Each stack is made by taking cutouts from the y map centered on cluster locations
and rotating it with the information from δg before stacking. This builds up signal-to-noise along the horizontal axis, showing
the gas signal from superclustering.

4.5. Uncertainties

Uncertainties in the stacked profiles are expected to

stem from a variety of sources including random noise,

contamination of the y map from other components such

as dust and the primary CMB, and photometric redshift

uncertainties in the DES data.

We characterize the uncertainties by estimating the

covariance matrix, Σ, of each Cm(r) profile. If a pro-

file is binned into radial bins ri, each element Σij is the

covariance between the signal in the ith and jth radial

bins, and the elements along the diagonal of the matrix

are the variances of the signal in each bin. We attempt

two different methods to estimate Σ. Method 1 is suffi-

cient for the simulated data but insufficient for the real

data. In method 1, we split the clusters into Nreg sepa-

rate regions on the map where Nreg ranges from 12 to 48

depending on the data set and cluster selection. Cluster

samples in all the regions are approximately equal-sized

and collected in (RA, Dec) space into patches 30 − 80

deg2 in area, depending on Nreg. The clusters in each

region are stacked with orientation, where the orienta-

tion is given by the full Fg map such that information

beyond the region edges can be incorporated. Splitting

the data into spatially separate regions is motivated by

the fact that our measurement contains both spatially

correlated noise from large-scale structure fluctuations

(data and simulations) and long-wavelength noise from

residual low-` primary CMB contamination (data only).

With large-area regions, each sample is reasonably in-

dependent from the rest, save for some inevitable LSS

and long-wavelength noise overlap between neighboring

regions.

The number of regions and the angular area per region

depends on the data set. For Websky full-sky maps, we
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Figure 10. A representation of the three lowest even multipolar moments of an oriented stack from the Buzzard y map (left).
The stack image is passed as I through Equation 7 to get Cm(r). The odd m moments trend towards zero with increased
numbers of stacked cutouts. For the even moments, we show the symmetrized representation Cm(r) cos (mθ). Power in the
m = 4 moment comes from the horizontal wings of the stacked image, but gets evenly redistributed to four poles in this
representation.

split the sample into 48 Healpix pixels. For the Buzzard

and DES data, we use the kmeans radec algorithm6 to

split the clusters into approximately equal-sized regions

on the sky. The full λ > 10 cluster sample is split into

16 regions in DES and 48 regions in Buzzard. Adding

in the field constraints ν > 2 and e > 0.3 shrinks the

number of clusters, so when stacking this constrained

sample we reduce the number of splits to 12 for DES

and 24 for Buzzard.

After stacking the clusters in each region, we have

Nreg stacks. We decompose each stack into multipole

moments m and measure the Compton-y radial profiles

Cm(r). Each profile is binned in radius to make a data

vector ~Cm = Cm(ri), where i ∈ (1, Nbin). We combine

the Nreg profiles into a Nbin×Nreg matrix, called X. In

calculating the covariance matrix, we weight each region

by wp = Ncl,p/Ncl where Ncl,p is the number of clusters

in the pth region and Ncl is the average over all regions.

If X becomes the modified matrix M by subtracting the

weighted average of each bin across all regions (i.e., the

row mean), so that element Mip is given by

Mip = Xip −
∑Nreg

p′=1 Xip′wp′∑Nreg

p′=1 wp′
, (8)

6 https://github.com/esheldon/kmeans radec

then the covariance matrix element between bins ri and

rj is

Σij =

[ ∑Nreg

p′=1 wp′

(
∑Nreg

p′=1 wp′)
2 −

∑Nreg

p′=1 w
2
p′

]
Nreg∑
p′=1

(wp′Mip′Mjp′).

(9)

The left bracketed term is a normalization by the degrees

of freedom that would simply be 1/(Nreg − 1) if there

were no observation weights wp. Expressing the right-

most unbracketed sum in words, the weight wp is applied

to every radial bin in the zero-mean profile of the pth re-

gion, and the result is matrix-multiplied with the trans-

pose of M (generally, (M ×MT )mn =
∑
lMmlMnl). In

practice, we calculate Σ with the NumPy cov7 function.

Σ as defined above represents an estimate of the covari-

ance of a single region’s y profile which was ‘observed’

Nreg times, so we further divide Σ by Nreg to achieve

our estimate of the covariance of the full map data.

The map-split method works sufficiently well for the

Buzzard and Websky simulations, which both can be

split into a larger number of regions and have more clus-

ters per region than in the real data. However, we find

that there are not enough possible sub-regions of the

smaller-footprint ACT y map to achieve convergence of

the covariance matrix. With only 12 regions and 3–5 ra-

dial bins, we find that the position and number of bins

significantly affects the resulting χ2 and signal to noise

estimates.

7 www.numpy.org/doc/stable/reference/generated/numpy.cov.
html

www.numpy.org/doc/stable/reference/generated/numpy.cov.html
www.numpy.org/doc/stable/reference/generated/numpy.cov.html
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Due to the lack of convergence, we apply a different

method to the observed data. In method 2, we assume

that each covariance matrix for the final ACT y profiles

can be decomposed into the sum of components:

Σtot = Σnoise + Σsignal, (10)

where Σnoise refers to the covariance matrix from all

non-signal components in the y maps, and Σsignal refers

to the covariance matrix which would emerge from a

noiseless y map.

To estimate the former, and dominant, source of error

(Σnoise), we use 120 simulated ACT Compton-y maps

described in Section VII of Madhavacheril et al. (2020).

Each map contains an independent realization of Gaus-

sian y signal generated with a tSZ power spectrum as

well as independent realizations of the estimated noise

contribution from all known contaminants. Each map

covers the D56 footprint. The contaminants include the

low-` primary CMB, high-` instrument noise, and high-

` residual foregrounds. We subtract the tSZ realization

from each map so that only the noise contribution re-

mains. We estimate Σnoise by generating a stack for

each different map. The noise in the simulated maps is

uncorrelated with true cluster and galaxy positions, so

for each map we stack on a sample of random points

which is the same size as the cluster sample and ap-

ply random orientation. We bin the data to sample the

radial profile in positions of interest, and the resulting

covariance matrix emerges from Nmap = 120 indepen-

dent stacks. Because the number of images per stack is

constant, Equations 8 and 9 simplify to:

Mip = Xip −
∑Nmap

p′=1 Xip′

Nmap
; (11)

Σnoise,ij =

∑Nmap

p′=1 Mip′Mjp′

Nmap − 1
. (12)

We estimate Σsignal, the covariance matrix of the sig-

nal component of the measurement, as being equal to

the Buzzard map-splits covariance matrix (calculated

by Eq. 9) scaled by NBuzz/NDES (the relative number

of clusters in Buzzard versus DES). We compute Σsignal

for each separate smoothing scale that we apply to the

galaxy maps; therefore it includes the correlation in-

duced between radial bins by smoothing. This is an

imperfect estimate of the true signal variances and co-

variances due to the known inaccuracies in Buzzard’s

mass-richness relation and our approximate, prescriptive

approach to adding gas to the simulation. We compute

Σtot = Σsignal + Σnoise and examine which component

contributes more to the total. Σnoise dominates the vari-

ances of the signal in each radial bin, as its diagonal is

∼ 3− 6× larger than the diagonals of Σsignal. However,

the off-diagonal covariances are similar in magnitude.

Therefore, although the noise contribution is more im-

portant overall, any inaccuracies in the Buzzard simula-

tion may have a non-negligible impact on Σtot. Future

work using expanded ACT sky coverage will avoid this

concern by estimating uncertainties through data only.

When working with simulations to determine general

theory expectations in Section 5, we use arbitrarily fine

binning for the radial profiles Cm(r). However, when

making robust comparisons between ACT×DES and

Buzzard in Section 6, we choose the binning more care-

fully. We determine the convergence of Σnoise for n bins

by examining the matrix and its inverse as the number

of contributing maps increases from 60 to 100 to 120.

We also examine the condition number (the ratio of the

largest to smallest eigenvalue) of Σtot. We find insta-

bility and a high condition number for 5 or more bins

when using the constrained cluster sample, because the

Buzzard covariance matrix was calculated using only 24

separate map regions. Therefore we select 3 bins for sta-

ble results and useful placement along the radial profile.

It may be possible to achieve a more stable finely-binned

covariance matrix with alternative uncertainty methods,

but we leave that for future work with larger ACT×DES

sky coverage.

We note that the DES photo-z uncertainties are ex-

pected not only to contribute to the overall uncertainty

of the anisotropic stacked y signal, but also to bias the

signal in a redshift-dependent manner. The contribu-

tion to uncertainty is accounted for within method 2:

Σsignal includes variance across small samples of differ-

ent photo-z realizations for galaxies and clusters within

Buzzard. Buzzard reproduces the photo-z uncertainties

of the DES catalogs well, shown in D19.

The redshift-dependent bias, however, is unaccounted

for in the uncertainties. Due to photo-z error, for any

redshift slice, some objects near the edge are not in-

cluded and some interlopers just outside the slice are

included. This results in a distribution of the true red-

shifts of objects which is concentrated toward the middle

of each slice with tails extending beyond the slice edges.

On average, ∼ 25% of galaxies and ∼ 20% of clusters

are interlopers in a given slice. The combination of the

peaked distribution and the inclusion of interlopers has

a non-trivial effect on the determination of orientation,

as it both increases the correlation of objects within the

slice but also adds in distant, uncorrelated structure.

We test the effect this has on the anisotropic stacked

y signal using the Websky simulations. For each red-

shift slice, we transform the true Websky halo redshifts

to photometric redshifts by drawing from a Gaussian z
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distribution with the average σz of galaxies / clusters

in DES. We then compare the m = 2 radial y profiles

from a stack using photo-zs versus a stack using true

zs. We find that the profile can be boosted, decreased,

and/or shifted in radial units due to the use of photo-

zs, depending on the redshift slice. The most significant

effect is in the most distant slice, where there is a decre-

ment of ∼ 25% in the maximum height of the y pro-

file. To make physical inferences from the values of our

observational results, these effects must be fully charac-

terized and corrected for, which will be one of the goals

of our succeeding paper. However, they do not impact

the conclusions of this paper as we limit our compari-

son to only Buzzard vs. ACT×DES. Due to Buzzard’s

accurate reproduction of the photo-z uncertainties from

DES, oriented stacks using Buzzard will be biased in the

same manner. We do not attempt to compare Websky

directly with Buzzard or ACT×DES.

4.6. Comparison with a Gaussian Random Field

Can oriented stacking be used to examine non-

Gaussian structures in the late-time universe which re-

sult from non-linear evolution? In the cold dark matter

model, gravitational instabilities cause the primordial

matter field, which is Gaussian or very nearly Gaussian,

to cluster. At early times, the amplitudes of the mat-

ter fluctuations grow linearly at almost all scales. As

the universe evolves, small-scale overdensities begin to

exceed a critical threshold for collapse. The increase

in clustering on small scales causes non-Gaussianity in

the matter field and non-linear deviations in the matter

power spectrum. Over time, as the overall power spec-

trum grows, increasingly larger scales pass the threshold,

leading to the collapse of the first stars, then galaxies,

then clusters. These non-linear effects are important at

the scales and redshifts studied in our paper, e.g., non-

linearity increases the amplitude of the matter power

spectrum P (k) by ∼ 1.5× at z = 1 and k = 1hMpc−1,

and by ∼ 6× at the same scale at z = 0 (Springel et al.

2018). Accordingly, we search for a characteristic sig-

nal of late-time non-Gaussianity in the stacked maps by

comparing the Buzzard simulations to a purely Gaussian

random field.

We generate GRFs using the measurements of the

galaxy autospectrum, galaxy-y cross-spectrum, and y

autospectrum in the Buzzard simulations (Pandey et al.

2021). These measurements were made for three wide

redshift bins in the galaxy simulation, rather than thin

200 Mpc slices which are used elsewhere. For each bin,

the three power spectra contain all necessary informa-

tion to generate two correlated GRFs which represent

the galaxy field and y field without non-Gaussianities.

Next, we stack on ‘peaks’ in the GRF that roughly

match the size of λ > 10 galaxy clusters in Redmapper,

as described in Section 3. We pass the maps and peak

positions through the same oriented stacking pipeline

such that cutouts from the pseudo-y map are rotated

based on information from the pseudo-galaxy map, then

stacked.

The comparisons between the resulting GRF stacks

versus the Buzzard stacks are shown in Figure 11.

The lower plots show the smoothed projected galaxy

overdensity field for both Buzzard (left) and the GRF

(right). These figures provide a visualization of the

spatial distribution of the full cluster sample (red cir-

cles) and the clusters constrained by ν and e limits

(over-plotted blue circles; all blue circles belong to the

red sample as well). The radial profiles for stacks on

these points are shown above, for three multipoles, with

the same color scheme for the unconstrained and con-

strained cluster samples. First we examine the isotropic

signal, m = 0, which is equivalent to what it would be in

an unoriented stack. It is consistent beyond ∼5 Mpc for

both the full (red) and constrained (blue) cluster sam-

ple, demonstrating that large-scale differences between

the GRF psuedo-y and Buzzard y maps are indistin-

guishable from unoriented stacking alone. For r < 5

Mpc, the Buzzard profiles are significantly higher than

the GRF profiles. The discrepancy at this small scale is

expected because the realistic Buzzard δg and Compton-

y fields have high skew at small scales from the collapse

of massive, rare peaks in the density field and the strong

Y −M relation for massive clusters. A GRF, by defi-

nition, has no skew at any scale. Thus by generating

the GRF, we redistribute Buzzard power evenly to both

low and high values in the psuedo-galaxy and pseudo-y

maps. This redistribution of power causes there to be

fewer high-y peaks in the GRF. Some additional discrep-

ancy may come from the imperfect peak-finding in the

GRF, namely, the selection of peaks at only one scale.

However, in the anisotropic components m = 2 and

m = 4, significant distinctions appear. Generally, ori-

ented stacking with the GRF results in some anisotropic

signal because, as in the real universe, the field around

any peak has a preferred alignment. The imposed cor-

relation between the pseudo-galaxy and pseudo-y fields

results in an aligned pseudo-y signal. We find that the

m = 2 moment is similar in shape and peak height for

the full cluster sample between the GRF and Buzzard,

although not perfectly in agreement. Notably, though,

imposing the field constraints makes a significant differ-

ence. The Buzzard profile rises by ∼ 2.5× while the con-

strained GRF stack remains nearly the same as before

the constraints were applied. This demonstrates that
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Figure 11. Top: a comparison of the m = 0, m = 2, and m = 4 moments of oriented stacks on Buzzard clusters (solid lines)
and Gaussian random field peaks (dashed lines); note the three different y axes. Red indicates that all clusters were used in
the stack, whereas blue is the sample that remains after a constraint on ν and e at large scales. The m = 0 moment is not
well matched near the cluster interior, but at larger radii the Buzzard and GRF profiles are consistent both before and after
large-scale field constraints are imposed. For m = 2, the red profiles are similar to each other, showing that the quadrupole does
not strikingly display signs of non-Gaussianity when the stack includes all clusters. However, the field constraints induce a much
larger boost in the Buzzard signal than the GRF (blue dashed versus continuous line). The m = 4 moment is notably consistent
with zero for the GRF, whereas in Buzzard the profile peaks near 10 Mpc, which also is boosted with the field constraints.
We interpret this sign of non-Gaussianity to be related to the flatness of filaments, arising from nonlinear growth of structure
at late times. Bottom: A cutout of the galaxy (Buzzard, left) and pseudo-galaxy (GRF, right) fields that were used for the
orientation and field constraints. Both fields are Gaussian smoothed with FHWM=14 Mpc. Red circles are plotted around
all cluster locations. Many clusters are cut by imposing ν > 2, e > 0.3 and the remaining ones have blue circles over-plotted
(in other words, blue circles also belong to the red sample). The remaining clusters are themselves clustered. Clumps of blue
clusters in the left field are more aligned than in the right. This demonstrates how the ν and e thresholds select clusters in
high-superclustering, highly non-Gaussian regions.

imposing ν > 2 and e > 0.3 on the Buzzard galaxy field

selects for cluster locations in the y map where the local

anisotropy is highly non-Gaussian. Finally, the m = 4

moment demonstrates the most striking signal of non-

Gaussianity. The profile of the GRF stack for both peak

samples is consistent with zero, while the Buzzard pro-

file shows a significant peak which increases with the im-

posed field constraints. We interpret the m = 4 moment

as a sign of filament structure, flattened from small-scale

gravitational effects in the late-time universe.

To support this claim, in the following section we ex-

amine the m = 4 signal in oriented stacks from the Web-

sky simulation.

5. EXPECTATIONS FROM THEORY

5.1. Websky

We use the Websky simulations to give pure theoreti-

cal results which are not subject to the selection effects

of DES and the Buzzard mocks. Two key questions are:

• How does superclustering depend on redshift?

• How does the average superclustering signal from

hot gas depend on the mass of the clusters being

stacked?

Websky is useful for addressing the former question

because the simulations extend to redshifts of z = 4.6.

In addition, answering either question requires splitting

data into smaller sub-samples, which increases noise in

the stacks. Due to the full-sky coverage of this simu-

lation, there are enough clusters that the SNR of sub-

sample stacks is sufficient to distinguish between the dif-

ferent results.
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We create the analog to a galaxy overdensity map by

using all Websky dark matter halos in the mass range

[1.5× 1012, 1× 1015] M�. This range incorporates most

Redmagic-galaxy-hosting halos (Clampitt et al. 2017;

Pandey et al. 2021), and also includes most halos that

would host galaxies from the Sloan Digital Sky Survey

BOSS-CMASS sample (Dawson et al. 2013; Sonnenfeld

et al. 2019; Maraston et al. 2013). The lower limit is

slightly higher than the Websky minimum halo mass

(∼ 1.2× 1012 M�) because cutting out the lowest-mass

halos saves computational time. Nevertheless, the wide

halo range paints a near-complete picture of the large-

scale structure, while the redMaGiC galaxy data only

form a subset of the galaxies which trace the underlying

matter. We create mass-weighted halo number-density

and overdensity maps using a weight of Mh/1012 M�.

These maps are roughly proportional to galaxy overden-

sity maps because the number of galaxies in a halo is ap-

proximately linearly proportional to the mass (Kravtsov

et al. 2004). With smoothing scales far larger than a

cluster, the missing details of the subhalo distribution

are unimportant.

We test how the extended gas around massive clusters

varies with redshift by stacking on halos with M > 1014

M� from z ∼ 0.25 to z ∼ 2. We rescale the stacked

images for pairs of consecutive 200 Mpc slices to the

same physical size and combine them. The results are

shown in Figure 12, demonstrating that the anisotropic

tSZ signal increases from a low level at high redshifts

(early times) until z ∼ 0.75, after which it becomes fairly

stable. As time evolves past z = 0.75, the peak exhibits

a slight increase and subsequent decrease. However, as

most of these low-z profiles are consistent within the

1σ error regions, we leave a detailed study of the low

redshifts to future work.

These results can be interpreted as a combination of

the halo mass function evolution as well as the evolu-

tion of superclustering in the late-time universe. As the

simulation evolves, the cosmic web structure in which

clusters are embedded becomes more pronounced. Halos

merge to form larger and more massive halos, which are

prescribed larger tSZ profiles in post-processing. This

prescription mimics the theoretical and observational

understanding that, over time, galaxies merge along fil-

aments and flow towards clusters. These mergers are ex-

pected to heat up the gas in galaxy groups. In addition,

mergers and AGN feedback can also heat up intergalac-

tic gas. The effect of feedback and mergers are de facto

included in the Websky simulations, encoded in the gas

response to the presence of the evolving halo population,

but there are many possibilities that are not accounted

for. When galaxies fall into clusters, they undergo ram-

Figure 12. The m = 2 (top) and m = 4 (bottom) radial
profiles for Websky oriented stacks in progressive 400 Mpc
slices in line-of-sight distance. These stacks of massive clus-
ters (M > 1014M�) were oriented using a mass-weighted
halo density field smoothed at the scale of FWHM=14 Mpc.
The profiles are binned equally in arcminutes, thus the bin
sizes and centers in Mpc vary across the different redshifts.
We remove the first m = 4 bin to account for uncertainty in
the angular integration near the center of the stacked image.
In both moments, the peak location is fairly consistent with
redshift and there is a trend towards lower overall signal at
higher redshifts. The profiles at lower redshifts have smaller
uncertainties because of the progressively larger number of
massive halos at later times. In the range available in DES
(0.25 < z < 0.7), the profiles are roughly consistent within
the shaded 1σ error regions. This suggests that the evo-
lution of superclustering on these scales slows down during
these redshifts, due in part to the onset of Λ domination at
z ∼ 1.

pressure stripping and the clusters gain mass and heat

up through shocks. Overall, the tSZ signal from the

contributions of clusters, groups, and intergalactic gas

should grow over time and thus the anisotropic super-
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clustering signal should be stronger at lower redshifts.

Our results match this expectation.

Table 2. Websky halo mass bins.

Bin Title Mass range (M200m [M�]) Equiv. λ N

Low-Mass [1× 1013, 5× 1013] [3, 11] 3,017,917

Mid-Mass [5× 1013, 1014] [11,18] 314,389

High-Mass [1014, 2.6× 1015] [18,200] 169,316

Note—The equivalent cluster/group richness in the third column
is calculated from Eq. 52 in McClintock et al. (2019) for a redshift
of 0.5, with the caveat that the mass-richness relation shouldn’t
be extrapolated to masses as small as the low-mass bin. The final
column gives the number of halos in a 200 Mpc slice at z ∼ 0.4.

We next explore how the strength of the gas signal

from superclustering varies with the mass of the stacked

clusters. We divide the data into three bins, the ranges

for which are shown in Table 2. The table also shows the

equivalent DES cluster richness range (λ) at z = 0.5 as-

suming the mass-to-richness relation from McClintock

et al. (2019). After stacking the cluster cutouts, we

combine stacks from 5 slices from 1200–1800 Mpc to

get the images shown in Figure 13. Figure 14 shows

the m = 0, 2, 4 moments of the stacks in each mass bin.

Larger halos have higher isotropic tSZ profiles, as the y

signal is prescribed in the simulations to be proportional

to M5/3. Our results demonstrate that additionally, the

anisotropic y signal is stronger for structures surround-

ing higher-mass halos.

This stronger signal could result from a combination

of effects. Because the Websky simulations are hydrody-

namical only in the limited-spatial-range response to the

presence of halos, albeit of all masses, we emphasize that

this dependence is not from temperature differences in

intergalactic filament gas, since these are not included

in these simulations. The contributing tSZ sources are

clusters and groups along the alignment axis. The in-

crease in the m = 2, 4 and signal around more mas-

sive clusters is due to their being embedded in overall

denser filaments on average. These regions would have

more halos along the alignment axis contributing tSZ

signal. In addition, massive clusters are known to have

higher connectivity to the cosmic web (Aragón-Calvo

et al. 2010; Codis et al. 2018b). In other words, more

massive clusters are connected to a higher number of

filaments. This could contribute to some of the corre-

lation between mass and tSZ signal in m = 2 and 4;

massive clusters may have multiple filaments partially-

overlapping along the line-of-sight of the alignment axis,

boosting the signal. Both effects could be contributing

simultaneously.

We attempt to address the same questions with the

observational data. However, we find that splitting the

small amount of available cluster data into richness bins

increases the noise in the stacks enough that the results

for different bins are all consistent within the errors. In

addition, the redMaGiC high-density galaxy catalog ex-

tends only to z = 0.7. Within this range, the Websky re-

sults indicate that the superclustering signal is expected

to remain fairly constant. We determine that the error

bars in ACT×DES and even the Buzzard mocks are too

large to observe a redshift evolution in this range, and

any apparent evolution may be only a function of the

data selection functions.

5.2. Dependence on parameters

We examine the dependence of superclustering y sig-

nal on cluster richness λ, field excursion ν, field ellip-

ticity e, and smoothing scale using the Buzzard mocks.

Figure 15 shows the effects of imposing minimum lim-

its on λ, ν, and e on the stacked Compton-y signal.

The ν property has the strongest impact, demonstrating

that clusters embedded in large-scale highly overdense

regions tend to be members of more massive filaments

and superclusters.

Certain cuts to the cluster sample significantly boost

oriented y signal, yet a reduction of factor N to the

number of stacked images augments the random noise

by
√
N . For the different parameter values tested, we

assess this trade-off by examining the signal-to-noise of

the maximum bin of m = 2. We find that the full λ > 10

sample has the highest signal-to-noise. If including the

field constraints, a combination of (λ > 10, ν > 2, e >

0.3) is optimal.

Next we examine changes to the smoothing scale that

is applied to the δg maps. As Figure 16 visually demon-

strates, finer-grained smoothing causes the orientation

for each cluster to be more dependent on local fea-

tures such as nearby filament galaxies, whereas coarser

smoothing makes larger-scale features (like the nearest-

neighbor clusters) more important to the determination

of curvature. With the Buzzard simulations, we per-

form oriented stacking with a Gaussian-smoothed map

of FWHM=[6, 10, 14, 18] Mpc. The results are shown in

Figure 17. We only show m = 2 for brevity, but m = 4

displays similar effects.

We find that the location of the peak of the m = 2 pro-

file scales nearly linearly with the smoothing scale. This

is because the smoothing scale sets the radius from the

cluster at which orientation is determined, and thus by
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Figure 13. Stacks of the Websky Compton-y map on dark matter halo locations. From left to right, stacks are on the low-,
mid-, and high-mass bins of Websky halos described in Table 2. Each stack combines halos in the distance range 1232–1832
Mpc, or z ∼ 0.4.

Figure 14. m = 0, 2, 4 radial profiles for the oriented stacks
of three mass bins of Peak Patch halos shown in Fig 13. The
highest-mass bin has the largest signal in all components,
demonstrating that not only is the isotropic gas signal higher
for larger clusters (as prescribed), but the surrounding su-
percluster structure also has a stronger signal. Notably, the
m = 2 and m = 4 components rise above the m = 0 compo-
nent at their peaks, demonstrating that outside of the central
stacked cluster, the anisotropic structure contributes a larger
tSZ signal than the isotropic component.

construction, anisotropic structure is maximally aligned

along the horizontal image axis of the stack at that ra-

dius. We will call this the ‘radius of maximal align-

ment.’ Figure 18 demonstrates this concept by rescaling

the x-axis by the Gaussian FWHM, bringing nearly all

peaks into alignment. m = 4, not shown, behaves sim-

ilarly. We emphasize that the peak location therefore

contains little to no physical information. The height of

the profile at the radius of maximal alignment, however,

is physical, as it is determined by the average tempera-

ture and density of aligned structure at that scale. We

will further analyse the meaning of peak height and its

relationship to physical properties in a subsequent pa-

per.

Another useful quantity is the total integrated

Compton-y signal for each moment,

Ym =

∫ R

0

Cm(r)rdr, (13)

where Cm(r) is defined in Equation 7. For m = 0, this

is similar to the unitless angularly-integrated Compton-

y parameter, with the difference that our Y has units

of Mpc2. Y2 is shown in the lower panel of Figure 17.

Y2 depends not only on the gas properties at the ra-

dius of maximal alignment, but also on how coherent

the structure is within and beyond that radius. It also

depends on the galaxy field constraints ν and e, which

limit the cluster sample in a smoothing-dependent man-

ner. As the smoothing becomes coarser, we observe that

the m = 2 y profiles broaden and Y2 increases. This may

suggest that LSS is more coherently aligned along the di-

rection of orientation determined for larger scales than

for smaller scales. However, because of the nontrivial

impacts of smoothing on the galaxy field constraints,

we leave a more robust physical interpretation for the

succeeding paper.

The flexibility of our method to smoothing demon-

strates that it can be applied to scales as small as indi-

vidual clusters, to study the alignment of galaxies and

cluster gas, and as large as the longest superclusters.

6. COMPARISON WITH OBSERVATIONAL DATA

We apply the method to ACT×DES data and the

Buzzard mocks using a few combinations of smoothing

scales and field constraints. We will highlight results for
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Figure 15. Results of changing the lower threshold for cluster richness (λ, left column), field excursion on a 14 Mpc scale (ν,
middle column), and field elongation on a 14 Mpc scale (e, right column). For ν changes, the λ threshold is fixed at 10; for
e changes, the ν threshold is fixed at 2. From top to bottom, the plots are of m = 0, 2, 4. 1σ error bars are taken from the
diagonal of the covariance matrices calculated through cluster sample splits. Increases in λmin and νmin augment the signal
in all three moments, while emin only has an impact on the anisotropic moments. The strongest effect to m = 2 comes from
changes to νmin. We adopt (λ > 10, ν > 2, e > 0.3) as the combination of constraints to apply to observed ACT×DES data, as
they increase the anisotropic signal without overly depleting the cluster sample.

18 Mpc smoothing, a scale which roughly corresponds

to inter-cluster filaments (as motivated in Sec. 4.2). We

later show all three smoothing scales. Each result fig-

ure shows the observational y measurements in 3 radial

bins, as motivated in Sec 4.5. Each figure also shows the

Buzzard results, which demonstrate what a ‘pure’ mea-

surement would look like across the full DES footprint,

with errorbars due to variance in the large scale struc-

ture but not instrumental noise. The Buzzard results

are binned into the same 3 radial bins to assess the con-

sistency with observations, while the figures also display

the continuous Buzzard profiles for visual purposes.

To begin, we briefly examine the isotropic (m = 0)

component of the stacked images in Figure 19. This is

identical for an oriented and unoriented stack and will

not provide specific information about filaments. Nev-

ertheless, comparing the m = 0 Compton-y signal be-

yond the stacked cluster radius between simulations and

observations is informative of how well the simulations

reproduce the large-scale clustering and gas content of

halos.

Because our focus lies beyond the cluster interior, we

exclude the majority of central-cluster tSZ contributions

to the radial y profile by choosing an inner cutoff radius.

Our choice is Rc = 1.5Rλ, where Rλ is the redMaP-

Per cluster radius (Rykoff et al. 2014). Rλ is given by

(λ/100)0.2h−1 physical Mpc, which we calculate at the

median richness in our sample, λ = 15. After conver-

sion, this results in a comoving radius of ∼ 2.5 Mpc for

the average redshift of the cluster sample. Therefore,
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Figure 16. Overdensity maps smoothed at three scales and
the respective orientations determined for two clusters. For
the left cluster, smaller-scale surrounding structure is fairly
aligned with larger-scale structure so the orientation is only
slightly rotated between the different maps. The right cluster
lies at a kink in the surrounding large-scale structure, so the
orientation angle depends more strongly on the smoothing
scale. All three maps are smoothed at scales larger than a
cluster, so the small-scale peaks corresponding to the two
clusters are not visible in the maps.

in both the simulations and real data, we begin binning

the signal beyond 2.5 Mpc.

The raw ACT×DES profiles each have a constant pos-

itive offset with respect to the Buzzard profiles (not

shown in any figure). This is primarily due to long-

wavelength noise in the y map from residual low-` pri-

mary CMB contamination which does not average down

with more stacked clusters. Stacks on random points in

simulations of the ACT y map described in Section 4.5

each result in a different constant offset depending on

different realizations of the low-` primary CMB. To ac-

count for the offset in the real ACT y map and each

simulation, we subtract the average value of C0(r) from

33 to 40 Mpc (the tail of each profile) from the full

profile. This is similar to performing aperture photom-

Figure 17. Effect of changing the smoothing scale applied
to δg. Top: changes to the m = 2 radial profile; bottom:
changes to the integrated m = 2 Compton-y signal out to
40 Mpc. All profiles are constrained by (λ > 10, ν > 2, e >
0.3), where the latter two parameters are calculated post-
smoothing. The smoothing scale thus impacts both the se-
lection and orientation of clusters. The location r of the
maximum highly depends on the FWHM and thus contains
little physical information.

Figure 18. The same figure as Fig 17 (upper), but with r
scaled by the FWHM of the Gaussian to create a unitless
radial quantity. This scaling brings nearly all curves into
alignment, demonstrating that the location of the peak of
m = 2 should not be interpreted as the true position of max-
imum anisotropic gas signal from the cluster, but rather a
property which depends almost exclusively on the smoothing
scale.
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etry, a technique typically applied to unoriented stacks

to subtract the noise calculated in an annulus from the

signal within some inner radius.

The adjusted m = 0 profiles for 18 Mpc smoothing,

after subtraction of the tail, are shown in Figure 19.

There is a nonzero signal in the first two bins which is

boosted when the ν > 2 constraint is applied. (The e

constraint has little to no effect on the isotropic profile,

as previously demonstrated in Figure 15). The ν and

e constraints reduce the cluster sample by a factor of

∼ 5, causing an increase in noise of ∼
√

5. We can

determine the signal-to-noise of the results by comparing

them to a null profile. This null result corresponds to

the unphysical hypothesis that there is no tSZ signal

outside of the average cluster radius. This would occur

in a universe where every cluster were separated by > 40

Mpc from the nearest object containing hot gas. We

compute the reduced-χ2 of the observational data vector

yobs (the coarsely binned C0(r) profile) with respect to

null:

χ2
red = yT

obsΣ
−1yobs

/
Nbins, (14)

Figure 19. Comparison of the binned m = 0 component
of a Buzzard oriented stack (triangles) versus ACT×DES
(circles), with continuous Buzzard profiles also shown in the
background for reference. Red indicates the stack using the
full λ > 10 cluster sample, and blue indicates the sample
constrained by ν and e thresholds for 18 Mpc smoothing.
The data are binned evenly, including only data beyond the
cluster radius (black vertical dashed line). Each profile has
been adjusted by subtracting its tail, the average value from
33 to 40 Mpc. The binned profiles represent the average
thermal SZ signal from large-scale structure beyond the cen-
tral stacked cluster. ν thresholding boosts this signal within
the first ∼ 20 Mpc.

where Σ−1 is the inverse covariance matrix of the data.

Next, we find the probability that a truly null vector

could exceed that χ2. This Probability to Exceed (PTE)

is measured by drawing 1 million random vectors from a

normal distribution with mean zero and the covariance

matrix from the data. We compute the χ2 of each vector

with respect to null, then find the fraction of the sample

for which the χ2 exceeds that of the real data vector.

This fraction is the PTE; lower values indicate that the

random vector is unlikely to exceed the true data vector,

providing stronger evidence for a detection of non-zero

signal in the data. We then relate this to a signal-to-

noise (SNR) estimate which is the number of Gaussian

sigmas away from null,

(1− PTE) = erf(SNR/
√

2), (15)

where erf is the error function. We also assess the

goodness-of-fit to the Buzzard results by finding the re-

duced χ2:

χ2
red = (yobs − ysim)TΣ−1

o+s(yobs − ysim)
/
Nbins, (16)

where Σo+s is the summed covariance matrix for ob-

servational data and simulations, and ysim refers to the

coarsely binned Buzzard profile.

The bins are highly correlated for m = 0, so the SNR

is only 1.7 and 2.3 for the profiles without and with

constraints, respectively. Both profiles agree well with

Buzzard, with χ2
red < 1. The low SNR of this extended

isotropic signal, and the requirement to subtract a con-

stant offset, are both arguments that extended struc-

ture is not probed well by unoriented stacking. Notably,

the same constant offset does not appear in m = 2 or

m = 4. In addition, we achieve a higher-SNR detection

with m = 2.

The m = 2 moment of each stacked image, for the

same 18 Mpc smoothing scale, is presented in Figure 20.

We again remove the inner cluster region when coarsely

binning the data to avoid cluster mis-centering effects.

The binning is slightly uneven, designed to place the

first bin at the location of the Buzzard continuous-profile

peak. The signal for all λ > 10 clusters in Buzzard peaks

at y = 4.5 × 10−8. Enforcing (ν > 2, e > 0.3) raises

the signal at the peak by a factor of ∼ 2.3. The Buz-

zard results are in strong agreement with ACT×DES.

We also show a null test, the m = 2 of an ‘unoriented’

stack in which each cluster cutout was randomly rotated

before stacking. This profile is consistent with zero as

expected. Additionally, the figure shows the covariance

matrices for both ACT×DES data vectors.

We compare the m = 2 signal to a completely null

profile – corresponding to a perfectly isotropic stack

– to determine its significance. Having no signal in



28 Lokken et al.

m = 2 would indicate that either (a) the average ther-

mal energy distribution surrounding clusters is highly

isotropic, (b) the galaxy distribution is uncorrelated

with the gas distribution, or (c) our oriented stacking

method does not effectively align large-scale structure.

Table 3 presents the reduced-χ2, PTE, and SNR values.

Without constraints on the galaxy field, the ACT×DES

oriented stacks have 3.5σ level evidence for signal in the

m = 2 moment. Introducing the field constraints does

not change the significance, as the larger errorbars com-

pensate for the boost in signal. Table 4 presents similar

summary statistics for the Buzzard results, which have

much higher significance (12σ and 10σ) because of the

lack of instrumental noise and larger cluster sample.

Finally, the m = 4 results are shown in Figure 21. The

same bins are applied to m = 4 as m = 2. The Buzzard

profiles peak at ∼ 4 times smaller y values than m = 2.

For this component, a null profile could correspond to

any of the (a), (b), and (c) possibilities listed for m = 2

or the signal from a perfectly Gaussian random field. As

shown in Tables 4 and 3, the Buzzard m = 4 component

from the constrained cluster sample is at 2.8σ, but the

corresponding ACT×DES result is only 1.5σ. Therefore,

we can not claim evidence for the m = 4 component in

observations. The m = 4 profiles are in agreement with

Buzzard.

We repeat the stacking procedure for two smaller

smoothing scales, FWHM=10 Mpc and FWHM=14

Mpc, with the ν and e contraints enforced for the re-

spective smoothed maps. The m = 2, 4 plots are shown

in Figure 22. The binning is adjusted for each scale to

align the first bin with the peak location. The continu-

ous profiles in the figures are shown for visual purposes

but cannot be directly compared to the binned real data;

instead, this comparison is best captured in the χ2
red col-

umn of Table 3.

There is evidence for m = 2 signal at the 3.2σ level

for 14 Mpc smoothing and marginal 2.6σ evidence for 10

Mpc. The SNR of m = 4 is smaller in all cases, although

there is marginal 2.4σ for an m = 4 component in the

smallest smoothing scale. This is consistent with the ex-

pectation that non-Gaussianity is more pronounced on

smaller scales. However, because the evidence does not

meet the 3σ threshold, we leave further analysis to fu-

ture work with larger data sets. Generally, the observed

data are in very good agreement with the simulations,

reaching at most a reduced-χ2 of 1.2.

Due to the lack of detection in m = 4, we cannot

claim to find evidence for non-Gaussian structure with

the currently available data. For m = 2, as discussed

Figure 20. Top: Comparison of the m = 2 component of
the Buzzard (triangles) versus ACT×DES (circles) oriented
Compton-y map stacks. The orientation and ν and e se-
lection were performed using a Gaussian smoothed galaxy
field with FWHM=18 Mpc. The background shaded curves
surround 1σ regions above and below the continuous mean
profile from Buzzard; the triangles correspond to coarse bin-
ning of this profile for direct comparison with real data. The
first triangle falls below the curve because of the wide bin
size which includes lower values on either side of the peak.
Points are artificially spaced in r for visual distinction. The
attached lower panel shows a null test for comparison: the
quadrupole profile for an ACT×DES unoriented stack us-
ing the same selected superclustering points. Bottom: The
covariance matrices for each ACT data vector. The discrep-
ancy between the visual appearance of the significance of
the real data and the values reported in Table 3 is due to the
correlations between bins.
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Figure 21. Top: Comparison of the m = 4 compo-
nent of Buzzard versus ACT×DES for smoothing with
FWHM=18Mpc. The attached lower panel shows the m = 4
profile for an unoriented stack as a null test reference. The
second red point and third blue point are significantly (1.3σ
and 1.1σ, respectively) higher in the real data than in the
simulation. Because the tension is not extreme, this may be
due to random fluctuations in the ACT y map at these clus-
ter locations; larger data sets will address whether there is a
true physical difference in the average profile. Overall, how-
ever, the Buzzard and ACT×DES profiles are in statistical
agreement. Bottom: The covariance matrices for each ACT
data vector.

in Section 4.6, the boost from applying the ν and e

thresholds only occurs in realistic fields and not in a

Gaussian random field. Therefore, it is likely that the

strength of m = 2 in stacks on the constrained clus-

ter sample is indicative of non-Gaussianity. However,

to robustly address this, we would need to repeat the

Table 3. Summary of the ACT×DES results.

m Cuts (Y/N) N PTE SNR χ2
red (d.o.f. = 3)

absolute data-sim

FWHM of smoothing = 10 Mpc

2 Y 1190 0.06 2.6 1.8 0.9

4 Y 1190 0.3 2.4 3.9 1.2

FWHM of smoothing = 14 Mpc

2 Y 1103 0.004 3.2 5.2 0.5

4 Y 1103 0.2 1.5 1.8 1.1

FWHM of smoothing = 18 Mpc

2 N 5494 0.0004 3.5 6.0 0.1

4 N 5494 0.4 0.9 1.0 0.2

2 Y 975 0.0005 3.5 5.9 0.07

4 Y 975 0.1 1.5 1.8 0.3

Note—From left to right, m is the multipole moment, ‘Cuts’
refers to whether or not the cluster sample has been constrained
by ν > 2, e > 0.3; N is the number of stacked clusters, PTE is
the probability to exceed, SNR gives the number of Gaussian
σ from null, and χ2

red is the reduced χ2 value using 3 degrees
of freedom (d.o.f.). χ2

red is shown for the absolute value with
respect to 0 as well as the value with respect to Buzzard. The
highest signal-to-noise detections of extended signal come from
the m = 2 components of the 14 Mpc and 18 Mpc smoothed
stacks. Data and simulation are generally in agreement, with
χ2
red(data-sim) consistently near or below 1.

study in Section 4.6 with the exact methods applied to

the final results (using thin redshift slicing, rescaling,

and combining multiple slices). We leave this detailed

comparison for future work.

As discussed in Section 5.2, the shape of each profile

is highly dependent on smoothing scale and thus the

integrated profile provides a useful single-value quan-

tity for comparison between data and simulations. Fig-

ure 23 shows the integrated Y signal (computed with a

Riemann sum) over the Buzzard (red) and ACT×DES

(blue) coarsely-binned m = 2 profiles for three smooth-

ing scales. Errors are propagated with the covariance

matrix for each scale. At all scales, the Buzzard and

ACT integrals are within 1σ of each other. The ACT

integrals have SNR=[1.0, 2.0, 2.7] for the [10, 14, 18]

Mpc smoothing scales. Therefore, we find marginal in-
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Table 4. Summary of the Buzzard results.

m Cuts (Y/N) N SNR χ2
red (d.o.f. = 3)

FWHM of smoothing = 10 Mpc

2 Y 6165 10 31

4 Y 6165 4.8 7.8

FWHM of smoothing = 14 Mpc

2 Y 5401 11 37

4 Y 5401 5.3 9.2

FWHM of smoothing = 18 Mpc

2 N 24,922 12 51

4 N 24,922 3.9 5.1

2 Y 4,836 9.5 30

4 Y 4,836 2.8 2.6

Note—The table repeats the calculations in Table 3
for the Buzzard simulations, with the same 3 radial
bins. χ2

red is only shown for the ‘absolute’ value, as
the (data-sim) value is already presented in Table 3.
Because the simulation results are high-SNR, rather
than calculating a PTE we simply estimate SNR by
taking the square root of χ2. Generally, the detec-
tion significance is much higher for Buzzard than
for ACT×DES because the simulation is noiseless.
m = 2 is detected at a much higher significance than
m = 4.

dications of integrated anisotropic clustering of thermal

energy for the two coarser scales.

7. CONCLUSIONS

7.1. Overview

This paper introduced a new real-space method for

probing anisotropies in gas signal in the cosmic web. By

combining millimeter-wavelength data from the ACT

CMB survey with optical data from the DES galaxy

survey, we measured the average superclustering signal

from hot gas surrounding DES redMaPPer clusters. We

showed that there is a significant Compton-y signal from

non-Gaussianity in the late-time universe visible in the

m = 4 moment of simulated stacks. There is a marginal

indication for m = 4 signal in the observational data.

Using characteristics of the galaxy field, we identified

highly overdense, elongated regions. Selecting for clus-

ters in these high-superclustering areas enhances the gas

signal in the m = 2 moment of oriented stacks, causing

Figure 22. Comparison of the m = 2 component (top) and
m = 4 component (bottom) of Buzzard versus ACT×DES
for 3 smoothing scales: FWHM=[10,14,18] Mpc. The Buz-
zard finely-binned data are shown for visual purposes, but is
not directly comparable to the ACT×DES points because of
the difference in binning (see Table 3 for a statistical compar-
ison with the same binning). Points are artificially spaced in
r for visual purposes. The cluster sample varies slightly for
each scale due to the scale-dependent ν > 2, e > 0.3 galaxy
field constraints. The differences in profiles are mostly due
to the dependence of orientation on smoothing, as discussed
in Section 5.2. Measurements for the three scales are highly
correlated with each other due to the alignment of cosmic
web structure across a wide range of scales, so they should
not be interpreted as independent. All data points at r ∼ 33
Mpc are significantly higher than the respective binned Buz-
zard point, but as this tension is at the 1.5σ level at most,
more data are necessary to determine whether this is a ran-
dom fluctuation or true difference.

a distinction from a Gaussian random field. We visu-

ally demonstrated this enhancement in the observational

data, leaving a more rigorous proof of non-Gaussianity

to future work. Generally, with observed ACT×DES
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Figure 23. Comparison of the integrated m = 2 profile
to R=40 Mpc between Buzzard and ACT×DES for three
smoothing scales. At all scales, the simulated and observed
results are in agreement within 1σ.

data, we found marginal-to-significant evidence for ex-

tended signal in the m = 2 moments; the significance

depended on the chosen galaxy field smoothing. This

evidence demonstrates that the average thermal energy

distribution around clusters is not isotropic. This, of

course, is expected because clusters are embedded in

filamentary structures in the cosmic web spanning a

wide range of scales. Comparing to the Buzzard mocks

showed broad agreement in the m = 2 and m = 4 radial

profiles. For the integrated Compton-y from m = 2, the

results at all scales are in agreement.

We did not attempt to constrain the contribution of

the WHIM, due to gas outside individual halos, to the

anisotropic y signal. In a previous filament-stacking

study, de Graaff et al. (2019) found a filament signal

with y = 6 × 10−9. The team also found that bound

gas in halos only contributes ∼ 20% of this signal. A

WHIM signal at y ∼ 5×10−9, then, is ∼ 5% of the peak

m = 2 signal measured in our work. If the de Graaff

et al. (2019) study was correct, this indicates that as

expected, the dominant tSZ signal from the extended

large-scale structure surrounding clusters comes from

bound gas in halos. The previously-measured WHIM

signal is smaller than any of the 1σ error bars in our

work and thus undetectable with the current method

and data. A detection may be possible with the cur-

rently available data by stacking on all galaxies instead

of clusters, as well as by applying a more sophisticated

approach to the combination of smoothing scales and

field constraints. A WHIM detection may also be possi-

ble with the future, expanded version of the ACT y map

and greater overlap with DES cluster data. We leave a

detailed study of how oriented stacking can be used to

characterize the WHIM for future work.

With the Websky full-sky simulations, we demon-

strated the potential of the oriented stacking method to

probe the evolution of superclustering out to z ∼ 2 and

the relationship between cluster mass and the surround-

ing environment. These theory results demonstrated

that the anisotropic gas signal from superclustering is

expected to grow with time from z ∼ 2 to z ∼ 0.7, then

stabilize. For fixed redshift, the strength of supercluster-

ing correlates with cluster mass, indicating that massive

clusters are embedded in more massive and/or denser

filaments. The limited number of available clusters in

the ACT y map overlapping with DES prohibited the

same analyses on real data.

7.2. Systematics and Future Outlook

We identify a few sources of systematic uncertainty

which were negligible in this study but will become im-

portant as the ACT data expands and improves in the

next few years. First, as noted in Section 2, λ < 20

redMaPPer clusters are known to contain false detec-

tions. False clusters should be less correlated with the

surrounding large-scale structure than real clusters, and

therefore their inclusion should bias our results low.

Nevertheless, we found evidence for superclustering in

ACT×DES, indicating that the impact of cluster sam-

ple impurities was not enough to drown out the signal.

Estimating how much higher the signal would be with a

completely clean λ > 10 sample is beyond the scope of

this work, as these low-richness impurities have not yet

been well-characterized.

A possible source of systematic error in the compari-

son with simulations, as noted in Section 2, is the failure

of Buzzard to reproduce the redMaPPer mass-richness

relation. As the errors on ACT×DES decrease with fu-

ture data, this may become a source of tension between

the simulation and data. However, there are reasons

to suspect this has a minor effect on our measurements

compared to other factors such as the imperfect gas pre-

scription applied to Buzzard. First, because this work

does not focus on the cluster interior, discrepancies in

the richness distribution are only important to the ex-

tent that they correlate with the surrounding large-scale

structure. We found in section 5.2 that cluster rich-

ness is indeed correlated with the anisotropic Compton-

y signal; however, this is subdominant compared to the

dependence on ν evaluated at larger scales. Addition-

ally, because the mock Compton-y map is created using

only halo information from the Buzzard dark-matter-

only simulation, the y map signal does not depend on

the realistic identification of redMaPPer clusters. The
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most important steps in our pipeline are the selection

and orientation of clusters using the redMaGiC mock

galaxy data, where Buzzard does well in matching DES.

It may be possible to entirely avoid the mass-richness

systematic in future work by using the Buzzard state-of-

the-art: a recent version of Buzzard improves the color-

dependent clustering which heavily affects redMaPPer

selection (DeRose et al. 2022). In general, to fully un-

derstand the factors influencing the oriented tSZ sig-

nal, we must disentangle the effects of cosmology, galaxy

and cluster modelling/selection, and gas prescription. A

succeeding paper will address this by applying oriented

stacking to the galaxy distribution alone and comparing

the DES results to Buzzard.

Moving forward, future Compton-y maps from ACT

will cover a sky area with complete overlap with DES

over the 5000 sq. deg. footprint (Naess et al. 2020).

They will additionally include high-resolution 30, 40,

and 230 GHz data collected using Advanced ACT

arrays, allowing for better removal of contamination

from Galactic synchrotron sources, extragalactic ra-

dio sources, the cosmic infrared background, and dust

(Madhavacheril et al. 2020). Our study will be repeated

with the full cluster sample from DES, which is approx-

imately 14 times larger than the sample used in this

study. The systematic error contribution is at the few

percent level for the current y map, so random errors

will still dominate. Therefore, the error bars on the

data are expected to shrink by a factor of
√

14 = 3.7.

If the binned y values in the m = 2 profile for 18 Mpc

smoothing remained the same with 3.7× smaller error

bars, the detection of m = 2 signal after ν and e cuts

will be at the 13σ level. The m = 4 component would

be detectable at the 5σ level for the same scale. Slight

tension would emerge with Buzzard, with a χ2
red of 2.5.

With the next iteration of ACT data, oriented stacking

will be able to address questions of non-Gaussianity and

assess the accuracy of the tSZ pasting prescriptions in

simulations in more detail.

Additionally, the larger cluster sample will allow us to

remove low-λ clusters and repeat the study with a more

pure, higher-richness sample. This is expected to boost

the superclustering gas signal. In a succeeding paper,

we will use this expanded data to study the impact of

the WHIM on the superclustering signal from hot gas.

Looking further to the future, The Simons Observa-

tory (SO, Ade et al. 2019) is currently being built in

Chile, expected to begin taking CMB observations in

the mid-2020s. With measurements in 6 frequencies,

the SO Compton-y map will attain lower noise levels and

higher resolution than that of ACT. In addition, upcom-

ing telescopes like the Fred Young Sub-millimeter Tele-

scope (fomerly CCAT-p, Terry et al. 2019) and the fu-

ture CMB S4 mission (Carlstrom et al. 2019) will further

advance tSZ measurements by mapping the millimeter

sky with improved sensitivity and frequency coverage.

To optimize the science returns from oriented stack-

ing, these higher quality CMB maps will need to be

coupled with augmented cluster and galaxy data. The

SO team predicts that the number of clusters detected

through the tSZ effect will rise by an order of mag-

nitude from current levels (Ade et al. 2019). The

sample will extend to further redshifts than the DES

red-sequence-detected sample because the tSZ effect is

redshift-independent, whereas received flux from optical

galaxy observations (as in DES) diminishes with red-

shift. SO forecasts ∼ 200 detected clusters in a bin of

width ∆z = 0.1 at z ∼ 1.5, whereas the DES RedMaP-

Per catalog extends only to z ∼ 0.9. Higher-redshift

clusters will enable us to measure the evolution of su-

perclustering further into the universe’s past. In addi-

tion, the Dark Energy Spectroscopic Instrument (DESI,

Dey et al. 2019) will provide many new spectroscopic

redshifts for galaxies and clusters, enabling improved

tomographic slicing to study redshift evolution of the

LSS (Zou et al. 2021). The Vera C. Rubin Observatory

Legacy Survey of Space and Time (LSST, Ivezić et al.

2019) will make unprecedented contributions to the op-

tical galaxy and cluster data with deep observations of

the Southern sky resulting in an estimated 20 billion

galaxies. Looking to other wavelengths, eROSITA is

expected to deliver hundreds of superclusters detected

in the X-ray: additional objects on which to stack the

tSZ signal (Ghirardini et al. 2021). Applying the meth-

ods detailed in this paper to combinations of these var-

ied data sets, where they overlap, will greatly increase

the signal-to-noise and redshift extent of superclustering

measurements.

This paper demonstrates a flexible tool for examining

superclustering in the universe. We have shown its effec-

tiveness for a combination of galaxy and gas data, but

it can also be used to combine galaxy and weak lens-

ing data or to probe the anisotropies of the galaxy field

alone. By combining different probes, this method can

be implemented to study the anisotropic bias of galaxies

and gas with respect to dark matter. A follow-up pa-

per will use oriented stacking on galaxy number density

maps and compare the results to extended gas signal to

probe information about the anisotropic bias, the bary-

onic content of halos, and possibly the baryons outside

of halos. This may provide more insight into the cen-

sus of baryonic content in filaments. In addition, future

work will determine whether this method of measuring

anisotropic clustering can complement two-point clus-
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tering statistics in constraining viable models of dark

energy.
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