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ABSTRACT

Measuring the density of the intergalactic medium using quasar sightlines in the epoch of reionization is chal-
lenging due to the saturation of Lyman-α absorption. Near a luminous quasar, however, the enhanced radiation
creates a proximity zone observable in the quasar spectra where the Lyman-α absorption is not saturated. In
this study, we use 10 high-resolution (R & 10,000) z ∼ 6 quasar spectra from the extended XQR-30 sample to
measure the density field in the quasar proximity zones. We find a variety of environments within 3 pMpc dis-
tance from the quasars. We compare the observed density cumulative distribution function (CDF) with models
from the Cosmic Reionization on Computers simulation, and find a good agreement between 1.5 to 3 pMpc
from the quasar. This region is far away from the quasar hosts and hence approaching the mean density of the
universe, which allows us to use the CDF to set constraints on the cosmological parameter σ8 = 0.6±0.3. The
uncertainty is mainly due to the limited number of high-quality quasar sightlines currently available. Utilizing
the more than > 200 known quasars at z & 6, this method will allow us in the future to tighten the constraint on
σ8 to the percent level. In the region closer to the quasar within 1.5 pMpc, we find the density is higher than
predicted in the simulation by 1.23±0.17, suggesting the typical host dark matter halo mass of a bright quasar
(M1450 < −26.5) at z∼ 6 is log10(M/M�) = 12.5+0.4

−0.7.

1. INTRODUCTION

Discoveries of supermassive black holes within the first
billion years of the universe challenge our understanding of
the formation of the first quasars. In order to reach the masses
of 109M� at z & 7.5 as measured in Bañados et al. (2018);
Yang et al. (2020); Wang et al. (2021b), supermassive black
holes (SMBH) at the centers of the first quasars must form
or/and accrete via mechanisms that are not yet fully under-
stood – for example, the direct collapse into heavy seeds or
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super-Eddington accretion (see Inayoshi et al. 2020, for a re-
view). To trigger these exotic mechanisms, stringent condi-
tions on their environments are often required. For example,
to form a massive SMBH seed from a supermassive star, the
progenitorial molecular cloud needs to be kept warm to avoid
fragmentation (Bromm & Loeb 2003; Wise et al. 2008; Re-
gan & Haehnelt 2009; Shang et al. 2010; Choi et al. 2013;
Latif et al. 2013). Some important channels of achieving this
include an excess of Lyman-Werner bands radiation or fast
galaxy assembly, both of which prefer a scenario where the
quasars live in a dense “proto-cluster” environments (e.g.,
Lupi et al. 2021). On the other hand, other theories sug-
gest that in order to achieve high accretion all the way to the
SMBH, mass overdensity may not be as important as other
environmental factors like the tidal field (e.g. Di Matteo et al.
2017).
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Therefore, to understand the formation mechanism of the
first quasars, it is crucial to measure their large-scale envi-
ronments. Recent studies have been tackling this problem
by counting galaxies in the quasar fields (see e.g., García-
Vergara et al. 2021; Simpson et al. 2014; Habouzit et al.
2019; Ota et al. 2018; Bañados et al. 2013; Kim et al. 2009;
McGreer et al. 2014, and the references therein). However,
because galaxies are biased tracers of the density field and
may be impacted by the radiation feedback from the quasar
(Kitayama et al. 2000; Kashikawa et al. 2007; Chen 2020;
Bosman et al. 2020), it is hard to estimate the real underly-
ing density field using a few detected galaxies. Also, because
the selection is done based on only a few wavebands, there
could be interlopers in the foreground, and the completeness
of these sources is also hard to quantify. This calls for a new
independent way to measure the quasar environments.

Recently, Chen & Gnedin (2021a) showed that using prox-
imity zone spectra we can recover the density field along the
quasar line of sight. This provides a new way to constrain
the environment of first quasars in the line-of-sight direc-
tion. In the recent decades, we have gained high resolution
spectra, which show detailed features in the proximity zones
(see e.g., Eilers et al. 2017). In this paper, we use a sample
of high resolution, high signal-to-noise ratio (SNR) spectra
from the XQR-30 (main + extended) sample to recover the
density field surrounding z ∼ 6 quasars. By comparing the
observed density field with the Cosmic Reionization on Com-
puters (CROC) simulation (Gnedin 2014; Chen & Gnedin
2021b), we also put constraints on cosmological parameters
and quasar properties at z∼ 6.

This paper is organized as follows. In Section 2, we de-
scribe the basics of density recovery method, the quasar sam-
ple and measurement process. In Section 3, we show the re-
covered density field of the 10 quasar sightlines in our sample
and their CDFs. In Section 4, we compare the observed CDF
with our simulation, and investigate various factors that im-
pact the CDF, and study how the CDF at different distance
range helps us constrain the cosmological parameter σ8, typ-
ical halo mass of quasar hosts and quasar lifetime. A sum-
mary is provided in Section 5.

2. METHOD

In this study, we use a sample of high SNR quasars at
z > 6 to measure the density field, following the method de-
scribed in Chen & Gnedin (2021a). We briefly describe the
method here and refer the readers to that paper for details.
The method is based on the robust assumption that in the
proximity zone the intergalactic medium (IGM) is in ioniza-
tion equilibrium:

Γ(d)nHI = αnHIIne = α
(

ne

nH

)
n2

H, (1)

where Γ is the ionization rate of H I of the gas at the location
with distance d away from the quasar, α is the recombination
coefficient of H II, nHI, nHII, nH and ne are the number density
of neutral hydrogen, ionized hydrogen, total hydrogen and
free electrons, respectively. Inside the proximity zones, the
quasar dominates the radiation field (Calverley et al. 2011;
Chen & Gnedin 2021a), and the IGM is completely ionized
and transparent (Γ(d) ∝ d−2) for the majority of the sight-
lines. The recombination rate α can be treated as independent
of density to the first order in the very aftermath of reioniza-
tion. The number density of neutral hydrogen is proportional
to the optical depth at the corresponding pixel. Thus we have

τ = const× α

Γ(d)

(
ne

nH

)
n2

H. (2)

To obtain the density field, we only need to factor out the
“constants” Γ(d), α, and ne/nH by dividing this equation to
the same equation for a baseline model.

Such a baseline model is obtained by running a 1D radia-
tive transfer (RT) code on a uniform sightline. The 1D RT
code is described in Chen & Gnedin (2021b), which uses
adaptive timestep to evolve the ionization state of hydrogen
and helium, as well as gas temperature. For each quasar, we
create a sightline of the uniform IGM density at the cosmic
mean at the corresponding redshift. The initial values of the
IGM we adopt before the quasar turns on are, based on the
mean value of the CROC simulation, xHI = 10−4, xHeI = 10−4,
xHeII = 0.9, T = 104 K. We then post-process the uniform sight
line with the same quasar ionizing spectra of the observed
quasar (Section 2.3). We set the quasar lifetime to be 30 Myr
for the fiducial baseline model. This way we obtain the op-
tical depth τ̃ for this uniform sight line, and the density field
of the observed quasar is

∆≡ 1 + δ =
√
τ

τ̃
, (3)

where τ is the observed optical depth for the quasar and
δ = ρ/ρ̄ − 1 is the cosmic overdensity. Note that the recov-
ered density ∆ is a geometric mean of real-space and redshift
space density

√
∆r∆z (Chen & Gnedin 2021a):

∆ =
√

∆r∆z ≡∆r

√∣∣∣∣ H
H + dvpec/dr

∣∣∣∣, (4)

where ∆r is the real-space gas density (in units of the cos-
mic mean), H is the Hubble constant at the quasar redshift,
vpec is the peculiar velocity along the line of sight, and r is the
proper distance from the quasar. As shown in Chen & Gnedin
(2021a), Equation 3 accurately recover the true density with
a moderate scatter of . 10%, due to some temperature fluc-
tuation and slight deviations in radiation profiles from r−2.
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Subsample Name Redshift Method Redshift ref. M1450 M1450 (NIR) ref. Res. [km/s]
(1) (2) (3) (4) (5) (6) (7) (8)

main VDESJ0224-4711 6.5222 [CII] Wang et al. (2021a) -26.67 Wang et al. (2021a) 26
main PSOJ217-16 6.1498 [CII] Decarli et al. (2018) -26.93 Bañados et al. (2016) 26
main PSOJ323+12 6.5872 [CII] Venemans et al. (2020) -27.08 Wang et al. (2021a) 26
main PSOJ359-06 6.1719 [CII] Venemans et al. (2020) -26.62 Schindler et al. (2020) 26

extended CFHQSJ1509-1749 6.1225 [CII] Decarli et al. (2018) -26.56 Decarli et al. (2018) 26
extended PSOJ036+03 6.5405 [CII] Venemans et al. (2020) -27.26 Wang et al. (2021a) 26
extended SDSSJ0927+2001 5.7722 CO Wang et al. (2010) -26.76 Bañados et al. (2016) 22
extended SDSSJ1306+0356 6.0330 [CII] Venemans et al. (2020) -26.70 Schindler et al. (2020) 22
extended ULASJ1319+0950 6.1347 [CII] Venemans et al. (2020) -26.80 Schindler et al. (2020) 22
extended SDSSJ0100+2802 6.3269 [CII] Venemans et al. (2020) -29.02 Schindler et al. (2020) 26

Table 1. Quasar sample of this study.

2.1. Quasar Sample

We use a sample of high spectral resolution and SNR
quasars to measure the optical depth in the proximity zone
and to recover the density field. Currently, the most suit-
able sample for this task is the XQR-30 sample1, an ongoing
survey of bright z > 5.8 quasars using the high-resolution
X-Shooter spectrograph (Vernet et al. 2011) on the Very
Large Telescope. The main sample of XQR-30 consists of
30 quasars with new high-SNR observations. The extended
XQR-30 sample also includes 16 archival spectra taken with
X-Shooter, which are reduced in a similar manner to the
XQR-30 main sample, and have comparable or higher SNR.
(Bosman et al. 2021a, D’Odorico et al. in prep). The SNRs
of these spectra in the proximity zones, the regions we are
interested in, are ∼ 100.

In order to avoid contamination of the density measure-
ment by other absorption, we exclude quasars with broad ab-
sorption lines (BALs) or proximate damped Lyman-α sys-
tems (p-DLA). Moreover, using Lyman-α spectra in the
proximity zone to recover the density field requires an accu-
rate measurement of the quasar redshift. Among all the red-
shift measurement techniques, sub-millimeter lines ([C II] or
CO) provide the most reliable and precise measurement. Be-
cause they are thought to trace the cold ISM, the systematic
uncertainty is estimated to be smaller than 100 km/s (equiv-
alent to ∆z ≈ 0.002). With spectra measured from ALMA
or NOEMA, the error (usually a few 10 km/s) in fitting the
sub-mm lines is far smaller than the systematic uncertainty.
Therefore, we further constrain the sample by only includ-
ing quasars with redshift measurements from sub-millimeter
[C II] or CO lines. With these constraints, our final sample is
listed in Table 1.

In the 6th column of Table 1, we list the absolute mag-
nitude M1450 of each quasar at rest-frame wavelength 1450

1 http://xqr30.inaf.it/

Å, collected from literatures listed in the 7th column. In the
last column, we also list the average full width at half maxi-
mum (FWHM) spectral resolution determined from the mea-
surement of the FWHM of the telluric lines in the X-Shooter
single frames. The two reported values, 22 and 26 km/s cor-
responds to the different slit widths of 0.7 and 0.9 arcsec, re-
spectively, adopted for the VIS arm (see D’Odorico et al. in
prep, for more details). At z ∼ 6, the Hubble parameter is
H ≈ 700 km/s/pMpc. This means that with the high qual-
ity XQR-30 spectra, we can recover the density field with
the equivalent spatial resolution of ∼ 20 pkpc. The quasar
spectra are shown in Figure 1. For details of the reduction
procedure, see Bosman et al. (2021a); Zhu et al. (2021) and
D’Odorico et al. in prep.

2.2. Continuum Fitting

We reconstruct the un-absorbed quasar emission in the
Lyman-α line by performing a Principal Component Analy-
sis (PCA) on a large set of quasars at lower z. Our procedure
follows the log-PCA approach of Davies et al. (2018) with
the improvements introduced in Bosman et al. (2021b). The
specific PCA used in this paper differs from previous work
mainly on the wavelength range we predict and the train-
ing/testing sample. Here, we broadly summarise the proce-
dure and highlight the ways in which it differs from previous
work.

PCA reconstructions function by obtaining optimal lin-
ear decompositions of quasar spectra over two wavelength
ranges: the unabsorbed ‘red side’ of the spectrum (in this
case 1220Å< λrest < 2000Å) and the ‘blue side’ which we
wish to reconstruct (in this case 1170Å< λrest < 1260Å).
We use samples of low-z quasars as training sets to learn the
shape of intrinsic quasar Lyman-α emission. In practice, we
use quasars selected from the SDSS-III Baryon Oscillation
Spectroscopic Survey (BOSS) and the SDSS-IV Extended
BOSS (eBOSS) DR14 (Dawson et al. 2013, 2016; Pâris et al.
2018). We select quasars with SNR> 10 at λ = 1290±2.5Å,
redshifts 2.25 < z < 3.5 set by the visibility of the red and
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Figure 1. Rest-frame spectra for all the quasars in this study. In each panel, the black line is the observed flux normalized to unity at
λrest = 1290Å, the grey line is the noise. The solid blue line is the continuum fit, and the dotted blue lines show 1σ uncertainty in continuum
fitting. The vertical red line shows the position of 1215.6 Å, the wavelength of Lyman-α.
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Figure 2. Performance of the PCA reconstruction on a testing sam-
ple of 7015 eBOSS quasars at 2.25 < z < 3.5. The shaded regions
show the envelope containing 68% and 95% of deviations in the
testing sample, at each wavelength.

blue sides in the eBOSS spectral range, and which were not
flagged as being BAL quasars. We added further quality
checks to exclude quasars with missing data and identified
further BALs by requiring that a smoothly-fit continuum do
not drop below 0.7 between 1290 < λ < 1570Å. Finally, we
performed a visual inspection of the remaining quasars to
exclude objects with strong proximate hydrogen absorption
which precludes the recovery of the intrinsic Lyman-α emis-
sion line. The final sample consists of 14,029 quasars.

We fit both the red and blue sides of each quasar spectrum
with a slow-varying spline function to which the PCA will be
applied. This step enables the PCA to be less biased by ran-
dom noise in the spectra. The spline is fit automatically fol-
lowing the procedure of Young et al. (1979); Carswell et al.
(1982) as implemented by Dall’Aglio et al. (2008) and re-
fined by Bosman et al. (2021b). We then divide the sample
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randomly into a training and a testing sample of equal size.
We retain 15 and 10 components for the red-side and blue-
side spectra, respectively. The projection between the two
sides is obtained by dividing the weight matrices of the PCA
components on both sides (e.g. Pâris et al. 2011).

We evaluate the accuracy of the PCA prediction using the
testing sample. The differences between PCA predictions
and the automatically-fit splines at each rest-frame wave-
length are encoded into a covariance matrix. Over the entire
range of the blue side, the PCA prediction recovers the true
continua within +8.0/ − 8.2% (+19.8/ − 16.4%) at 1σ (2σ).
The reconstructions have a slight wavelength-dependent bias
of +0.7% on average, which we correct for. Figure 2 shows
the mean bias and ±1σ,2σ bounds of the PCA reconstruc-
tions performed on the testing sample. Note that for each
individual quasar, there may be an error of ∼ 10% in con-
tinuum fit (Figure 1), however, the bias of the whole sample
should be ≈ 10%/

√
10≈ 3%. We will study such systemat-

ics in Section 4.2.

2.3. Ionizing spectra

To calculate the baseline τ̃ necessary to recover the den-
sity field, we need to know the ionizing spectrum for each
quasar. However, the ionizing part of quasar spectra is not
directly observable, due to the large Gunn-Peterson optical
depth at z > 4. Therefore, we have to use the quasar tem-
plates developed at lower redshifts to convert the UV magni-
tude to ionizing flux. We calculate the ionizing photon rate
using Eq. 9 in Runnoe et al. (2012),

log10 Liso = 4.74 + 0.91log10(1450L1450),

to convert M1450 to the isotropic bolometric luminosity. We
then use the average breaking powerlaw (Lν ∝ ναν ) spectral
shape measured by Lusso et al. (2015), where

αν =

−1.70 λ < 912Å

−0.61 λ > 912Å
, (5)

to obtain the ionizing photon rate. For each quasar, we use
this spectral shape with the corresponding ionizing photon
rate to calculate the baseline model and obtain τ̃ . With this
baseline τ̃ and the observed τ described in the last subsec-
tion, the density field is obtained.

3. RESULTS

3.1. Recovered Density

In the density recovery process, we consider the error in
τ from continuum fitting and the error in τ̃ from quasar red-
shift measurement. We use a correlation matrix to calculate
the uncertainty in the continuum fitting (see Section 2.2), and
assume that the error in redshift obeys a Gaussian distribu-
tion with σ = ∆z = 0.002. We use Monte-Carlo sampling to

propagate these errors. For each quasar, we repeat the pro-
cess 1000 times, every time drawing a random continuum
and redshift to obtain τ̃ and τ to compute density.

In Figure 3 and Figure 4 we show 100 out of 1000 realiza-
tions of the recovered density field of each quasar with black
lines. The spikes are regions where Lyman-α absorption sat-
urates. In Figure 3 we show the observed flux in orange. The
blue lines are 100 realizations of the continuum fittings. In
Figure 4, we show the 100 realizations of the observed opti-
cal depth (τ ) in orange, and the 100 realizations of modeled
optical depth (τ̃ ) in red. The uncertainty in observed optical
depth (orange lines) is due to continuum fitting, while the un-
certainty in modeled optical depth (red lines) is due to quasar
redshift.

Certain regions have large uncertainties, especially under-
dense regions and regions very close to the quasar (. 1
pMpc). For the former the uncertainty is mostly due to con-
tinum fitting. The relative error in the observed optical depth
is

∆τ

τ
=

ln(C +∆C) − lnC
lnC − lnF

,

where C is the continuum and F is the observed flux. Since
an underdense region corresponds to larger flux, a given error
in quasar continuum results in a larger error in the recovered
density in an underdense region as compared to an overdense
region. Regions closer to the quasar also have relatively large
uncertainties. This is because the baseline τ̃ ∝ d2, and the
relative uncertainty due to the error in the quasar redshift ∆z
is,

∆τ̃

τ̃
≈ 2∆dz

d
,

where ∆dz ≈ c∆z/(1 + z)/H ≈ 0.1 pMpc. The relative un-
certainty is thus larger at smaller distance.

One other thing to note concerns smoothing. Because of
the instrumental broadening (FWHM≈ 26 km/s, equivalent
to 40 pkpc) of the sightlines, the recovered density field has
an extra smoothing in addition to the intrinsic thermal broad-
ening. Although we may not say too much about structures
smaller than 40 pkpc, however, larger-scale (& 200 pkpc)
structures should be robust. From Figure 3 or Figure 4, we
can see a large variation in large-scale fields around quasars.
It is typical to see an overdensity region of size . 0.5 pMpc,
like the one at 2.0 − 2.5 pMpc in VDESJ0224-4711. Accord-
ing to the CROC simulation (Chen & Gnedin 2021a), struc-
tures like this usually have NHI ∼ 1015 cm−2, neutral hydro-
gen fraction of 10−5, and most likely correspond to filaments
of overdensity ∼ 10 − 100. There are also large voids of size
∼ 1 pMpc, like the regions at 1 − 2 pMpc in CFHQSJ1509-
1749 and at 2 − 3 pMpc in SDSSJ1306+0356.

3.2. Cumulative Distribution Function (CDF) of Density
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Figure 3. Each panel shows the density recovery result for each quasar. The orange line is the flux, while the thin blue lines are 100 draws of
continuum fitting. The thin black lines are the corresponding recovered density field.

The probability distribution function of the density is a
simple and powerful tool to study the large-scale structure.
In this section, we measure the density CDF for our XQR-30
sample. The CDF can help us constrain cosmological param-
eters and quasar properties, which we will discuss in the next
section.

In Figure 5, we show the reconstructed density CDF in
the distance range 1.5−3.0 pMpc (corresponding to 1211Å&
λrest & 1207Å) for each quasar. We only choose such a nar-
row distance range, because closer to the quasar the den-
sity error is large due to the uncertainty on the quasar red-
shift, while farther from the quasar the ionization timescale
is larger (tion ∼ 0.1 Myr) and it is possible that the gas has not
yet fully reached ionization equilibrium. Therefore, this is a
very conservative choice to ensure the validity and accuracy
of the density recovery procedure from Equation 3.

In Figure 5, we show the CDF for each quasar using differ-
ent colors. Note that because instrumental broadening affects
the shape of the CDF (see Section 4.2), we apply additional
Gaussian smoothings to bring the effective spectral resolu-
tion to FWHM= 30 km/s for all quasars. Also note that when
recovering the density with Equation 3, some random draws
of continuum may have flux lower than the observed flux at
some wavelength, resulting in negative optical depth (Section
2.2 and 3.1). In such cases, we assign zero density to those
pixels. Therefore, the CDFs in Figure 5 do not always have
CDF≈ 0 at the very low density end (1+δ=0.1). On the other
hand, some pixels are saturated because of the spectral noise,
and we assign an infinitely large value to such pixels. This
is why there are plateaus at the high-density end in Figure 5.
From Figure 5, we can see that at the cosmic mean density
the majority of the CDFs vary between 0.4 − 0.8. The only
exception is SDSSJ1306 + 0356, which is significantly more
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Figure 4. Similar to Figure 3, but here the thin orange lines are optical depths calculated from the 100 random draws of continuum fitting. The
thin red lines show the optical depth model if the universe is uniform. The error is from the uncertainty of the exact quasar redshift. The thin
black lines are the corresponding recovered density field, same as Figure 3.

underdense than others. This is mainly due to the voids at
2−3 pMpc from this quasar (Figure 3). The faint bands show
the 68% uncertainty due to the uncertainty in the quasar con-
tinuum and quasar redshift. Again, at the low-density end,
the uncertainty is large for all quasars because of the rela-
tively large uncertainty in the continuum fitting. The vari-
ation from sightline to sightline is also large, as expected,
because we have chosen a small region, resulting in large
sample variance.

4. DISCUSSION

The recovered density fields at z ∼ 6 can help us under-
stand both cosmology and quasar physics. In this section,
we explore how to constrain cosmological parameters and
quasar environment and their lifetime.

4.1. Comparing the CDF with simulations

Simulations help us understand the complex information
encoded in the spectra. In this section, we compare the re-
covered density CDF from the observational sample to the
simulated one from the CROC simulation.

It is reasonable to assume that quasar sightlines sample
similar environments at 1.5 − 3 pMpc (∼ 10 − 20 cMpc), a
region far away from the halo where the halo-mass bias is
small. In this case, using the mean of the CDFs from these
10 quasars can greatly reduce the statistical uncertainty. In
Figure 6, we show the mean CDF of the 10 quasar sightlines
from our observational sample in blue. To compute the un-
certainty, we consider both the uncertainty from the measure-
ment σobs and that from the sample variance σjk. To compute
σobs, we calculate the mean CDF 1000 times, each time us-
ing one realization for each of the 10 quasars. We quote the
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Figure 6. Mean density CDF from the 10 quasar sightlines in the
XQR-30 sample (the blue line). The orange line is calculated from
the synthetic spectra from the 40 h−1 Mpc box CROC simulation.
The blue band shows 68% uncertainty due to the errors in the con-
tinuum fitting and the quasar redshift, as well as the sample vari-
ance calculated by the jackknife estimator. The orange band shows
68% uncertainty due to the uncertainty in the continuum fitting, the
quasar redshift, the spectral noise, as well as the sample variance of
10 sightlines calculated from the total set of 6001 sightlines from
the 40 h−1 Mpc CROC simulation.

68% range as σobs. We use the jackknife estimator to calcu-
late the sample variance. Specifically, we exclude one quasar
at a time to calculate the CDF of 9 quasars. Then we quote
the
√

9× the standard deviation of these 10 CDFs as the er-
ror from sample variance σjk. This error also captures the
error from the continuum bias of one quasar. In Figure 6, we
present the total error

√
σ2

obs +σ2
jk as the blue band.

As a model for the mean CDF, we use the 6001 sight-
lines drawn from one of the CROC simulations. Here we
briefly describe the simulation and refer interested readers
to Chen & Gnedin (2021b) for more details. The CROC
simulation we used in this study is run in a 40 h−1 Mpc
box using an adaptive mesh refinement code ART (Kravtsov
1999; Kravtsov et al. 2002; Rudd et al. 2008). The initial
conditions are sampled on a uniform grid size with the cell
size of 40h−1 ckpc and the peak spatial resolution during
the simulation is maintained at 100 pc in proper units. The
simulation includes physical processes like radiation-field-
dependent gas heating and cooling, star formation and stellar
feedback. The stars are the main driving source of reion-
ization, and the radiation transfer is fully coupled with gas
dynamics using OTVET algorithm (Gnedin & Abel 2001).
There are no individual quasars as ionizing sources in the
simulation box, although the background radiation from the
population of quasars is included. To model the quasar prox-
imity zone spectra, we randomly draw sightlines centered
on the 63 most massive halos with total mass (dark matter
+ baryon) Mh > 1.8× 1011M� at z = 6.1 (Chen & Gnedin
2021b), and then run a time-dependent 1D RT code with
quasar spectra.

To conduct an apples-to-apples comparison, we re-run all
sightlines with the properties of each observed quasars in our
sample, folding in instrumental factors like spectral resolu-
tion and noise. Specifically, we post-process the sightlines
with a spectral index of αν = −1.7 and a grid of quasar ion-
izing luminosities Ṅtot = 1× 1057,1.5× 1057,2× 1057,2.5×
1057,3× 1057,3.5× 1057,4× 1057,1× 1058 s−1. We post-
process all 6001× 8 sightlines for a fiducial quasar lifetime
of 30 Myr, and calculate the transmitted spectra. For each
observed quasar, we pick the luminosity in the grids that is
closest to the observed luminosity. We then multiply it with
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Figure 7. Left: effects of the continuum uncertainty and SNR on the CDF. The blue dotted line is assuming we know exactly the quasar
continuum and the observation is perfect. The red and orange lines show how the CDF changes when the uncertainty in quasar continuum is
included with 1× or 2× of our current estimate respectively. The solid green and purple lines are for the SNR of 10 or 100. The black line
shows the CDF when we have both the continuum uncertainty and the finite SNR to match the actual XQR-30 data. The segment between
0.3-0.7 is robust to these uncertainties. Middle: the blue (orange) line shows the CDF when the continuum is biased high (low) by 10%. Right:
spectra smoothing in observations steepen the CDF. The number listed for the dash-dotted lines show the equivalent Gaussian σ.

a random continuum drawn from the covariance matrix (Sec-
tion 2.2), obtaining the modeled flux. We also add Gaussian
noise to each pixel according to the average noise in the prox-
imity zone of each quasar. We further use a Gaussian kernel
of FWHM = 30 km/s to smooth the synthetic spectra so they
have the same spectral resolution of those observed ones. We
then recover the density using the exact same method as the
observed one. Finally, we calculate the mean CDF of the 10
sightlines and repeat the process 1000 times to calculate the
uncertainty. We show this simulated CDF as the orange line
in Figure 6 and the 68% uncertainty as the faint orange band.
This uncertainty includes quasar continuum, quasar redshift,
spectral noise, and sample variance from a 40 h−1 Mpc box.

Comparing the blue and orange lines in Figure 6, we find
that they agree very well. This agreement indicates that our
assumptions (optically-thin proximity zones and ionization
equilibrium of the IGM) that go into the density reconstruc-
tion are correct.

4.2. Factors that impact the observed CDF

There are several factors that impact the accuracy of the
recovered density, including uncertainties in the continuum
fitting, observational noise, limited spectral resolution, and
uncertainty in the quasar ionizing flux. These uncertainties
affect different parts of the CDF.

Among these, we have a relatively good handle on the con-
tinuum fitting and the noise level. In the left panel of Fig-
ure 7, we show how the scatter in the continuum fitting and
the SNR affect the CDF. All the CDFs shown in this sec-
tion are the mean using the 6001 sightlines drawn from the
same simulation and run with a typical ionizing photon rate
Ntot = 1.5×1057 s−1. The blue dotted line is for a perfect in-
strument, i.e. with infinite spectral resolution and SNR, and
for exactly known quasar continua. The red dotted line adds
the realistic scatter (but no bias) in the continuum fitting (Sec-

tion 2.2). Due to the scatter in the continuum fitting, in some
pixels the continuum estimate will fall below the actual ob-
served flux. Therefore, the optical depth becomes negative
and the density cannot be recovered; we set the density to
zero in such pixels with the result that the CDF does not
approach zero in the limit of low δ. If the uncertainty in
the continuum fitting is twice larger, the value of the CDF
at zero density increases further, as is shown by the orange
dotted line. However, as long as there is no bias in the con-
tinuum fitting, with the continuum underestimate always bal-
anced by an overestimate in some other pixels, the CDF val-
ues of & 0.3 are not impacted. In the same panel, we also
show how changing the SNR changes the CDF. We model
the spectra with noise the same way as above, i.e. in each
pixel we add and subtract Gaussian noise at 10% of the con-
tinuum level randomly to model the SNR= 10 (green dashed
line). Limited SNR means there are saturated pixels where
we cannot measure the true optical depth. As described ear-
lier, for all saturated pixels we assign an infinitely large den-
sity and for pixels with a negative optical depth we assign
zero density. Adding a 10% level of noise results in a plateau
in the CDF at high densities due to the saturation, and also
in an increase at the low density end. Increasing the SNR to
100 (purple dashed line), which is the SNR close to the ac-
tual XQR-30 sample, results in a smaller plateau at the high
density end and in no significant increase at the low density
end. If both the continuum uncertainty and the SNR is at the
XQR-30 level (but with infinite spectral resolution), the CDF
is that traced by the black solid line, which has a non-zero
value at the low density end and a plateau at the high density
end. From this panel, we find that although the scatter in the
continuum fitting and the spectral noise impact the low- and
high- density ends of the CDF, the segment 0.3 <CDF< 0.7
is robust.
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While the uncertainty in the continuum fitting does not af-
fect the CDF in the range 0.3−0.7, the bias does. In the mid-
dle panel of Figure 7 we show how an average bias of 10%
in the continuum fitting affects the recovered CDF. Such a
bias in the continuum impacts the lower density end more.
If, for some reason, the continuum fitting method has an av-
erage bias of 10% over the entire sample, then there will be a
∼ 10% error in 1+δ at CDF= 0.5. We have tested our contin-
uum reconstruction technique rigorously using lower redshift
quasars, and found that the mean bias is ≈ 0.7% (Figure 2),
well below 10% . However, the bias level of this technique
for very high-redshift quasars, especially for a relative small
sample of them, is still to be investigated. This potential bias
is something to keep in mind when pushing the accuracy of
the recovered CDF to the percent level.

In the right panel of Figure 7 we show how the spectral res-
olution affects the CDF. Thermal broadening has an effective
Gaussian smoothing of σ≈ 17 km/s (Chen & Gnedin 2021a).
If the spectral resolution is significantly smaller than this
value, it becomes irrelevant. Unfortunately, all real-life ob-
servations have limited spectral resolution, introducing some
level of smoothing. Increasing the smoothing makes the CDF
steeper and more "Heaviside-like". Also note, the smoothing
from the finite spectral resolution is applied directly to the
flux, which is an exponential function of optical depth. This
non-linearity is the reason why the CDF recovered from the
spectra with finite resolution does not have a mean density
value at δ = 0. Many saturated pixels can be smoothed out
by a large smoothing kernel, so the saturation plateau at high
densities also disappears. Extra smoothing by the instrument
downgrades the constraining power of the CDF. Therefore,
to make improvements in constraining quasar properties with
proximity zone spectra, it is crucial to have at least as high
the spectral resolution as in the XQR-30 sample, and to ac-
curately model the broadening effect from slit-width, seeing,
spectrograph etc. For X-Shooter, the uncertainty in spectral
resolution is ≈ 10%. According to the right panel in Fig-
ure 7, this level of uncertainty will not impact the conclu-
sions in any significant way, as long as we use the part where
CDF=0.3 − 0.7.

The most uncertain quantity that we have to assume in the
density recovery process is the ionizing radiation for each
quasar. Because the ionizing part of the spectrum is heav-
ily absorbed at z & 6, we can not directly measure it. In
this study we use the average quasar spectrum measured at
z ∼ 2.4 (Lusso et al. 2015). We note that they quoted an un-
certainty of 20% in the mean ionization rate of H I, while
the scatter in the ionization rate of H I between individual
quasars may be a few times larger. Currently we have not
found a good way to rigorously measure the uncertainty in
this quantity. Perhaps machine learning techniques could in
the future better predict the ionizing spectra using the red
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Figure 9. Halo-mass bias around halos of different masses at z = 6
calculated using the python toolkit Colossus (Diemer 2018).

part of the quasar spectra, similar to how the continua are es-
timated. Note that there is also an uncertainty in observed
quasar magnitude, which is usually ∆mag≈ 0.1 in apparent
magnitude. This translates to an uncertainty of 10% in ioniz-
ing flux for a typical mag=20 quasar. Therefore, for a single
quasar, the total uncertainty in ionizing radiation may be up
to 50%. Because the optical depth depends on the square
root of ionizing flux, this uncertainty translates up to 30% on
recovered density on a single quasar. Increasing the sample
size can decrease such uncertainty, much as the same way as
averaging out uncertainty in the continuum fitting. There are
at least several hundred of bright quasars at z∼ 6, so the total
uncertainty can go down to the percent level.

4.3. Application to Cosmology

The measurement of the density field at z ∼ 6 provides
a unique way to study cosmology. Currently, apart from
the Cosmic Microwave Background (CMB), clustering mea-
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surements for matter, gas, or galaxies come from the low-
or middle-redshift universe (z . 3), where the effect of the
dark energy is not completely negligible. Different exist-
ing techniques have their own unique strengths and system-
atics. For example, measurements based on CMB lensing
put strong constraints on a combination of Ωm and σ8, and,
if combined with baryonic accoustic oscillation (BAO) mea-
surements, they become powerful for constraining the dark
energy (e.g. Wu et al. 2020). At z ∼ 6 cosmological mea-
surements are extremely scarce. On the other hand, at this
relatively high redshift the Universe is substantially differ-

ent from the z . 3 universe because it is completely mat-
ter dominated (at least in the absence of early dark energy).
Therefore, studying the recovered density field at z ∼ 6 can
potentially help us understand cosmology better.

Cosmological parameters like σ8 (the amplitude of density
fluctuations at 8h−1 cMpc scale) and ns (the spectral index of
the matter power spectrum) control the shape of the density
CDF (e.g., Chen et al. 2021). Therefore, our measurement
can potentially be used to constrain these cosmological pa-
rameters. In reality, however, the density PDF only mildly
depends on ns, and its sensitivity is mostly at the very low
density end (Chen et al. 2021). Because this is also the place
where measurement uncertainties are large, it is impossible
to achieve meaningful constraints on ns with the current data.
On the other hand, the density PDF as a whole is very sensi-
tive to σ8. The larger the σ8, the wider the PDF, and the more
the PDF peak shifts to the low density end.

To constrain σ8, we need to model the density PDF in cos-
mologies with different σ8. We do so using the method de-
scribed in Chen et al. (2021). In that paper it is shown that
one can approximate the PDF of the geometric mean of the
real space and the redshift space density (

√
∆r∆z - the quan-

tity we recover from the proximity zones, see §2) in ΛCDM
cosmology with a set of self-similar simulations. The three
parameters to describe the density PDF are the rms linear
density fluctuation at a given smoothing scale, σ, the spectral
index of the matter powers pectrum at that scale, ns, and a pa-
rameter describing the redshift space distortions, f . We con-
sider the ΛCDM cosmology with different σ8 at z∼ 6. At this
early time, the Universe is matter dominated, so f = 1. The
smoothing scale should be the equivalent thermal smoothing
scale (∼ 17 km/s), which is ≈ 0.25 comoving Mpc at z ∼ 6.
The spectral index at this scale is ns ≈ −2. And σ is the pa-
rameter we vary to test the effect of σ8. We thus calculate
the density PDF from the self-similar simulations with f = 1,
ns = −2 and a range of σ = 0.4∼ 1.2.

Because the recovered density field from observed quasars
have extra smoothing due to limited spectral resolution, we
mimic this effect by doing the following. For each sight-
line drawn from the self-similar simulation, we calculate the
transmitted flux F̃ = e−τ̃∆r∆z . Since we do not have any way
to compute the baseline model τ̃ in self-similar simulations,
we adopt τ̃ = 1, which is a typical value for XQR-30 quasars
in the distance range 1.5 − 3 pMpc we focus on here. The re-
sult is a mock spectrum with infinite spectral resolution. We
then need to smooth it with a specific scale. Because the in-
strumental smoothing scale (σ ≈ 12 km/s) is almost 0.75×
the intrinsic thermal broadening scale (σ ≈ 17 km/s), we use
a 1D Gaussian kernel of 0.75× the size as the smoothing
scale corresponding to the σ. Then from this smoothed trans-
mitted flux F̃ , we get back the synthetic recovered density
by taking

√
− ln F̃ . This way we calculate the synthetic den-
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sity CDFs for a grid of σ = 0.4,0.6,0.8,1.0,1.2. To translate
these values of σ to the cosmological parameter σ8, one has
two options. One is to analytically translate it between two
spatial scales. However, it is complicated due to the involve-
ment of both 1D and 3D smoothing. The other one, which
we adopt, is to take a shortcut by calibrating them with the
CROC simulation. The CROC simulation has σ8 = 0.8285,
and its CDF lies between σ = 0.6 and 0.8, agreeing the best
with σ = 0.74. Therefore, we multiply each σ by a factor
of 0.8285/0.74 = 1.12 to obtain the effective σ8. The five
modeled CDFs with different σ8 are shown as black lines in
Figure 8.

In Figure 8 we overplot the density CDFs of different σ8

using thin black lines, with larger σ represented by progres-
sively darker shade. Note that when calculating the CDFs of
different σ8, we do not fully model the continuum fitting un-
certainty and spectral noise. Therefore, we should only com-
pare the section with 0.3<CDF< 0.7, which is robust against
these factors (see the left panel of Figure 7). Using the value
at CDF= 0.6, which is also robust against slight differences in
smoothing scale, the constrain we obtain for σ8 is 0.6± 0.3,
which is consistent with the concurrent cosmology measure-
ment (Planck Collaboration et al. 2020; Porredon et al. 2021).
Compared to the Planck measurement of σ8 = 0.811±0.006,
our inferred value seems to lie in a lower end, which may
be because the halo-bias is not completely negligible (see the
next section and Figure 9) Also, as mentioned in the previous
sections, there are other observational and physical factors
that impact the observational CDF, like the quasar contin-
uum fitting and the ionizing spectrum. The large uncertainty
mainly comes from the current limited sample size. There
are hundreds of bright quasars at z∼ 6, which means we can
potentially reduce such uncertainty to ≈ 10%, rivaling cur-
rent constraints from low-z BAO measurements. Developing
an efficient procedure for jointly constraining them together
with cosmological parameters requires substantially more re-
search and is beyond the scope of this paper. That effort is,
however, timely, as in the near future 30-meter class tele-
scopes are expected to boost the number of available high-
quality spectra by a factor of 30, paving the way to a likely
breakthrough in our understanding of the quasar physics and
cosmology from the proximity zone spectra.

4.4. Constraining Properties of First Quasars

The halo-mass bias (bhm) is very small at & 2 pMpc (at
z ∼ 6) from a massive halo; however, it increases dramati-
cally closer to the halo. In Figure 9 we show bhm as a func-
tion of distance around halos of different masses, calculated
using the python toolkit Colossus2 (Diemer 2018). Around 1
pMpc, for a halo of 1013h−1M�, the bias is still around unity,

2 http://www.benediktdiemer.com/code/colossus/

but for halos of 1012h−1M� or lower, the bias is less than 0.4.
Therefore, measuring the CDF at ∼ 1 pMpc offers us a way
to constrain the halo mass of the first quasars statistically.

In Figure 10 we compare the CDF of the XQR-30 sam-
ple and the one from CROC in the inner region of 0.5 − 1.5
pMpc. Compared with Figure 6, the uncertainty in the CDF
of the XQR-30 sample in this distance range is slightly larger
than that in the 1.5 − 3 pMpc region, both because the dis-
tance range is smaller and the error in the quasar redshift
has a larger impact at shorter distances. Also, compared
with Figure 6, both curves shift to the right significantly. At
CDF= 0.6, in the outer region of 1.5 − 3.0 pMpc, the XQR-
30 sample (CROC sample) has the density 1 + δ ≈ 0.9(0.8),
while in the inner region of 0.5 − 1.5 pMpc the correspond-
ing densities are 1 +δ = 1.28 for XQR-30 and 1 +δ = 1.04 for
CROC, respectively. This bias agrees with the common as-
sumption that bright quasars live in massive halos at z ∼ 6.
Furthermore, although this is not very statistically significant,
there is a hint that the observed sample sits in a denser region
on average than massive CROC halos — at CDF= 0.6 the
density ratio is 1.23± 0.17. If we use this as the ratio of
(1 + bhm)XQR−30/(1 + bhm)CROC, then considering that the halo
masses for the halos we used in the CROC simulation are be-
tween 1.8×1011 M� and 1.8×1012 M� with the median of
2.3×1011 M�, this indicates the typical mass of an XQR-30
quasar is log10(M/M�) = 12.5+0.4

−0.7.
Apart from constraining the halo mass, the recovered den-

sity can also potentially be used for constraining the quasar
lifetime in the range of 1 − 100 Myr. In Chen & Gnedin
(2021a), it is shown that the quasar lifetime can bias the re-
constructed density due to photoheating of He II. For suf-
ficiently short quasar lifetime tQ, the ionized He III bubble
has not yet propagated beyond 3 pMpc, resulting in cooler
and thus slightly more neutral hydrogen gas. We model the
recovered density CDF with the assumption that all of the
6001 simulated CROC spectra have tQ = 1 Myr (the average
quasar lifetime at z∼ 6 measured by Morey et al. 2021), and
show it with the magenta line in Figure 11. There is a slight
shift toward higher densities, and it is not statistically signif-
icant with just 10 quasar sightlines from the XQR-30 survey.
However, in the future, after the 30-m class telescopes come
online, we could potentially have more than hundred spec-
tra with even higher spectral resolution. This improvement
in data quantity and quality could help us to put constraints
on the quasar lifetime in the Myr range. Also, the CDF may
not be a particularly good statistics to constrain the quasar
lifetime. Other statistical tools that we have not yet explored,
such as the power spectrum, may be more useful in diagnos-
ing a more subtle effect of spatial variation in thermal broad-
ening, and this is a good topic for future work.

5. SUMMARY
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Using a sample of high SNR, high-resolution z∼ 6 quasar
spectra from the XQR-30 (main+extended) survey, we mea-
sure the density fields in their proximity zones out to ∼ 20
cMpc for the first time. We compare the recovered density
CDF with the modeled one from the CROC simulation in the
outer region where the halo-mass bias is low, and find excel-
lent agreement. We also test different factors that may impact
the CDF, and find that the range between CDF= 0.3∼ 0.7 is
robust against uncertainties in the quasar continuum fitting
and the spectral noise of the data.

We also explore how the recovered density PDF can con-
strain cosmology and quasar properties. We find that in the
region 1.5 − 3.0 pMpc away from the quasars, using the sam-
ple of 10 quasars one can reach a precision of 30% in 1 + δ
at CDF= 0.6, although the uncertainty from quasar ionizing
flux is an important systematic that requires further investiga-
tion. Using the CDF in that region, we can put a constraint on
σ8 = 0.6±0.3. We also investigate the CDF in different dis-
tance ranges and find that the density field close to a quasar
is systematically denser than in the outer region. The level
of overdensity is comparable to the halo-mass bias of mas-
sive halos at z ∼ 6. A comparison of the CDFs in the inner
region between our observational sample and CROC simu-
lation suggests the typical host halo mass of M1450 < −26.5
quasars at z∼ 6 is log10(M/M�) = 12.5+0.4

−0.7.
We also investigate the change in the recovered density

CDF due to finite quasar lifetime. We find that the change
is very small compared with the uncertainty of the existing
XQR-30 data. However, we expect that the large increase in
the quantity and quality of observational data from the future
30-meter class telescopes will lead to meaningful constraints
on the quasar lifetime. In the future, we plan to investigate
other statistical measures of the recovered density field, like
the power spectrum, and to extract more information about
reionization and first quasars.
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