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ABSTRACT

The matter density field at z ∼ 6 is very challenging to probe. One of the traditional probes of the low density

IGM that works successfully at lower redshifts is the Lyman-alpha forest in quasar spectra. However, at the end

of reionization, the residual neutral hydrogen usually creates saturated absorption, thus much of the information

about the gas density is lost. Luckily, in a quasar proximity zone, the ionizing radiation is exceptionally intense,

thus creating a large region with non-zero transmitted flux. In this study we use the synthetic spectra from

simulations to investigate how to recover the density fluctuations inside the quasar proximity zones. We show

that, under ideal conditions, the density can be recovered accurately with a small scatter. We also discuss how

systematics such as the quasar continuum fitting and reionization models affect the results. This study shows

that by analysing the absorption features inside quasar proximity zones we can potentially constrain quasar

properties and the environments they reside in.

1. INTRODUCTION

The intergalactic medium (IGM) contains most of baryons

of the Universe (e.g., Fukugita et al. 1998). At redshifts

z = 2 ∼ 5 the hydrogen in the Universe is mostly ionized,

and the IGM can be effectively probed by the Lyα forest in

quasar absorption spectra. Statistical tools such as the flux

power spectra and the transmission probability distribution

function have been developed to exploit the Lyα forest over

the past few decades (Rauch et al. 1997; Croft et al. 1998;

McDonald et al. 2000). The study of the Lyα spectra not

only helps constrain key cosmological parameters (Viel et al.

2005; Seljak et al. 2005), but also provides crucial informa-

tion about galaxy formation, such as the thermal history of

the IGM and evolution of the cosmic ionizing background

(see McQuinn 2016, for a recent review).

The quasar absorption spectra have been a very sensitive

and successful tool to probe the mostly ionized (xHI � 10−5)

universe, thanks to the exceptionally large cross-section of

the Lyα line. However, the amount of information encoded in

them appears to diminish toward higher redshifts (z ∼ 6). In

fact, a typical quasar spectrum at z≈ 6 shows complete trans-

mission or "dark" gaps, also called “Gunn-Peterson troughs”.

As these dark gaps contain no transmitted flux, information

about the underlying distributions of cosmic gas density, ion-

ization fraction and temperature is lost.
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Although most of Lyα absorption at z ∼ 6 is saturated,

there are a few exceptions. A luminous quasar dominates

the radiation field in its vicinity, lowering the values of the

neutral fraction. As a result, in the quasar spectrum the spec-

tral region immediately blueward of the quasar Lyα emission

line shows some transmitted flux. Such a region is called a

quasar “proximity zone” or “near zone”, and can extend up

to ∼ 10 pMpc for bright quasars.

Current research on quasar proximity zones primarily fo-

cuses on exploring the sizes of the proximity zones, espe-

cially their evolution with redshift and quasar age, with the

goal of constraining reionization history or the quasar life-

time (Fan et al. 2006; Carilli et al. 2010; Eilers et al. 2017).

Over the last two decades many useful insights have been

gained. For example, hydrodynamic simulations predict the

median proximity zone sizes very well for a reasonably long

quasar age, but struggle to reproduce the observed num-

ber of exceptionally small proximity zones (Keating et al.

2015; Eilers et al. 2017; Chen & Gnedin 2020), implying that

quasar lifetimes are perhaps short. Simulations also predict

a shallow proximity zone size evolution with redshift, but,

unfortunately, this may tell little about the global reioniza-

tion history. This is because the traditional definition of the

quasar proximity zone size1 underestimates the actual size

of the region where the quasar radiation dominates over the

(local) cosmic background and, hence, ionization state of the

1 Measured to the first point where the transmitted spectra, smoothed by

20 boxcar, drops under 10%.
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gas at the edge of the conventionally defined proximity zone

still reflects the quasar radiation rather than the cosmic radi-

ation background (Bolton & Haehnelt 2007).

However, any coin has two sides. Since inside the prox-

imity zone the radiation field is dominated by the quasar, the

radiation profile is well approximated by simple r−2, which

makes the analysis of absorption features relatively easy.

With the radiation profile known, it is straightforward to re-

cover the gas density from the absorption spectra. So far,

there have been dozens of z � 6 quasars observed with high

spectral resolution, and we expect many more from future

thirty-meter-class telescopes. These spectra show complex

absorption features inside the proximity zones. These fea-

tures have not yet been explored for the potentially rich in-

formation encoded in them.

In this study we explore the possibility to recover density

fluctuations at z ∼ 6 with Lyα absorption inside quasar prox-

imity zones. This paper is organized as follows: in § 2 we

describe the related equations and the simulation we use. In

§ 3 we showcase one example to demonstrate the basic step

in the density recovery procedure, and quantify the accuracy

of the recovered density. In § 4 we discuss additional com-

plexities affecting real-life observations and quantify the sys-

tematic errors one may encounter. In § 5 we summarize our

results and give an outlook for future applications.

2. METHODOLOGY

2.1. Basic Equations

In this subsection we describe the basic idea of recover-

ing the density profile in a quasar proximity zone. The pro-

cess is based on two key assumptions about the IGM in the

proximity zone: (1) the IGM is optically thin to ionizing ra-

diation, and (2) the IGM is in ionization equilibrium. In the

next subsection, we will show that for quasars with light-bulb

light curve, these two assumptions are true for the majority

of sightlines.

Let us consider a toy case of gas with no peculiar veloc-

ity and an infinitely sharp Lyα with no thermal broadening.

Similarly to the case of lower redshift Lyα forest, in the prox-

imity zone the contribution dτ (R) to the optical depth at the

distance R from the quasar by the gas element of size dr lo-

cated at the distance r is

dτ (R) = σ (Δν(R − r))nHI(r)dr

=
πe2 f
mec

φ

(
ν0H(r − R)

c

)
nHI(r)dr

≈ πe2 f
mec

δ

(
ν0H(r − R)

c

)
nHI(r)dr,

(1)

where the observed frequency ν at the physical distance R
from the quasar is

ν = νLyα

(
1 + z +

HR
c

)
.

The cross-section as a function of δν from the line center,

σ(Δν), is related to electric charge e, oscillation strength of

the Lyα line f , electron mass me and the speed of light c, and

the line profile φ(Δν) ≈ δ(Δν) for our assumed toy case of

no thermal broadening. To obtain the optical depth at R, we

need to integrate the contribution from all gas elements:

τ (R) =

∫ ∞

0

dτ (R) =

∫ ∞

0

σ(Δν(R − r))nHI(r)dr

≈ πe2 f
mec

c
ν0H

nHI(R)

(2)

For a bright quasar, the ionization equilibrium timescale is

very short within a few physical megaparsecs (pMpc). For

example, for a quasar with the ionization rate of ≈ 1057s−1,

the ionization equilibrium timescale at 4 pMpc is smaller

than 0.1 Myr. Therefore, it is safe to assume that

ΓnHI = α(T )nHIIne,

where nHI,nHII, and ne are the density of HI, HII and elec-

trons, respectively. The factor Γ is the photo-ionization rate

and α(T ) is the recombination rate, which is a function of gas

temperature. In a typical quasar proximity zone where the ra-

diation is dominated by the quasar and the IGM is optically

thin, Γ can be assumed to be simply inversely proportional

to the square of the distance from the quasar, Γ(R) = Γ1R−2
1 ,

where Γ1 is the photo-ionization rate at 1 pMpc and R1 is

distance in pMpc. Therefore, the optical depth at R1 is

τ (R) ≈ πe2 f
mec

c
ν0H

nHI(R)

=
πe2 f
mec

c
ν0HΓ1

R2
1α(T )

(
ne

nH

)
n2

H

(3)

and we assumed that hydrogen is highly ionized, nHII ≈ nH.

The first two terms are constant for a given quasar, and the

recombination rate is only a weak function of temperature

α ∝ T −0.7. Assuming that ne/nH is also constant in a mostly

ionized universe2, we can compare the opacity in the prox-

imity zone to the opacity of an imaginary sightline with the

uniform density:

τ (R)

τ̃ (R)
=
α(T (R))

α(T̃ (R))

(
nH(R)

ñH(R)

)2

(4)

where tilded quantities are for the imaginary sightline with

the uniform density of the mean value of the universe. Right

after reionization, the temperature-density relation T ≈ nγ−1

has a much lower index than at local universe. Our simula-

tion shows that γ ∼ 1.3 at z ∼ 6 and is even slightly lower

2 Strictly speaking, this ratio would has a small jump (<10%) across the

HeII I-front, which is considered in Section 4.2.
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after the IGM is photo-heated by the quasar. Therefore, the

recombination rate α ∼ n−0.2
H , which is very flat. To the first

order, we can ignore this term so that

Δg ≡ nH(R)

ñH(R)
≈
√

τLyα

τ̄Lyα
. (5)

This simple expression is the key to our density recovery pro-

cedure.

In reality, several factors can introduce deviations from this

simple equation. For example, the gas inside the proximity

zone is at about ∼ 104 K, so the line profile is a Gaussian

with the Doppler parameter b ∼ 10 km/s (equivalent to ∼ 20

pkpc at z ∼ 6 or ∼ 0.05Å in the rest frame). Therefore, any

density fluctuation smaller than ∼ 20pkpc is smoothed out

in the spectrum. A much more serious complication is the

peculiar velocity of the gas, which can easily be ∼ 100 km/s.

These complications are addressed below.

2.2. Simulation

In this study we quantify the accuracy of the density recov-

ering process with synthetic spectra from simulations. The

dataset we use are detailed in Chen & Gnedin (2020). Here

we briefly describe them and refer the readers to the original

paper for more information.

We obtain the synthetic spectra by post-processing sight-

lines from one of the Cosmic Reionization on Computers

(CROC) simulations. The CROC simulation does not ex-

plicitly model quasars. We draw 6930 sightlines from the

63 most massive halos (Mh > 1.5× 1011M�) in the simula-

tion at z = 6.11. These sightlines are post-processed by a 1D

radiative transfer code, in which a quasar of constant lumi-

nosity shines for 30 Myr. The quasar has a spectral index of

−1.5 (Lν ∝ ν−1.5) and a total ionizing photon rate

Ṅ =

∫ ∞

νHI

Ṅνdν = 1×1057 s−1.

This corresponds to a magnitude of M1450 = −26.67 if assum-

ing the same spectra index from 1450 Å to 912 Å with no

break.

We have gained key insights on the quasar radiation pro-

files from this set of simulations: the radiation profile within

a few pMpc is entirely dominated by the quasar, and for

the majority of the sightlines the radiation profile approaches

perfect r−2 within 0.3 Myr.

In the top panel of Figure 1 we show the quasar ionizing

rate profile for 100 random sightlines. The vast majority of

them do not deviate from a perfect power-law shape of index

−2 (fully transparent IGM) by more than 30% within ∼ 4

pMpc. The deviations are caused by LLSs/DLAs, which cor-

respond to the sudden drops in ΓHI. The dashed black line

show the median of the cosmic radiation background, which

is an order of magnitude lower than the radiation from quasar

within 4 pMpc.
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Figure 1. Upper panel: Quasar radiation profiles of 100 randomly

selected sightlines. Blue lines are for tQ = 0.3 Myr, while red lines

are for tQ = 30 Myr for the same sightlines. The black dash line is

the median level of the cosmic radiation background. Lower panel:

Fraction of sightlines in our sample (with Rphy > 6 pMpc) whose

radiation profile differ from the perfect transparent IGM case by

3%,10%, and 30% at a given distance from the quasar. Solid lines

are for tQ = 0.3 Myr and dash lines are for tQ = 30 Myr.

Note that most of the sightlines with LLSs/DLAs close to

the quasar can be identified in observations since they display

no transmitted flux outside the LLSs/DLAs or exhibit damp-

ing wings. Because LLSs/DLAs may contaminate other pix-

els, for our purpose of recovering density field we do not

want to include them in our sample. We exclude them by

simply removing the sightlines with physical proximity zone

size (where ΓHI
QSO >ΓHI

bkg) smaller than 6 pMpc at tQ = 30 Myr,

so that sightlines resembling Figure 2 are not included due to

“absorption contamination" from the damping wing. This re-

sults in the final sample of 6001 sightlines for this study.

One may worry about the possibility that some sight-

lines pass very close to foreground galaxies, where such

“galaxy proximity zones" can increase the background ra-

diation, making the assumption of the perfect power-law ΓHI

invalid. We randomly chose ∼ 200 sightlines and visually

examine them and find only one of them where the radi-

ation background fluctuates up by an order of magnitude.

This fluctuation actually corresponds to a DLA, which man-
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Figure 2. An example of a sightline that travels through a galaxy

proximity zone at d ∼ 2.5 pMpc.

ifests itself as the suppression in the transmitted flux due

to the damping wing, rather than as an increment due to

the enhanced galaxy radiation. Such sightlines should be

easy to identify observationally. Furthermore, we also ran-

domly draw sightlines within ∼ 10 pkpc from massive halos

to check their radiation backgrounds and density fields, and

we find that although the radiation background can fluctu-

ate up by an order of magnitude on a spatial scale of < 100

pkpc, they inevitably hit gas that are at least 100, and most

commonly > 1000 higher than the mean gas density. There-

fore these “galaxy proximity zones" usually correspond to

LLS/DLA.

For the majority of the sightlines the IGM within 4 pMpc

from the quasar reaches the ionization equilibrium within 1

Myr (∼ 1/ΓHI). Therefore, if the quasar maintains the lumi-

nosity for longer than ∼ 1 Myr, the ionization equilibrium

assumption from the previous subsection is valid.

3. RESULTS

3.1. Recovering sightlines without peculiar velocity

We demonstrate the procedure of recovering the gas den-

sity field from our synthetic spectra. In this subsection we

ignore the peculiar velocity of the gas as a illustrative toy

model.

In Figure 3 we show an example of a sightline drawn from

the simulation with peculiar velocity set to zero, so that the

absorption features line up exactly with the density features.

The black line shows the gas density in units of the mean gas

density of the universe (also called “the density contrast”)

Δg along the sightline. The orange line shows the transmitted

flux after the quasar has been shining for 30 Myr. The red line

shows the corresponding optical depth. Because in reality

we may not measure anything above τ > 5 (transmitted flux

� 1%), we set an optical depth cap of max(τ ) = 5, above

which the optical depth is not known.

To recover the gas density contrast Δg using Equation (5)

we need to know the mean optical depth τ̄Lyα (we hereafter

call it baseline optical depth). We obtain this also by post-

processing a sightline with unifrom density fixed at the value

of the cosmic mean density and initial temperature and the

ionization fraction of roughly the mean values in the simula-

tion at z = 6.11. The exact values we adopt are xHI = 10−4,

xHeI = 10−4, xHeII = 0.9, T = 104 K. The sightline is post-

processed by the same 1D RT code for a quasar age tQ = 30

Myr. Note that using a different baseline does affect the ac-

curacy of the recovered gas density, we return to that point in

Section 4. Because of the quadratic drop of the radiation field

with distance, the baseline optical depth rises quickly and ex-

ceeds 5 at around 4 pMpc for a Ṅ = 1×1057 s−1 quasar. As

a result, most spectra of quasars with this luminosity exhibit

little transmitted flux outside that distance.

The recovered gas density
√
τ/τ̄ is plotted as the blue line

in Figure 3. Because we limit the optical depth, there is a

maximum gas density that we can recover. This max(Δg)

depends on the distance as max(Δg)∝ 1/R. Therefore, out-

side the radius where τbl = max(τ ) = 5, which is ≈ 3.7 pMpc

for this quasar luminosity, we can only recover gas under-

density, while closer to the quasar we can recover densities

up to Δg ∼ 10. Comparing the recovered gas density (blue

line) and the true gas density (black line), we find that in un-

saturated regions the density is recovered very well. If we

take a closer look, the density in a narrow under-dense re-

gion between two over-density regions is usually slightly bi-

ased high, for example, at d ∼ 3.5 pMpc. This is mostly due

to the thermal broadening of absorption lines.

To quantify the accuracy of the recovery process we show

in the left panel of Figure 4 the 68%,95%,99.7% contours

of the scatter between the true gas density and the recov-

ered gas density for all unsaturated pixels in the range 0.5−4
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Figure 3. An example of a sightline without vpec at z = 6.11. The magnitude of the quasar is M1450=-26.66. Its proximity zone size is above

the median value, and in the distance range plotted, the quasar dominates the radiation field. The red dashed line is the optical depth of the

imaginary sightline with uniform mean density of the universe (baseline).
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Figure 4. Scatter plot for the recovered gas density from synthetic spectra without peculiar velocity (y-axes), versus the true gas density (x-axes)

for all unsaturated pixels in the distance range of 0.5 − 4 pMpc from all the 6001 quasars in our sample. The true density in the left panel is not

smoothed while in the right panel is smoothed by a Gaussian filter with σ = 25 km/s .

pMpc from the quasar. For most unsaturated pixels, the re-

covered gas density is very close the the true value. However,

at Δg ∼ 1, we notice the contour has a “bump". This over-

prediction of the gas density is mainly because the thermal

broadening around overdensity peaks suppress the transmit-

ted flux around them, biasing the density high. In the right

panel of Figure 4 we plot the same scatter plot but now with

the true gas density smoothed by 25km/s Gaussian kernel.

We can clearly see that taking the thermal broadening into

consideration the scatter decreases, and there is no signifi-

cant bias.

With this method, we can recover the density probability

distribution function (PDF). By comparing density PDF at

different distances from the quasar, we could potentially con-

strain how over-dense the quasar environment is. In the left

panel of Figure 5 we show the PDFs for the true gas density

(smoothed by 25km/s) in different distance ranges. Since

the halos we choose as the quasar hosts are the most massive

ones in the simulation box, they trace a large-scale overden-

sity of ∼ 1 pMpc in size. This is the reason that the pur-

ple line (0.5 − 1.0 pMpc) is significantly shifted to the right

from other colored lines. On the right panel, we select three

density ranges from the left panel and plot recovered density

PDF from unsaturated pixels in dotted lines and the corre-

sponding PDFs of the smoothed, true density field of these

unsaturated pixels. The recovered density PDF traces the true

PDF accurately, and the recovered PDF of 0.5 − 1.0 pMpc
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Figure 5. Density PDF in real space. Left: PDFs of the real space density, smoothed by 25km/s. Different colors represent spectral regions at

different distances from the quasar. These true density PDFs include all pixels in spectra, saturated and unsaturated. Right: solid curves are the

same as in the left panel, while the dashed lines are true smoothed density PDFs that include only unsaturated pixels. Dotted lines are density

PDFs recovered from the systhentic spectra without peculiar velocity using Equation (5).

shows significant overdensity compared with other PDFs at

larger distances.

3.2. Recovering gas density in redshift space

Gas peculiar velocity is of the order of 100 km/s at z ∼ 6,

which can shift the absorption features in the redshift space

by up to ∼ 0.2 pMpc. This shift also introduces an error in

the amplitude of the recovered gas density, because we only

know the baseline optical depth at the corresponding real

space location, not the actual redshift space location. This

error scales as inverse distance. Therefore, for the recovered

gas density relatively far from the quasar, say at 4 pMpc, such

an error is only ∼ 5%.

In Figure 6 we show the same sightline as in Figure 3, but

now with the full accounting for peculiar velocities. The gas

density in redshift space is

Δg,z = Δg,r

∣∣∣∣Hdr
dv

∣∣∣∣ = Δg,r

∣∣∣∣ H
H + dvpec/dr

∣∣∣∣ . (6)

This density profile is shown with the solid dark black line in

Figure 6 and the corresponding redshift-space density recov-

ered using Equation 5 is shown in solid blue.

Because the quasar host halo correlates with an overden-

sity on the scale of up to ∼ 1 pMpc, which is collapsing as

a whole, there is usually systematic gas inflow toward the

quasar host halo on this scale. This can be seen from the

shifts of the peaks at d ≈ 0.8 pMpc between the faint and

dark lines in Figure 6, which is a common feature for all the

sightlines in our sample.

Most of density features are easily identifiable between

the redshift space and the real space, despite shifts due to

the peculiar velocity. Also, in the redshift space the den-

sity is usually lower in underdense region and higher in over-

dense region than in matching regions of the real space, as

can be seen, for example, at d ∼ 3 pMpc in Figure 6. This

is because the peculiar velocity usually has positive diver-

gence (dvpec/dr > 0) in underdense regions and negative di-

vergence (dvpec/dr < 0) in overdense regions.

Looking at the recovered density in blue, we find that it

matches the true value generally well. However, in the large

void at d ≈ 2.8 pMpc, the blue line is higher than the dark

black line. This is not solely caused by thermal broadening,

which only impacts the gas around overdense peaks within

∼ 30 pkpc. The degree of thermal effect in the big void at

d ∼ 2.8 pMpc can also be evaluated from Figure 3, and is

much smaller than that in Figure 6. The major reason for the

over-prediction of the density in such a large void is instead

that Equation 5 does not strictly recover the traditionally de-

fined redshift density. Specifically, because the density of

neutral hydrogen in redshift space is equal to the density of

total hydrogen in redshift space times the neutral fraction in

real space:

nHI,z = xHInH,z ∝ αnH,r

Γ
nH,z, (7)

where nH,z and nH,r represent the number density of total hy-

drogen in redshift space and real space, respectively. There-

fore, the observable optical depth

τ ∝ nHI,z = xHInH,z ∝ nH,znH,r. (8)

Thus, by using Equation 5 what we recover is in fact

√
ΔrΔz ≡Δg,r

√∣∣∣∣ dr
Hdv

∣∣∣∣ = Δg,r

√∣∣∣∣ H
H + dvpec/dr

∣∣∣∣, (9)

i.e. the geometric mean of the real space density and the red-

shift space density.

We quantify the accuracy of the recovered redshift space

density with the 68%,95%,99.7% confidence contours in



7

0 1 2 3 4 5

distance [pMpc]

10−1

100

101

102
Δ

g

true density (real space)

true density (redshift space)

recovered density

0

1

2

3

4

5

6

flu
x

transmitted flux
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Figure 7. Scatter plot for the recovered gas density from synthetic spectra with peculiar velocity versus the smoothed true gas density for all

unsaturated pixels in the distance range of 0.5 − 4 pMpc from all the 6001 quasars in our sample. The true density in the left panel is the usual

redshift space density (Eq. 6) while in the right panel it is the geometric mean of the real and redshift space densities as defined in Equation 9.

Figure 7. The y-axis of both panels in the figure are recov-

ered gas density contrast with Equation 5. In the left panel,

the x-axis is the smoothed (with a 25 km/s Gaussian kernel)

true traditionally defined redshift space density. Compared

with Figure 4, the scatter is larger and the low density end is

biased high. As shown previously, the bias at low densities

is because Equation 5 is not recovering the traditionally de-

fined redshift density, but the one defined as Equation 9. In

the right panel, we plot the smoothed gemetric mean of the

redshift and real space densities as defined in Equation 9, and

the bias at low densities essentially disappears.

Similarly to the right panel of Figure 5, in the left panel

of Figure 8 we show with solid lines the true smoothed PDF

of the redshift space density at three different distances from

the quasar. Compared to the real-space density in Figure 5,

the PDFs of the redshift space density (solid lines) are wider

because low density regions tend to have coherent expansion

and high density density often contract, shifting the redshift

space density further way from the value of the mean density

of the universe. The recovered PDFs (dotted lines) are sys-

tematically shifted towards higher densities because of the

bias explained previously. In the right panel of Figure 8 we

show the PDFs of the geometric mean of the real and red-

shift space density as defined in Equation 9. As expected,

the recovered density PDFs agree much better with the true

underlying PDFs of
√
ΔrΔz. The only detectable deviation

is in the first distance bin 0.5 − 1.0 pMpc, which is due to the

systematic inflow of gas toward the quasar within ≈ 1 pMpc

from the quasar host halo.
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Figure 8. Same as the right panel of Figure 5, but now synthetic spectra include peculiar velocity. Solid and dashed lines in the left panels are

the smoothed redshift space density (as defined in Eq. 6) and in the right right panels are the geometric mean of the real and redshift space

density as defined in Equation 9.

4. DISCUSSION

In reality, many factors may impact the accuracy of density

recovery. For example, it is not clear how well we can deter-

mine the continuum of the quasar; errors in the continuum

introduce errors in the measured transmitted flux. Also, HeII

photo-heating from the quasar increases the IGM tempera-

ture and, hence, affect the neutral fraction, introducing yet

another error. In this section, we focus on these two system-

atic errors and briefly discuss some other potential systemat-

ics. As we will see, different systematics impact recovered

density PDF differently, which may offer a unique way to

constrain quasar properties.

4.1. Uncertainty in Continuum Modeling

In practice, the quasar continuum is often modelled using

the spectra redward of the Lyα line. However, either a tradi-

tional PCA or a machine learning method may introduce sys-

tematic errors. In order to mimic this uncertainty and quan-

tify how it may impact the density recovery, we introduce a

systematic error in quasar continuum that linearly depends

on the distance, as shown by the straight magenta and green

lines in Figure 9. This error is normalized so that at 5 pMpc

from the quasar the continuum is overestimated by 50% (ma-

genta) or underestimated by 30% (green), and is correct close

to the quasar at 0.35 pMpc. Note that this is a very conserva-

tive choice, as in real observations the continuum errors are

usually lower than this (see Davies et al. 2018; Bosman et al.

2020). In Figure 9 we show the same sightline as in Figure

6, with the black line showing the true geometric mean of

the real and redshift space densities as defined in Equation 9.

Using the true continuum, we recover this value very well, as

is shown by the solid blue line and also by the left panel be-

low. With the over- or under- estimated continua, the density

recovery suffers. The error is especially severe in the under-

dense regions, where the relative error in the optical depth

is large. In contrast, gas with Δg > 1 has relatively larger

absorption and thus is less sensitive to the continuum errors.

We use the over- and under-estimated continua to recover

all 6001 sightlines in our sample, and In Figure 10 we show

the recovered density PDFs for all unsaturated pixels within

0.5 − 4 pMpc. The blue is recovered using the true quasar

continuum, while the magenta and the green are using the

over- and under- estimated continuum described above. Us-

ing the correct continuum, the lowest density pixels should

be larger than about 0.1. With the underestimated continuum,

however, the density PDF has an extended low density tail,

which can even have negative densities when transmission

spikes exceed the local continuum and appear as “emission”

rather than absorption in the spectrum. On the other hand,

with the overestimated continuum, the lower end (Δg < 1)

of the PDF is artificially pushed toward higher densities. At

densities above the cosmic mean the three PDFs are not dis-

tinguishable though.

4.2. Systematics in Baseline Modeling due to Quasar Ages

The density recovery formula (Equation 5) is based on

Equation 3, where we approximate T as being uniform af-

ter reionization. This is likely to be a good assumption in

most places, because right after rapid ionization the IGM

temperature mainly depends on the shape of the ionizing

spectrum but not its amplitude. Currently observations (e.g.

Onoue et al. 2017; Matsuoka et al. 2018) suggest that galax-

ies, which commonly have soft spectra, are the dominating

reionization sources. Because galaxies do not have enough

photons with energy above 4 Rydberg, most of helium at

z ∼ 6 should be singly ionized. In our CROC simulation,
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Figure 9. Upper panel: the same sightline as in Figure 3. The black line is the true geometric mean of the real and redshift space densities√
ΔrΔz and the blue line is the recovered density using the correct continuum. The blue, magenta and green lines are the correct, overestimated

and underestimated continua. The magenta and green dashed lines are the recovered density profiles using the corresponding over- and under-

estimated continua. Lower panels: for all unsaturated pixels between 0.5 ∼ 4 pMpc from the upper panel, the 68%,95%,99.7% contours of

true
√
ΔrΔz smoothed by a 25 km/s Gaussian kernel vs. recovered density with the correct, over- and under-estimated continua shown in the

upper panel.

PopII stars are the main reionization sources, and the single

ionized helium fraction at z = 6 is xHeII ≈ 0.9.

However, quasars themselves have copious amounts of

HeII ionizing photons that can doubly ionize helium in their

immediate surroundings and raise the IGM temperature even

more. Such temperature increment reduces the recombina-

tion rate of hydrogen and slightly impacts its the ionization

fraction, affecting the transmitted flux within quasar prox-

imity zones (Bolton & Haehnelt 2007; Padmanabhan et al.

2014). Depending on the age of the quasar, a quasar HeIII

region may well be confined to its proximity zone but not be

small enough as to be unimportant. The non-trivial temper-

ature structure induced by the HeIII region in turn induces

deviations in the baseline model and introduces a systematic

error.

To examine how quasar age impacts the density recovery

procedure, we apply the recovery method with the fiducial

baseline for tQ = 30 Myr to the same sample of sightlines

but with the assumed quasar ages of tQ = 1 Myr and tQ = 10

Myr. In the leftmost panel of Figure 11 we show the neu-

tral hydrogen fraction (solid lines) and the gas temperature

(dashed lines) in a uniform density universe with different

quasar ages. This is to show an average position of the HeII

I-front of a Ṅ = 1× 1057 s−1 quasar with a spectral index

of −1.5. As the quasar age increases from 1 Myr to 10 Myr

and to 30 Myr, the HeII front position moves from ∼ 2 pMpc

to ∼ 4 pMpc and to ∼ 6 pMpc. The temperature inside the

HeII I-front is ∼ 1000K higher than immediately outside it.

Therefore, using the fiducial baseline of tQ = 30 Myr we ex-

pect to see a systematic error in recovered density fields at

2 ∼ 6 pMpc for a young quasar of tQ = 1 Myr and at 4 ∼ 6

pMpc for tQ = 10 Myr.

To quantify this systematic error, in the other panels of Fig-

ure 11 we show the recovered density PDF at different dis-

tance bins. For the distance bin of 0.5 ∼ 1.5, which the HeII

I-front has swept within 1 Myr, there is no significant de-

pendence on the quasar age. However, for the distance bin of

2∼ 3 pMpc the recovered density for a young quasar of tQ = 1



10

10−1 100 101

recovered Δg

104

105

106

correct conti.

50% overest.

30% underest.

Figure 10. The histograms of recovered density for all unsaturated

pixels within 0.5 − 4 pMpc for all the sightlines in our sample. The

blue, magenta and green colors correspond to the density recovered

using the correct, overestimated and underestimated continuums in

Figure 9.

Myr is systematically higher than that of tQ = 30 Myr, while

the PDFs of the recovered densities are similar for tQ = 10

Myr and tQ = 30 Myr, after the HeII front has passed. For

the farthest distance bin of 4 ∼ 5 pMpc the recovered density

PDF of both tQ = 1 and 10 Myr are significantly larger than

that for tQ = 30 Myr, but the difference is larger for tQ = 1

Myr. Note that the HeII I-front has a certain width. The

peak of the temperature profile often corresponds to the posi-

tion where the ionization fraction xHeII ≈ 0.01. The tempera-

ture drops significantly and approaches the initial value at the

point where xHeII ≈ 0.8. The width of this transition region

from xHeII ≈ 0.01 to xHeII ≈ 0.8 is ∼ 1 pMpc. At tQ = 10 Myr,

even though the HeII I-front has not passed beyond 4 pMpc

(the point where xHeII = 0.5 is at 3.7 pMpc), the temperature

has already risen somewhat at distances up to 5 pMpc. On the

other hand, when the quasar is only tQ = 1 Myr old, the HeII

I-front is so close to the quasar that the temperature at 4 ∼ 5

pMpc is not affected at all. This explains why the tQ = 10

Myr PDF has a smaller shift at the 4 ∼ 5 pMpc bin than the

tQ = 1 Myr one.

4.3. Caveats

The density recovery procedure is based on the assumption

that we know exactly what the ionizing flux of the quasar is

and that this flux remains constant. In real life the magni-

tude of the quasar is measured at the red side of the Lyα

line, often at the rest-frame of 1450 Å, because there is no

significant absorption or emission there. However, the ex-

act spectrum blueward of 912 Å is not directly observable,

due to the heavy absorption from residual neutral hydrogen

at z ∼ 5. Although at z < 4 the absorption from the IGM is

limited and the continuum can be estimated relatively well

(e.g., Kirkman et al. 2005), at z = 4 ∼ 5 there still exists large

uncertainties. Also, it is not straight-forward to extrapolate

the continuum across ∼ 912 Å because often the is a break

in the slope. Lusso et al. (2015) suggests that the uncertainty

in the quasar photoionizing rate can be as high as ∼ 20%

due to the uncertainty in the spectral slope. Since the opti-

cal depth is inversely proportional to the photoionization rate

(Equation 4), the recovered gas density contrast should have

an uncertainty of ∼ 10% due to uncertainly in the quasar ion-

izing luminosity; that uncertainly, however, does not depend

on distance.

Quasar variability in ionizing flux can break down the ion-

ization equilibrium assumption. According to Figure 1, if the

quasar is stable for tQ > 1 Myr, this method should be safe for

a quasar with M1450 < −26.67 within ∼ 4 pMpc. However, if

tQ is smaller than ∼ 1 Myr, the recovered density would be

biased. Unlike the scenario of a stable quasar with the in-

correct ionizing flux discussed in last paragraph, the bias due

to quasar variability should increase with distance, because

the ionization timescale is larger at larger distances. If a

quasar is switching on and off quickly with episodic lifetimes

� 0.1 Myr, even the size of the traditionally measured prox-

imity zone (RPZ,obs) would be impacted (Davies et al. 2020).

Therefore, the method here should not apply to quasars with

sufficiently small proximity zones. For a quasar with RPZ,obs

around average or above, the method should be relatively safe

for at least the inner half of the proximity zone, because the

very fact that a quasar has the proximity zone of an average

size implies that the IGM around the edge of the proximity

zone should be close to the ionization equilibrium. That be-

ing said, how exactly this bias depends on the quasar duty

cycle is worth further exploration.

One other factor that may affect the recovered density is

the initial condition we use when calculating the baseline.

With different ionization fraction or temperature prior to the

quasar cycle, the IGM temperature (and thus the transmit-

ted flux) after quasar switches on may change too. Here

we only estimate the amplitude of this effect by running

several baselines with different physically motivated val-

ues. We explore two sets of initial IGM condition: {xHI =

0.001,xHeI = 0.002,xHeII = 0.98,T = 15000 K}, which resem-

bles the IGM in the simulation at an earlier redshift z ∼ 7,

right after reionization, and {xHI = 10−4,xHeI = 10−4,xHeII =

0.5,T = 10000 K}, which is the same as the fiducial model

except half of the helium is doubly ionized, mimicking a

reionization with much harder spectra. Note that by adopting

these initial values, we also modify the background ioniza-
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Figure 11. Left: neutral fraction (solid lines) and gas temperature (dashed lines) at quasar age tQ = 30 Myr, 10 Myr, and 1 Myr, assuming a
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tion rates3: The z7-like baseline is calculated with the lower

background photoionization rates and the xHeII = 0.5 one has

a higher background HeII photoionization rate. In Figure

12 we show the baselines of these two variations compared

with the fiducial one. The differences we see in τ̃ mainly

come from different HII recombination rates α(T ). With

higher initial xHI, xHeII and temperature, the z7-like baseline

has higher final temperature, a lower recombination rate, and

thus lower τ̃ well inside the proximity zone. On the con-

trary, the xHeII = 0.5 baseline has less photoheating from HeII,

lower temperature, and therefor higher τ̃ . The differences in

baseline τ̃ from these different reionization history models

are ∼ 10%, and would propagate to the recovered gas den-

sity.

4.4. Potential usage

3 We calculate the background ionization rate, which is fixed constant, by

assuming the ionization equilibrium using the initial ionization fraction and

temperature.

Properties Signiture

quasar ionizing flux bias independent of distance

quasar age (� 1 Myr) bias jump across HeII I-front

quasar host halo mass denser PDF inside the clustering length

Table 1.

The reconstructed density field is a potentially powerful

tool to study the quasar environment and quasar physics it-

self. The most challenging task is perhaps to obtain a robust

quasar continuum. However, once we obtain a confident con-

tinuum, by using the statistics of the reconstructed density

field we can constrain the quasar properties, since different

properties impact the reconstructed density differently, as is

shown above. We summarize how quasar properties impact

the recovered density PDF in Table 1. The uncertainties in

quasar ionizing flux and quasar age bias the PDF in differ-

ent ways. The former has uncertainty of ∼ 20% and impacts

the whole recovered density field independently of distance.

On the other hand, the latter results in a bias jump across the

HeII I-front. More specifically, if the quasar is younger than

expected, the recovered density would be biased high outside
the HeII I-front. Besides, examining the PDF also helps us

constrain the quasar environment, since if the quasar resides

in a massive halo (which correlates with the density field on

∼ pMpc scale), the density inside that distance is higher than

the mean. This again has a different signature. What exact

statistics we should use to extract those information is worth

exploring in the future.

5. CONCLUSION

We study how to recover density field within the quasar

proximity zone using synthetic spectra. The spectra are ob-

tained by post-processing a CROC simulation. We have

found that inside the proximity zone, the majority of quasars

display a completely transparent IGM, thus the density can

be recovered with a simple formula. Using this method, the

recovered density agree very well with the true geometric

mean of the read and redshift space densities
√
ΔrΔz with
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a scatter of 20%. We can recover density around the cosmic

mean for a quasar of Ṅ = 1×1057 s−1 (or M1450 = −26.67 as-

suming a −1.5 spectrum index above 1450 Å) and put lower

limits on the density of saturated features.

We examine various systematic errors. Uncertainties in de-

termining the quasar continuum can greatly impact the recov-

ered density in underdense regions. Another bias comes from

photoheating of HeII: if the position of the HeII I-front dif-

fers from the baseline model, the recovered density is biased

across the HeII I-front. We also emphasize that this method is

based on the assumption that the quasar has a stable ionizing

flux and has been shining for at least ∼ 1 Myr. If the quasar

is flickering with short lifetime and displays an exceptionally

small proximity zone, the IGM may not be in the ionization

equilibrium and our method breaks down.

Our density recovery method has many potential uses. For

example, by comparing the density PDF at different dis-

tances, we can potentially constrain the density environment

around the quasar. The recovered density field in the quasar

proximity zone can thus offer us a unique tool for understand-

ing where and how the first quasars appear and grow in the

Universe.
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