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We present the development of a second generation digital readout system for photon counting microwave kinetic
inductance detector (MKID) arrays operating in the optical and near-IR wavelength bands. Our system retains much
of the core signal processing architecture from the first generation system, but with a significantly higher bandwidth,
enabling readout of kilopixel MKID arrays. Each set of readout boards is capable of reading out 1024 MKID pixels
multiplexed over 2 GHz of bandwidth; two such units can be placed in parallel to read out a full 2048 pixel microwave
feedline over a 4 – 8 GHz band. As in the first generation readout, our system is capable of identifying, analyzing, and
recording photon detection events in real time with a time resolution of order a few microseconds. Here, we describe
the hardware and firmware, and present an analysis of the noise properties of the system. We also present a novel
algorithm for efficiently suppressing IQ mixer sidebands to below −30 dBc.

I. INTRODUCTION

Microwave Kinetic Inductance Detectors (MKIDs) are a
low temperature superconducting detector technology used
for astronomical observations in the submilimeter through vis-
ible bands. In the optical/IR, MKIDs are single photon sen-
sitive, energy resolving, and allow photon arrival time deter-
mination on microsecond timescales1. This makes MKIDs
ideally suited to the study of highly time-variable phenom-
ena such as pulsars2 and compact binaries3. MKIDs are
also suited to serve as IFUs (integral field units) for exo-
planet direct imaging, which requires high sensitivity (due
to the extremely low flux from companions), and bene-
fits from high time resolution (to resolve atmospheric ef-
fects). Three optical/IR MKID instruments have been built
and commissioned: ARCONS (Array Camera for Optical to
Near-IR Spectrophotometry, a 2 kilopixel IFU at Palomar
Observatory)4, DARKNESS (DARK-speckle Near-infrared
Energy-resolving Superconducting Spectrophotometer, a 10
kilopixel IFU at Palomar)5, and MEC (MKID Exoplanet
Camera, a 20 kilopixel IFU at Subaru Observatory)6.

One of the primary advantages of MKIDs over other su-
perconducting detector technologies is the intrinsic frequency
domain multiplexibility; each MKID pixel is a microwave fre-
quency resonator with a resonant frequency that can be easily
tuned in fabrication. This allows large numbers of resonators,
each tuned to a different frequency, to be placed in parallel on
a single microwave channel. This greatly simplifies the cryo-
genic wiring and electronics, shifting the complexity to the
room temperature readout system4–7.

A first generation readout for optical MKIDs was devel-
oped in 2011 for the ARCONS instrument. This system is
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capable of reading out 256 channels in a 512 MHz band on
each readout board8. Eight boards were used simultaneously
to readout the 2048 pixel ARCONS instrument. In order to
feasibly scale up to the kilopixel arrays used by the second
generation of optical MKID instruments, we have developed
a new readout system capable of reading out up to 1024 chan-
nels per unit over 2 GHz of bandwidth. This system largely
retains the signal processing algorithm chain found in the first
generation readout, albeit with major changes to the hardware
and firmware to accommodate the higher bandwidth.

II. OVERALL APPROACH AND REQUIREMENTS

An MKID is a cryogenically cooled superconducting res-
onator consisting of an inductor/capacitor pair. The circuit
gets its inductance primarily from the kinetic energy of the
Cooper pairs in the supercurrent (hence the term kinetic in-
ductance). When a photon is absorbed by the inductor, some
of the Cooper pairs are broken (creating free electrons known
as “quasiparticles"), changing the inductance and hence the
resonant frequency and quality factor of the circuit. The num-
ber of quasiparticles created is proportional to the energy of
the incident photon, which gives the MKID intrinsic energy
resolution. To read out the detector, the resonator is driven by
a microwave probe signal tuned to its resonant frequency and
the probe signal is monitored for changes in its relative phase.
A photon detection event manifests as a pulse in phase with a
steep rise (∼ 1 µs) and an (approximately) exponential decay
with (τ ≈ 15 µs). Our devices are designed to operate in the
linear regime, where δφ ∝ δ f ∝ δE1,9.

The full kilopixel readout generalizes the above approach to
an array of resonators placed in parallel on a single microwave
feedline. A comb of probe tones, one at each resonator fre-
quency, is used to drive the MKIDs. Each resonator acts as
a notch filter centered on its resonant frequency, modifying
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the phase and amplitude of its probe tone while leaving other
tones comparatively untouched. After transmission through
the array, the tones are downconverted and digitized, and each
tone is independently montitored for changes in its relative
phase.

The second generation of MKID arrays are in the 10-20
kilopixel range, with pixels split up into several microwave
feedlines, each containing 2000 pixels inside the 4-8 GHz
band. We expect a maximum photon event rate of 2500
counts/pixel/second. Due to data transmission and storage
constraints, we require that each event be identified, analyzed,
and recorded in real time. Following these constraints, we de-
fine the following system requirements:

• Generation of a 2000 tone comb in a 4-8 GHz band,
with arbitrary tone frequencies and powers.

• Channelization: the ability to isolate a 200-500 kHz
wide channel centered around each tone

• Low noise: the noise floor of each channel must be
lower than the device noise and cryogenic amplifier
noise

• Sample each channel at a rate of ∼ 1 µs

• Implement a filtering and triggering system that is ca-
pable of detecting photon events in real time and accu-
rately determining the associated phase pulse amplitude

III. SYSTEM OVERVIEW

The full readout system consists of several readout units,
each of which can read out up to 1024 resonator channels
in a 2 GHz band. Two such units can be placed in parallel
to read out a full 4 GHz feedline. Because the resonant fre-
quency band lies outside the range of readily available ADCs,
we use an IQ modulation scheme to perform up/down conver-
sion between the digital room temperature electronics (-1 to 1
GHz) and the resonators (4 to 6 GHz or 6 to 8 GHz). Each
readout unit has three major components: 1) CASPER (Col-
laboration for Astronomy Signal Processing and Electron-
ics Research) ROACH-2 (Reconfigurable Open Architecture
Computing Hardware) board with a Xilinx Virtex-6 FPGA
for channelization and pulse detection, 2) Custom ADC/DAC
board with dual 2 GSPS Analog Devices AD9625 ADCs and
AD9136 DACs and Xilinx Virtex-7 FPGA for control, and 3)
RF/IF board for IQ modulation.

The basic outline of the readout procedure (illustrated in
figure 1) is as follows:

1. Tone generation in [-1 GHz, 1 GHz] (IF band) using
dual 2 GSPS DACs.

2. Upconversion to RF band via IQ mixing tones with lo-
cal oscillator (LO) (figure 2).

3. Tones filtered through resonators, amplified by cryo-
genic HEMT (high electron mobility transistor).

4. Output is downconverted by IQ mixer, then digitized by
dual 2 GSPS ADCs.

5. ADC stream is sent to Virtex-6 FPGA for channeliza-
tion, filtering, and photon triggering.

6. Photon events (time and pixel tagged pulse height) are
streamed over ethernet to data server.

IV. HARDWARE

A. ADC/DAC Board

Due to the complexity of modern, high sample rate ADCs
and DACs, we have developed a dedicated circuit board
for signal routing and control of these components. The
board features dual 12-bit 2 GSPS ADCs (Analog Devices
AD9625), and dual 16-bit 2 GSPS DACs (Analog Devices
AD9136). Dual ADC/DACs are required for complex sam-
pling; one unit is required for each of I and Q. The board
also has an onboard Xilinx Virtex-7 FPGA (XC7VX330T-
2FFG1761C) for control of the ADCs and DACs, routing of
the ADC signal to the ROACH-2, and communication with
the ROACH-2 and RF/IF boards. A LMK04821 synthesizer is
used to generate all clocks required by the ADCs, DACs, and
FPGAs on both the ROACH-2 and ADC/DAC boards, syn-
chronized to an external 10 MHz reference signal.

The DAC output is generated using lookup table (LUT) that
contains the sum of all of the resonator probe tones in the time
domain. The LUT is generated in software and stored in on-
board DDR3 RAM. Two DACs are used to generate a complex
output signal, one for I and one for Q. A table size of 262144
values (for each of I and Q) imposes a tone frequency quanti-
zation of 7.629 kHz. The LUT approach allows us to generate
the DAC output for an arbitrary list of resonator frequencies,
and independently specify the drive power for each resonator
(required to optimize photon pulse SNR). To generate the
LUT, tones are first calculated and summed together in soft-
ware according to their IF band frequencies and relative pow-
ers. Tone phases are randomized to maximize DAC dynamic
range utilization. The full LUT is then scaled to fit the DAC
dynamic range, and the programmable output attenuators are
adjusted to set the tones to the desired power. Programmable
attenuators in the RF output chain ensure full utilization of the
DAC dynamic range over a wide range of tone powers.

The IQ ADC/DAC inputs/outputs are connected to the
RF/IF board via SMP connectors. There are also several SPI
interfaces to enable the Virtex-7 to program the attenuators
and local oscillator on the RF/IF board.

The raw ADC output is sent to the Virtex-6 FPGA on the
ROACH-2 over a ZDOK connector 16 samples (8 each from I
and Q) per clock in a 192-bit parallel bus clocked at 250 MHz.

B. ROACH-2 Board

The ROACH-2 was developed by the CASPER collabora-
tion at UC Berkeley10,11. It was designed around the Xilinx
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FIG. 1. System block diagram showing a single 2 GHz, 1024 channel readout unit. Reproduced with permission from Publ. Astron. Soc. Pac
130, 988 (2018). Copyright 2018 The Astronomical Society of the Pacific.
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FIG. 2. Schematic of RF up/downconversion scheme. The frequency comb is written explicitly as a sum over the probe tones, where
fi ∈ [−1 GHz, 1 GHz] is the IF band tone frequency, and fLO ∈ [4 GHz, 8 GHz] is the LO frequency. φi is the probe tone phase in the
DAC LUT. φi,in(t) = φi +φi,cable +δφi,res(t) is a time dependent phase term that includes the DAC LUT phase, cable delay, and phase change
induced by the resonator. The same LO is used for both upconversion and downconversion to suppress phase/frequency errors in the LO signal.

Virtex-6 FPGA (XC6VSX475T-1FFG1759C). It has a Pow-
erPC CPU, DDR3 and QDR memory modules, and various
communications interfaces such as ethernet. All of the core
digital signal processing for the readout system (channeliza-
tion, filtering, and pulse detection) is implemented on the
Virtex-6 FPGA. We chose the ROACH-2 platform because
CASPER provides an extensive dedicated toolset and pro-
gramming interface for the FPGA. The CASPER toolflow
contains blocks for performing complex signal processing
tasks (such as the polyphase filter bank), as well as inter-
faces to much of the hardware on the ROACH-2. CASPER
has also released a series of python libraries for programming
and communication with the FPGA over ethernet.

C. RF/IF Board

1. IQ Upconversion and Downconversion

The RF/IF board implements IQ modulation for analog
up/downconversion between the IF band (-1 – 1 GHz) and

the RF band (4 – 6 GHz or 6 – 8 GHz). For the upconver-
sion process, the complex IF band frequency comb is mixed
with a local oscillator (LO) tone at the center of the RF band
(i.e. a 4 – 6 GHz resonator band would use a 5 GHz LO),
which generates a real-valued output that is shifted into the
resonator frequency band. Downconversion is the reverse pro-
cess, where the real valued RF output from the cryostat is
mixed with the same LO to generate a complex-valued IF
band signal which can be digitized by the ADCs. This process
is illustrated schematically in figure 2. The LO is generated
on the board by a programmable phase locked loop (PLL) IC
(Texas Instruments TRF3765). The PLL is referenced to an
external 10 MHz signal provided by the ADC/DAC board. A
frequency doubler is used on the output of the TRF3765 to
shift the frequency range into the resonator band (600 MHz –
9.6 GHz). Analog devices HMC525LC4 I/Q mixers are used
for upconversion and downconversion.
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FIG. 3. Cartridge containing an assembled readout unit. The
ROACH-2 board is connected to the ADC/DAC board by two ZDOK
connectors. The RF/IF board is mounted on the ADC/DAC board
using SMP blind-mate connectors for signals and GPIO pins for pro-
gramming. Another readout unit is mounted to the underside of
this cartridge. Figure and Caption reproduced with permission from
Paschal Strader, "Digital Readout for Microwave Kinetic Inductance
Detectors and Applications in High Time Resolution Astronomy",
Ph.D. dissertation (University of California at Santa Barbara, 2016).

2. RF Output Chain

Two Peregrine Semiconductor PE43705 programmable
step attenuators provide 0 to 63.5 dB (steps of 0.25 dB) of
attenuation on the output frequency comb, which enables full
utilization of DAC dynamic range over a range of resonator
readout powers. The maximum output power of the full RF
chain is -12.5 dBm.

3. RF Input Chain

In order to ensure full utilization of the ADC dynamic range
over a wide range of resonator drive powers, the RF/IF board
has an amplifier/attenuator chain before the IQ mixer. Four
Hittite HMC3587 provide 60 dB gain, and two programmable
step attenuators (63.5 dB total in steps of 0.25 dB) are used
to optimize the input power at the ADC and ensure that the
amplifiers are kept away from saturation (see figure 12 for
schematic). The optimal signal power at the end of the am-
plifier chain (IQ mixer input) should be approximately -7
dBm; this implies an input power range of -64 dBm to -0.5
dBm12. In practice, we find that in order to keep the noise
from the room temperature chain sufficiently low, the total
programmable attenuation should not exceed ≈ 30 dB, pro-
viding an actual input power range of -64 dBm to -34 dBm
(see Appendix A for full calculation).

D. Timing

The ROACH-2 firmware has a timing block that keeps track
of the absolute (UTC) time with microsecond precision. In or-

der to ensure accurate absolute timing, this block can be syn-
chronized to an external reference using a pulse-per-second
(PPS) input. In our current implementation, the PPS input and
the 10 MHz reference used to generate the FPGA clocks are
generated by a spectracom timing module that is synchronized
to a GPS satellite reference.

V. FIRMWARE AND SOFTWARE

A. ADC/DAC (Virtex-7 FPGA)

The Virtex-7 firmware is responsible for controlling the
ADCs, DACs, and programmable components on the RF/IF
board, and for routing the ADC and DAC data streams. Com-
munication with the Virtex-7 is conducted over a UART in-
terface to the ROACH-2 Virtex-6 FPGA, which can receive
and forward commands from the control computer over eth-
ernet. The low-level firmware and communications interfaces
are controlled using a Xilinx MicroBlaze soft processor. The
MicroBlaze runs a C script which initializes all major pe-
ripherals, then recieves and executes commands sent by the
ROACH-2 over the UART interface. These commands in-
clude programming the RF attenuators and LO, receiving the
DAC LUT and writing it to DDR3, and resetting the ADCs
and DACs. The firmware was developed primarily at Fermi-
lab, and testing and integration with the ROACH-2 were per-
formed at both Fermilab and UCSB.

B. ROACH-2 (Virtex-6 FPGA)

The Virtex-6 firmware is responsible for the bulk of the dig-
ital signal processing performed by the system: conversion
from the raw 2 GHz I/Q stream from the ADCs to time and
phase (or energy) tagged photons. This process can be divided
into four stages: channelization, phase conversion, optimal fil-
tering, and photon event triggering. The firmware was devel-
oped at UCSB using the MATLAB Simulink and ISE based
CASPER ROACH toolflow. All of the firmware blocks are
clocked at 250 MHz using a clock supplied by the ADC/DAC
board over the ZDOK connectors.

1. Channelization

Channelization is the process of converting the raw 2 GHz
I/Q stream from the ADC into a time-multiplexed series of
frequency bins, each centered around a resonator probe tone.
We use the same two stage approach as the first genera-
tion readout, as described in (Ref. 8). The first stage is
a dual 2048-sample (more specifically, 2048 branch, 4 tap)
polyphase filter bank (PFB), which consists of a finite impulse
response (FIR) filter followed by a Fast Fourier Transform
(FFT). The configuration is the exact same as in (Ref. 8),
except for the total bandwidth/number of points (2048 sam-
ples over 2 GHz, instead of 512 samples over 512 MHz). As
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FIG. 4. ROACH-2 firmware block diagram. Data is streamed over the ZDOK over a 16-sample bus (8 12-bit I/Q pairs) clocked at 250 MHz.
The data is then copied and processed by two parallel PFBs; one copy is delayed by 128 clocks (half of the complete FFT cycle) to maintain
a uniform sampling interval of each bin at 2 MHz8. After the PFB stage, up to 1024 resonators are selected from the bins. Following channel
selection, DDC is performed on each channel to center the resonator tone within the frequency bin. Channels are then low pass filtered (100
kHz on each of I and Q) and converted to phase. The phase is filtered using a channel-specific “optimal" FIR. Phase pulses meeting the trigger
conditions are recorded and streamed to the data server over 1 GBit ethernet. Figure adapted with permission from Paschal Strader, "Digital
Readout for Microwave Kinetic Inductance Detectors and Applications in High Time Resolution Astronomy", Ph.D. dissertation (University
of California at Santa Barbara, 2016).

in (Ref. 8), oversized 2 MHz bins are used, so two paral-
lel PFBs are required to Nyquist sample each bin. Oversized
bins ensure that there exists a bin with at least 500 kHz of
bandwidth around every resonator, no matter its resonant fre-
quency. The output of the PFB+FFT is time multiplexed at
(2× FFT )× (8 bins/clock) = 16 bins/clock. The FPGA
is clocked at 250 MHz, so the sample rate of each bin is
(250 clocks/s)× (16 bins/clock)/(2048 bins)≈ 2 MHz.

After the FFT, the bins are sorted into 1024 resonator chan-
nels; for each resonator frequency, the bin with the closest
center frequency is selected. The allowed spacing between
resonators can be as low as 200 kHz, so there may be as
many as 10 resonators per bin. These channels are split into
4× 256-channel time-multiplexed “streams", with each res-
onator getting 2 samples per clock (one from each FFT). This
maintains the 2 MHz channel sample rate: (250 MHz)×
(2 samples)/(256 channels)≈ 2 MHz. Digital down conver-
sion (DDC) is then performed on each channel to center it at 0
Hz: each channel is multiplied by a (complex) sinusoid with
f = fbin− fres. These sinusoids are generated using a lookup
table which is stored on the ROACH-2 QDR memory.

2. Low Pass Filtering and Phase Conversion

After the channelization stage, each channel is low pass
filtered to set the desired channel bandwidth. This is done
by separately convolving I and Q with a 20-tap Hanning-
windowed sinc function. The following considerations should
be taken into account when setting the channel bandwidth: 1)
desired time resolution/response time of the detector (1 µs);
2) photon event (phase pulse) SNR; 3) desired minimum res-
onator spacing. Exoplanet imaging requires framerates of at
most a few kHz (∼ 100 µs), so time resolution was not a
major consideration. We found that a channel bandwidth of
200 kHz (± 100 kHz around the tone center; which gives 100

kHz bandwidth after phase conversion) provides good perfor-
mance for considerations (2) and (3). This bandwidth pre-
serves the frequency content of a typical pulse (figure 5) while
attenuating much of the high frequency line noise present in
many resonator channels (figure 7). It also allows us to impose
a minimum channel spacing of 200 kHz, reducing the number
of frequency collisions to≈ 6% of identified resonators. After
the low pass filter, the channels are downsampled to 1 MHz,
and the I/Q values are converted to phase using a CORDIC
algorithm that implements arctan(Q/I).

3. Optimal Filtering

After phase conversion, each channel is filtered using a 50-
point FIR (finite impulse response) filter. The filter coeffi-
cients are programmable and are unique to each channel. This
customizability is a key feature, as it allows us to tailor each
filter to that channel’s noise PSD and photon pulse shape. To
generate these filters, we use the formalism described in (Ref.
13) and extended in (Ref. 14). This “optimal filter" formalism
uses the noise covariance and a template of the photon pulse
to produce a minimum variance linear estimator of the pho-
ton pulse amplitude. The number of filter coefficients is well
matched to the characteristic pulse timescale (τ ≈ 15 µs), as
indicated by the filtered pulse being fairly symmetric (figure
6).

4. Photon Event Triggering and Streaming

The total phase data rate for a single readout unit is ap-
proximately 18 Gbps (1024 channels × 1 MHz per channel
× 18 bits). This data rate is difficult to stream over ethernet
(a 20 kpix array would require 360 Gbps of bandwidth) and
infeasible to save for a full night of observing. To reduce the
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FIG. 5. Top: representative phase pulse template, made by averaging
together phase collected on a single resonator channel, then fitting to
a triple exponential function. Bottom: power spectrum of the above
pulse. Note that there is very little power above 100 kHz.

0 50 100 150 200 250
Time (samples)

1.50

1.25

1.00

0.75

0.50

0.25

0.00

0.25

Ph
as

e 
(ra

di
an

s)

raw
filtered

FIG. 6. Example photon signal on a single resonator channel. (blue)
is data collected after the 100 kHz LPF and phase conversion steps;
(orange) is the same data stream after applying a 50 coefficient opti-
mal FIR filter. Photon wavelength is 1050 nm. The sampling interval
is 1.024 µs

data rate, we use a firmware trigger to find and record photon
pulses. The trigger consists of two conditions:

1. Local minimum detection - pulse must be preceded
by 9/10 points w/ negative derivative, and immediately
proceeded by two points w/ positive derivative.

2. Threshold - pulse amplitude must exceed a threshold
value. This threshold is programmable and can be spec-
ified individually for each channel. Typically, we use
some multiple of the standard deviation of the phase
value (3.5−4σ).

If the trigger conditions are met, the pulse amplitude, arrival
time, and channel ID are recorded in a 64-bit data packet.
Multiple such data packets are packed into UDP frames (up
to 100 packets per frame) and streamed to the data server over
ethernet.

VI. PERFORMANCE

A. Phase Noise

A key system performance metric is the phase noise in each
resonator channel (i.e. the noise PSD of the phase timestream
used for photon detection). The phase noise has three major
sources: 1) noise intrinsic to the device, 2) noise contributed
by the cryogenic amplification chain, 3) noise contributed by
the readout system15. Ideally, phase noise is dominated by
sources (1) and (2); contributions from the readout system
should be negligible. To characterize this, we measure the
readout system phase noise in loopback (RF input connected
directly to RF output), and compare this to the expected best
case performance of the device and cryogenic amplifier.

The noise contributed by the device comes primarily in the
form of a 1/ f contribution due to two-level system (TLS)
noise16,17. We ignore this contribution, and instead use the
cryogenic amplifier noise as a basis for comparison. This is
because the TLS noise varies significantly between devices
and is difficult to estimate, and using cryogenic amplifier
noise alone provides a more stringent performance criterion
than using the combination of TLS noise and cryogenic am-
plifier noise. For the cryogenic amplifier we assume a 2.3 K
HEMT (high electron mobility transistor), which is used in
both MEC6 and DARKNESS5. We assume that it has 40 dB
gain and contributes thermal white noise at the device stage
with a 2.3 K noise temperature (eqn. A1). We report all phase
noise measurements in dBc/Hz, where dBc is the noise power
relative to the probe (carrier) tone in a single quadrature.

The noise contributed by the digital readout electronics is
dominated by room temperature thermal noise and amplifier
noise in the input RF chain. The exact phase noise contri-
bution from the room temperature stage depends on the pro-
grammable attenuator settings; we calculate that for typical
values the contribution of room temperature noise floor should
be at least 6 dB lower than the HEMT noise contribution (see
appendix A for calculation). The measured phase noise floor
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(calculation in appendix B). The expected phase noise contributions
from the HEMT and room temperature chain were estimated using
the measured tone power at the RF input (see appendix A for calcu-
lation).

(figure 8) is ≈ 3 dB higher than expected, likely due to unac-
counted for attenuation in the RF input chain.

To verify system performance, we performed a loopback
measurement of the phase noise of each tone in a full 1024
tone frequency comb. The tones were given frequencies in
4 – 6 GHz range and uniform output power in the DAC LUT.
The output power of each RF tone ranged from approximately
-65 dBm to -70 dBm, where the variation results from the
nonuniform frequency response of the RF output chain (which
we calibrate out when reading out actual devices). The exact
readout power (power at the MKID) that this corresponds to

depends on the array properties and experimental setup, but
the typical RF attenuation before the device is≈ 35 dB, which
corresponds to a readout power of approximately −100 dBm
to −105 dBm. Results are plotted in figure 8, along with
expected contributions from the room temperature amplifier
chain and HEMTs.

The measured phase noise has significant line noise (figure
7). The line noise occurs at multiples of 7.629 kHz, which
is the quantization frequency of the DAC comb. So, we sus-
pect that the lines are generated as intermodulation products
in the input RF chain. In order to compare the line noise to
the HEMT and room temperature noise, we examine the ef-
fect each has on the variance of the measured photon pulse
amplitude. We do this by removing the spectral lines from the
noise PSD, then scaling this “flattened" PSD such that its cor-
responding pulse height estimator variance is equal to that of
the original PSD (see appendix B for full calculation).

There is a significant apparent difference between our phase
noise measurements (≈ −93 dBc/Hz), and the measured
phase noise for the first generation system (−106 dBc/Hz, in-
cluding HEMT noise8). This is because the first generation
system measurements were performed at −85 dBm8 (signif-
icantly higher than used in practice with ARCONS), and our
measurements were performed at an expected readout power
of −100 dBm to −105 dBm (which is close to the −106 dBm
readout power15 of the PtSi devices used in DARKNESS5 and
MEC6). So, we expect that any thermal noise source (which
includes both HEMT and room temperature amplifier noise)
will contribute up to 20 dB higher phase noise (phase noise is
inversely proportional to tone power; see eqns. A1, A2, A5)
for readout tone powers characteristic of our system as com-
pared to the first generation system; this is reflected in our
measurements in figures 7 and 8.

It is difficult to determine the effect of readout system noise
on the ultimate resolving power of the MKIDs, as this de-
pends on detector sensitivity (i.e. pulse height as a function
of photon energy), quality factor, and device noise, which
vary significantly between pixels1,6. However, the majority of
channels are below the expected HEMT noise floor, so these
would obey the HEMT noise limits measured in (Ref. 15). We
also note that the measurements in figures 7 and 8 are close to
worst-case performance, with RF input attenuators A1 = 14.25
dB and A2 = 14.5 dB (see figure 12 for block diagram of RF
input chain). A more typical use case would have A1,2 < 10
dB, which will reduce the phase noise floor by > 2.7 dB (eqn.
A6), making almost every channel HEMT noise limited.

VII. SIDEBAND SUPPRESSION

Imperfections in IQ mixer performance lead to the presence
of “sidebands", or reflections across the LO frequency when
the mixer is used to upconvert or downconvert RF tones. For
example, a 6.5 GHz tone generated using a 6 GHz LO will
have a sideband tone at 5.5 GHz (which may also show up
at -500 MHz in the IF band after downconversion). Ideally,
these sidebands are > 30 dB down from the original tone. In
our system, we have observed sidebands with powers as high
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FIG. 9. Example sideband spectrum (taken using the ADC on loop-
back). Tones on the right half ( f > 0) are actual tones generated by
the DAC, while tones on the left half are undesirable sideband reflec-
tions of these generated tones. In the worst case, sideband power is
only 10-15 dB down from the tone power.

as 10−15 dB below the original tone. A sideband is problem-
atic if it happens to be within 100 kHz of another tone, as it
will leak into that channel and cause its phase timestream to
oscillate at f = ftone− fsideband , degrading the performance of
that pixel.

The input to the I/Q mixer can be adjusted to compensate
for mixer errors and suppress sidebands. This can be done for
both upconversion and downconversion:

• Upconversion: adjust the relative phase/amplitude of
the I and Q inputs to the mixer. This effectively in-
troduces sidebands in the IF input to cancel them out in
the output.

• Downconversion: introduce real RF sidebands to cancel
out sidebands produced in the downconverted I and Q.

Performing these adjustments separately for upconversion and
downconversion is infeasible, as injecting RF sidebands after
upconversion would require major design changes. So, we in-
stead adjust the output I and Q generated by the DAC to mini-
mize total sideband power remaining after both upconversion
and downconversion.

For our system, we experimentally determined that the op-
timal phase and amplitude adjustments are sensitive to tone
power and frequency and are not always smooth functions
of these. So, a global fitting approach would be suboptimal,
and any adjustments must be made on a per-tone basis in the
DAC LUT. We have developed an algorithm to perform this
optimization for an arbitrary list of tone frequencies and pow-
ers. Our algorithm minimizes total sideband power remaining
after both RF upconversion and downconversion (and every-
thing else that might be in the RF chain, including resonators,
etc). The optimization problem for N tones can be written as:

max
∆φ1,rIQ,1...∆φN ,rIQ,N

∑
i

Pi−Psideband,i(∆φi,rIQ,i) (1)

FIG. 10. Plot of sideband suppression of a single tone as a function
of φ and rIQ. Close to the optimal value, the sideband suppression
decays approximately exponentially, which is why an exponential fit
is used in the search algorithm.

where i indexes the tones, Pi is the tone power, and
Psideband,i(∆φi,rIQ,i) is the sideband power of tone i as a func-
tion of the phase offset ∆φIQ,i (from 90◦) between Ii and Qi
and rIQ,i = |Ii/Qi| (Ii and Qi are the DAC outputs for tone
i). Sideband power is measured in the input IF band by the
ADCs, in units dBFS (dB relative to ADC full scale). To sim-
plify the problem, we have assumed that the tones are inde-
pendent (i.e. adjusting the phase or amplitude balance of one
tone will not affect the sideband power of any other tone);
so the problem can be thought of as a series of N indepen-
dent maximizations over the two dimensional domain given
by {∆φIQ× rIQ}.

The following procedure is used to evaluate the ob-
jective function for a specific set of {(∆φIQ,1,rIQ,1),
(∆φIQ,2,rIQ,2), . . . ,(∆φIQ,N ,rIQ,N)}:

1. Load DAC LUT containing these offsets

2. Take a 8,388,608-point snapshot (set by the amount of
available memory) of the ADC input

3. Take an FFT of the snapshot to find sideband powers

This evaluation process takes approximately one minute, so
a brute force optimization with the required range and pre-
cision (phase: [−20◦,20◦], 1◦ increments; amplitude ratio:
[0.8,1.2] in increments of 0.2) would take approximately 13
hours. Since the optimization must be repeated for each new
configuration of tones, the brute force approach is infeasible
and a more efficient algorithm is needed. We have developed
the following approach:

1. Sample the objective function at n randomly chosen sets
of {(∆φIQ,1,rIQ,1),(∆φIQ,2,rIQ,2), . . . ,(∆φIQ,N ,rIQ,N)}
(in addition to (∆φIQ,i,rIQ,i) = (0,0) for all i)

2. For each tone, fit Pi−Psideband,i(∆φi,rIQ,i) to an expo-
nential decay function (see figure 10).

3. Randomly sample a new set of {(∆φIQ,1,rIQ,1),
(∆φIQ,2,rIQ,2), . . . ,(∆φIQ,N ,rIQ,N)}, either close to the
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FIG. 11. Test of the sideband suppression algorithm on loopback using a 868 tone MEC array frequency comb. Top/middle: comparison
of each tone’s power with its corresponding sidedband power, before (top) and after (middle) running the sideband suppression algorithm.
Bottom: Magnitude of sideband suppression across the frequency comb.

fit centers or uniformly over the domain (choose this
with some probability ε).

4. Repeat (2) and (3) until all sidebands are sufficiently
suppressed (typically Ptone−Psideband > 30 dB), or the
number of iterations has reached some threshold value.

Using this approach, we are able to suppress sidebands by
at least 30 dB for almost every tone, with a convergence time
of 30 - 45 minutes. Results from a loopback test using a MEC
array frequency comb with 868 tones are shown in figure 11.
It is difficult to provide a general estimate of the improve-
ments to energy resolution resulting from suppressing side-
bands to ≥ 30 dBc, as this depends on highly variable de-
vice characteristics (including sensitivity, quality factor, de-
vice noise), as well as the location of of the interfering side-
band in the spectrum of a nearby resonator channel. We feel
that the 30 dBc benchmark is appropriate, as it has an equiv-
alent RMS phase > 3 dB below that of a typical resonator
channel (appendix C), and is the same benchmark used for

the first generation system8.

VIII. CONCLUSION

We have developed a digital readout system which, for the
first time, makes it feasible to read out kilopixel-scale pho-
ton counting optical/IR MKID arrays. Our system is actively
being used by two MKID cameras; MEC at Subaru Obser-
vatory, and DARKNESS at Palomar Observatory. All of our
array calibration and control software, as well as the Virtex-
6 firmware, is open source and can be found at: https:
//github.com/MazinLab/MKIDReadout.
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Appendix A: Phase Noise Calculations

The single-sided phase noise spectral density Sδφ due to
Johnson noise from the HEMT is given by18:

Sδφ ,HEMT =
kB

Pdevice
(Tdevice +THEMT ) (A1)

To facilitate comparison with loopback data taken at room
temperature, we can instead use the tone power at the readout
system RF input; PRF = GHEMT Pdevice, where GHEMT is the
HEMT amplifier gain. So,

Sδφ ,HEMT =
kBGHEMT

PRF
(Tdevice +THEMT ) (A2)

The noise from the readout system is dominated by the
room temperature amplifier chain immediately following the
RF input of the RF/IF board. This chain consists of four
HMC3587, each with a noise temperature of 438 K and two
programmable attenuators (figure 12). The total single sided
noise spectral density at the end of this chain (IQ mixer input)
is given by:

Smixer = G
{

G
2

(
G
A2

[
G
A1

(SRT + Samp) + SRT + Samp

]
+ SRT

+ Samp

)
+ SRT + Samp

}
=

(
G4

2A1A2
+

G3

2A2
+

G2

2
+ G

)
(SRT + Samp)

(A3)

where SRT,amp = 2kbTRT,amp is the Johnson noise PSD at room
temperature and from the amplifier, respectively, G is the
room temperature amplifier gain, A1,2 are the programmable
attenuator values, and TRT,amp are noise temperatures at room
temperature (290 K) and of the amplifiers (438 K).

The tone power at the end of the amplifier chain is given
by:

Pmixer =
G4

5A1A2
PRF (A4)

To obtain the single quadrature phase noise spectral density,
we have:

Sδφ ,RT =
Smixer

2Pmixer

=
kB

PRF

(
5
2
+

5A1

2G
+

5A1A2

2G2 +
5A1A2

G3

)
(TRT + Tamp)

(A5)

Comparing the HEMT and room temperature terms:

(A6)

Sδφ ,RT

Sδφ ,HEMT
=

(
5
2
+

5A1

2G
+

5A1A2

2G2

+
5A1A2

G3

)
TRT + Tamp

GHEMT (Tdevice + THEMT )

In normal operation we require A1,2 ≤ G. So we can set
A1,2 = G to determine an upper bound on Sδφ ,RT :

(A7)
Sδφ ,RT

Sδφ ,HEMT
≤
(

15
2

+
5
G

)
TRT + Tamp

GHEMT (Tdevice + THEMT )

For TRT = 290 K, Tamp = 438 K, Tdevice = 0.1 K, THEMT =

2.3 K, GHEMT = 40 dB, and G = 15 dB,
Sδφ ,RT

Sδφ ,HEMT
≤−6.3 dB.
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FIG. 12. Schematic of room temperature amplifier/attenuator chain. An RF power splitter is used to send the full 4− 8 GHz output comb to
both the 4−6 GHz and 6−8 GHz readout units. The amplifier gain G is 15 dB and 0≤ A1,2 ≤ 31.75 dB. In practice, we require A1,2 ≤ 15 dB.

Appendix B: Correcting for Line Noise

According to the optimal filtering formalism, the pulse am-
plitude estimator variance is given by19:

σ
2 =

(
∑
k

|ŝ( fk)|2|
J( fk)

∆ f

)−1

(B1)

where k indexes frequency, ∆ f is the frequency spacing, ŝ( fk)
is the DFT (discrete Fourier transform) of the pulse template,
and J( fk) is the noise PSD.

Consider some J( fk) with significant spectral lines. We can
remove these lines – denote this J′( fk) – then compute a new
pulse height variance σ2[J′( fk)], where we’ve written σ2 as a
function of J( fk). Define:

C =
σ2[J( fk)]

σ2[J′( fk)]
(B2)

Since σ2 scales proportionally with J( fk),

σ
2[J( fk)] =Cσ

2[J′( fk)] = σ
2[CJ′( fk)] (B3)

CJ′( fk) is a “clean" spectrum with the same σ2 as J( fk), so
we define the noise floor of CJ′( fk) as the “true" channel noise
floor after accounting for spectral lines. Since J′( fk) has the
same noise floor as J( fk), we can perform this correction by
scaling the fitted noise floor of J( fk) by C.

To compute J′( fk), we set all spectral lines that are 3 dB
above the fitted noise floor to the local spectral floor. This
correction is performed over 500 Hz to 300 kHz band; it
does not account for the 1/ f “knee" present in some chan-
nels. The IQ low pass filter rolls off transmission significantly
past 300 kHz, so it is not necessary to remove lines in this
region.

In order to keep this calculation consistent with the optimal
filtering scheme used in firmware, we calculate σ2 directly
from the optimal filter and pulse template. In the frequency
domain, the optimal filter is given by:

φ̂( fk) =
ŝ∗( fk)

J( fk)
(B4)

Substituting eqn. B4 into B1, we have:

σ
2 =

(
∑
k

φ̂( fk)ŝ( fk)∆ f

)−1

(B5)

We can convert this to the time domain using the convo-
lution theorem (up to a normalization constant, since we are
only interested in the ratio σ2[J( fk)]/σ2[J′( fk)]):

(B6)
σ

2 =

(
∑
k

φ̂( fk)ŝ( fk)ei fkt
∆ f

)−1
∣∣∣∣∣∣
t=0

= iFFT [φ̂( fk)ŝ( fk)](t)
∣∣
t=0

= [φ ∗ s](t)|t=0

where ∗ denotes the convolution operator. We use equation
B6 to compute all σ2, using a 50 coefficient optimal filter and
representative pulse template (figure 5). To avoid potential
periodicity artifacts inherent to DFT, optimal filters are com-
puted in the time domain14.

Appendix C: Noise Contributed by Sideband Tones

Consider a sideband reflection falling within 100 kHz (in-
side the channel bandwidth) of some resonator tone. The
power contributed by the sideband reflection to the resonator
tone phase power spectrum (in units dBc) is given by:

PSB,δφ =
1
2

PSB

Ptone
(C1)

where Ptone resonator tone power and PSB is the sideband re-
flection power. The corresponding RMS amplitude (in radi-
ans) is given by:

ASB,δφ =
√

PSB,δφ =

√
PSB

2Ptone
(C2)

For PSB
Ptone

=−30 dB, ASB,δφ = 1.3◦. This is below the RMS
phase noise for a typical resonator channel; the channel in
figure 7 has Aδφ ,RMS ≈ 2◦. Depending on the location of the
sideband reflection relative to the in-band tone, this can likely
be further reduced by optimal filtering.
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