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ABSTRACT
Projection effects, whereby galaxies along the line-of-sight to a galaxy cluster are mistakenly
associated with the cluster halo, present a significant challenge for optical cluster cosmology.
We use statistically representative spectral coverage of luminous galaxies to investigate how
projection effects impact the low-redshift limit of the Sloan Digital Sky Survey (SDSS)
redMaPPer galaxy cluster catalog. Spectroscopic redshifts enable us to differentiate true cluster
members from false positives and determine the fraction of candidate cluster members viewed
in projection. Our main results can be summarized as follows: first, we show that a simple
double-Gaussian model can be used to describe the distribution of line-of-sight velocities in
the redMaPPer sample; second, the incidence of projection effects is substantial, accounting
for ∼ 16 per cent of the weighted richness for the lowest richness objects; third, projection
effects are a strong function of richness, with the contribution in the highest richness bin being
several times smaller than for low-richness objects; fourth, our measurement has a similar
amplitude to state-of-the-art models, but finds a steeper dependence of projection effects on
richness than these models; and fifth, the slope of the observed velocity dispersion–richness
relation, corrected for projection effects, implies an approximately linear relationship between
the true, three-dimensional halo mass and three-dimensional richness. Our results provide
a robust, empirical description of the impact of projection effects on the SDSS redMaPPer
cluster sample and exemplify the synergies between optical imaging and spectroscopic data
for studies of galaxy cluster astrophysics and cosmology.
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1 INTRODUCTION

The predicted number density of galaxy clusters as a function of
mass and redshift, known as the cluster mass function, is sensitive
to the parameters describing the underlying cosmological model.
As a result, measurements of cluster number counts have been used
to place competitive constraints on the mean matter density of the
Universe, Ω𝑚, the dark energy density, ΩDE, and equation-of-state
parameter, 𝑤, as well as to provide complementary information
on modified gravity and inflation (e.g. Allen et al. 2011; Mantz
et al. 2015; Planck Collaboration et al. 2018; Bocquet et al. 2019;
Costanzi et al. 2019b, and references therein). Galaxy clusters stand
out among cosmological probes due to their ability to be readily
detected and studied in detail across a broad range of wavelengths,
with each wavelength offering certain complementary advantages.

★ E-mail: jmyles@stanford.edu

Optical galaxy surveys identify clusters by finding overdensi-
ties of galaxies on the sky. Relative to other wavelengths, optical
surveys are especially sensitive to lower mass clusters, for which X-
ray photons from the virialized gas in the intracluster medium can be
scarce and the Sunyaev-Zel’dovich effect signal is small. Another
advantage of optical measurements is that they can be extracted
from the same imaging surveys being used for a broad range of
other cosmological experiments, facilitating self-consistency tests
and constraint combinations. Critically, optical imaging surveys in
well-selected filters also provide robust photometric redshifts for the
clusters found, as well as weak gravitational lensing measurements
that can be used to calibrate absolute cluster masses (e.g. Applegate
et al. 2014; von der Linden et al. 2014; Hoekstra et al. 2015; Simet
et al. 2017; Schrabback et al. 2018; Dietrich et al. 2019; McClin-
tock et al. 2019). Because optical cluster-finding straightforwardly
extends down to lower mass clusters, it can be especially valuable for
extracting cosmological information from the clustering of galaxy
clusters (Mana et al. 2013; To et al. 2020a,b,c), as well as certain

© 2020 The Authors

ar
X

iv
:2

01
1.

07
07

0v
1 

 [a
st

ro
-p

h.
C

O
]  

13
 N

ov
 2

02
0

FERMILAB-PUB-20-644-AE

This manuscript has been authored by Fermi Research Alliance, LLC under Contract No. DE-AC02-07CH11359 with the U.S. Department of Energy, Office of 
Science, Office of High Energy Physics.



2 Myles et al.

tests of modified gravity (Cataneo & Rapetti 2018; Heneka et al.
2018).

The primary challenge in using galaxy clusters to test cosmo-
logical models is to determine the relatively complex relationship
between the observable properties and mass, recalling that it is the
mass function, rather than the number of clusters as a function of
observables, that is directly predicted by theory. For optical clusters,
one such observed property is the cluster richness, which commonly
refers to the number of galaxies associated with a given cluster. For
optically selected clusters, this amounts to determining the rela-
tionship between richness and mass. The red sequence Matched
filter Probabilistic Percolation (redMaPPer) algorithm — a leading
method for detecting and measuring galaxy clusters with optical
imaging survey data — addresses this challenge by leveraging the
red sequence of galaxies to infer photometric redshifts, and thus de-
termine a probabilistic assignment of member galaxies to clusters.
By defining redMaPPer richness, 𝜆, to be the probability-weighted
count of bright red cluster members, rather than all detected and
selected member galaxies, the algorithm is able to reduce the oth-
erwise prohibitive scatter in the mass–richness relation.

Even the redMaPPer cluster richness, however, is subject to
projection effects, whereby galaxies along the line-of-sight to a
cluster are incorrectly classified as cluster members (Rozo et al.
2015b; Costanzi et al. 2019a). This systematic error is inherent
to finding clusters with imaging data due to the limited precision
of standard photometric observables.1. Ideally, projection effects
would be calibrated precisely with hydrodynamical simulations that
describe the formation and evolution of galaxies within their host
dark matter haloes. However, this goal is infeasible at present due
to the complex challenges involved in simulating cluster galaxy
evolution.

In the absence of robust, quantitative predictions for the impact
of projection effects, we must turn to empirical methods. Observa-
tionally, there are two main routes to quantify projection effects:
utilizing X-ray observations of the intracluster medium and optical
spectroscopy of cluster member galaxies. X-ray observations of the
virialized hot gas within clusters are essentially unaffected by pro-
jection effects, due to the nearly unique association of extended X-
ray emission with virialized cluster gas, and the density-squared de-
pendence of this emission. Quantities such as the X-ray emitting gas
mass, gas temperature, and their product, 𝑌𝑥 , are tightly correlated
with the three-dimensional halo mass, enabling precise determina-
tions of the shape and intrinsic scatter of mass–observable scaling
relations (Reiprich & Böhringer 2002; Mantz et al. 2010a,b,c, 2015;
Schellenberger & Reiprich 2017; Eckert et al. 2020). Complement-
ing such measurements, optical spectroscopy of candidate cluster
members identified by optical imaging surveys offers a way to de-
termine which galaxies lie within the virialized three-dimensional
halo structure. Here, the challenge is to obtain sufficient, represen-
tative coverage of the typically tens of bright galaxies determined
by redMaPPer to belong with some probability to each of a large
sample of clusters.

In this paper, we report the first extensive use of optical spec-
troscopy to characterize projection effects in an optically selected
cluster sample, using the redMaPPer cluster catalog constructed
from the Sloan Digital Sky Survey (SDSS) DR8 imaging data (Ai-

1 The photometric redshift error of 𝜎𝑧 ≈ 0.006 at 𝑧 ≈ 0.1 cited in Rykoff
et al. (2014) corresponds to a line-of-sight co-moving distance of ≈ 24.5
Mpc, which in turn corresponds to a physical distance of 𝑑 =

𝜒

1+𝑧 ≈ 22
Mpc.

hara et al. 2011a). By making use of the extensive optical spec-
troscopy of candidate cluster members also available from SDSS,
we are able to differentiate true member galaxies from objects in
projection, and derive a first robust, quantitative determination of
the impact of projection effects on observed richness as a function
of richness. We compare our empirical results to state-of-the-art
models of projection effects and quantify the differences. We com-
ment on the potential significance of our findings for recent cluster
cosmology results from the Dark Energy Survey, which reported a
5.6𝜎 tension in the 𝜎8 − Ω𝑚 parameter plane with respect to the
Planck primary CMB analysis (DES Collaboration et al. 2020).

Our paper is organized as follows. In Section 2, we describe the
data used to constrain the impact of projection effects in redMaPPer
galaxy clusters. In Section 3, we describe our formalism for mod-
eling projection effects. We present our empirical measurement of
projection effects in Section 4.1, and compare our measurement to
analogous predictions from both simulations and analytic model-
ing in Section 4.4. The implications of our results are discussed in
Section 5. We conclude and provide suggestions for future work in
Section 6. A flat ΛCDM cosmology with 𝐻0 = 70 km s−1 Mpc−1

and Ω𝑚 = 0.3 is assumed throughout.

2 DATA

The Sloan Digital Sky Survey (SDSS) provides a three-dimensional
map of the sky produced from a combination of imaging and spec-
troscopic data collected with a dedicated 2.5-m telescope at Apache
Point Observatory. Here we use the SDSS Data Release 8 (DR8)
galaxy catalog (Aihara et al., 2011a), which consists of 14,000 deg2

of drift-scan imaging in the northern and southern Galactic caps.
After quality cuts have been applied to the data, 10,500 deg2 of
imaging remains. The corresponding spectroscopic catalog con-
tains over 1.3 million spectroscopic redshifts (Ahn et al., 2014).

For our galaxy cluster sample, we use the SDSS DR8 redMaP-
Per cluster catalog, which identifies cluster candidates as overden-
sities of red sequence galaxies on the sky (Rykoff et al., 2014).
The redMaPPer catalog takes as input a catalog of galaxy fluxes
and positions, and generates as output a catalog of galaxy clus-
ters. redMaPPer computes the probability (labelled pphot in this
work) of each input galaxy to be a member of each cluster and
the probability of each input galaxy to be the redMaPPer Bright
Central Galaxy (BCG) of its associated cluster. The redMaPPer al-
gorithm is currently a leading tool for identifying galaxy clusters
from optical imaging data, having demonstrated superior perfor-
mance in delivering a relatively low-scatter richness measure and
precise photometric redshifts, as verified by Rykoff et al. (2014);
Rozo & Rykoff (2014); Rozo et al. (2015a,b).

The SDSS DR8 redMaPPer cluster catalog contains ∼ 25, 000
clusters from 0.08 ≤ 𝑧 ≤ 0.55. Spectroscopic redshift measure-
ments exist for a subset of this catalog from the SDSS Legacy and
Special programs and the SEGUE-1 and SEGUE-2 surveys (Yanny
et al. 2009; Aihara et al. 2011b; Eisenstein et al. 2011). Statisti-
cally representative spectroscopic coverage is available for galax-
ies brighter than 𝑚𝑟 = 17.77. For this study, we use SDSS DR8
redMaPPer clusters with photometric redshifts 0.08 ≤ 𝑧 ≤ 0.12,
which results in a limiting galaxy luminosity for spectroscopic
follow-up of 𝐿 ≥ 0.55 L★ in the SDSS i-band. Past analyses suggest
a spectroscopic redshift failure rate of 0.9 per cent for this sample.
(Rozo et al. 2015b). We make our measurements in six richness
bins, restricting the analysis to clusters with 𝜆 ≥ 5. We measure
galaxy velocities relative to the redMaPPer BCG, and thus restrict
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Spectroscopic Quantification of Projection Effects 3

Figure 1. The line-of-sight velocity distribution of candidate redMaP-
Per members. Two clearly discernible components are observed, cor-
responding to true cluster halo members and galaxies in projection,
respectively. Fifteen (out of 15571) outlying galaxies with

��� Δ𝑧1+𝑧

��� > 0.1
were identified and removed from all subsequent analysis.

our sample to clusters for which the BCG identified by redMaPPer
has a measured spectroscopic redshift. The numbers of clusters and
candidate member galaxies with spectroscopic measurements are
shown in Table 1.

3 MODEL FORMALISM

The complex astrophysics of galaxy evolution makes direct pre-
dictions of the mass–richness relation for optically selected galaxy
clusters very challenging. The problem can become more tractable,
however, by forming an intermediate observable or observables that
can be expected to correlate more tightly with mass than the ob-
served, photometric richness, 𝜆. Here, we use optical spectroscopy
of candidate redMaPPer cluster members, meaning galaxies that
redMaPPer has identified as associated with a cluster, to identify
galaxies that are physically associated with the virialized cluster
haloes. We form the intermediate mass proxy, 𝜆spec, a modified
richness estimate informed by both photometric and spectroscopic
data, that can be expected to exhibit reduced systematic scatter at
fixed mass. This approach is analogous to the use of low scatter
X-ray mass proxies to supplement survey observables within clus-
ter counts analyses (e.g. Vikhlinin et al. 2009; Mantz et al. 2010a;
Benson et al. 2013).

3.1 Modeling galaxies in projection

We wish to measure the fraction (fcl) of candidate members of a
redMaPPer cluster of galaxies that are within the virialized halo of
the cluster. Equivalently, we measure the fraction, fproj ≡ 1 − fcl, of
candidate cluster members that are viewed in projection along the
observer’s line-of-sight.

We begin by proposing a functional form for the distribution
of galaxy velocities with respect to the cluster BCG:

Δz/(1 + z) = zmem − zBCG
1 + zBCG

. (1)

Note that the BCG spectroscopic redshift, rather than the clus-
ter photometric redshift, must be used here, because the photomet-
ric redshift error of 𝜎𝑧 ≈ 0.006 corresponds to a velocity width
of ∼ 1800 km s−1, which exceeds the velocity dispersions of low
richness clusters. We model this distribution as a mixture of two
Gaussian distributions, representing galaxies that are true cluster
members and those that appear in projection:

𝑝(Δz/(1 + z)) = 𝑓cl N(Δz/(1 + z) |𝜇cl, 𝜎cl) (2)
+ 𝑓proj N(Δz/(1 + z) |𝜇proj, 𝜎proj),

where N(𝑥 |𝜇 |𝜎) represents the density of a normal distribution
with mean 𝜇 and standard deviation 𝜎 evaluated at 𝑥. The virial
theorem motivates describing the cluster one-dimensional velocity
distribution as Gaussian, while the applicability of the overall model
is addressed empirically in Section 4.1.

The fproj parameter in this model can be straightforwardly
interpreted as the fraction of candidate cluster members that are
not, in fact, associated with the cluster. 2 Given the paucity of
optical spectroscopic measurements, however, we must constrain
this parameter in bins of cluster richness rather than on a cluster-
by-cluster basis. We choose the same richness bins as Costanzi
et al. (2019b), which were constructed to be populous enough for
cosmological cluster counts analysis.

Additionally, the spectroscopic redshift measurements must
be unbiased with respect to cluster membership, given the initial
selection of possible members. This is ensured by restricting our
study to galaxy luminosities, 𝐿 ≥ 0.55 L★ in the SDSS i-band, above
which SDSS spectroscopic coverage is statistically representative
over the 0.08 < 𝑧 < 0.12 redshift range, regardless of color (see
Section 2).

In Appendix A, we show that the cluster component has a
mean Δz/(1 + z) value consistent with zero for all richness bins, and
that the parameters of the projected distribution are consistent with
being constant across richness bins. Our baseline model therefore
includes common values of 𝜇cl (fixed to zero), 𝜇proj and𝜎proj, while
the remaining parameters are allowed to be independent in different
richness bins ( 𝑓cl, 𝑗 , 𝑓proj, 𝑗 and 𝜎cl, 𝑗 for the 𝑗 th bin).

To account for sample variance, we bootstrap over clusters in
each richness bin, finding the maximum likelihood parameter values
for each bootstrap data set; these parameter distributions are then
used to estimate best fitting values and uncertainties. The final best
fitting parameter values are shown in Appendix A. For a given set
of parameter values, the probability that a candidate member galaxy
with a line-of-sight velocity Δz/(1 + z) in richness bin 𝑗 belongs to
the cluster component is

pspec ≡
𝑓cl, 𝑗 N(Δz/(1 + z) |0, 𝜎cl, 𝑗 )

𝑝(Δz/(1 + z)) , (3)

where the denominator is given by Equation 2.
For each cluster, we assume the most likely BCG is the true

BCG, and we define pspec as unity for this galaxy.

2 As discussed by Farahi et al. (2016), galaxies with line-of-sight veloci-
ties consistent with cluster membership cannot be assumed to belong to the
primary dark matter halo given some prescribed definition for halo mem-
bership.

MNRAS 000, 1–12 (2020)



4 Myles et al.

Richness 5 – 20 20 – 27.9 27.9 – 37.6 37.6 – 50.3 50.3 – 69.3 69.3 – 140

𝐿 ≥ 0.55 L★
Clusters 2569 149 69 38 17 7
Members 11547 1575 1032 712 441 249

0.55 ≤ L★ < 0.9 Clusters 2256 145 68 38 17 6
Members 5845 802 508 346 227 121

𝐿 > 0.9 L★
Clusters 2209 148 69 38 17 7
Members 5702 773 524 366 214 128

Table 1. Number of clusters and non-BCG members with spectroscopic redshifts in each richness bin of each sub-sample analysed. For this analysis, we assume
the most likely BCG is the true BCG.

3.2 Modeling the richness bias due to projection effects

redMaPPer, as a red sequence based cluster finder, is designed to
identify overdensities of red galaxies from photometric data. In con-
structing an improved richness estimate for redMaPPer clusters with
spectroscopic follow-up, 𝜆spec, we incorporate both photometric
and spectroscopic information. Ideally, our new richness definition
should be defined to achieve two goals: first, 𝜆spec should be similar
enough to 𝜆 that a comparison of the two serves as a measurement
of the extent to which redMaPPer is subject to projection effects;
second, to be maximally useful for subsequent cosmological analy-
ses, 𝜆spec should relate to the cluster mass as simply and directly as
possible, with minimal intrinsic scatter.

3.2.1 redMaPPer richness

redMaPPer defines a probability that a galaxy is a red cluster mem-
ber above a threshold in 𝐿/L★, pphot. This is summed over all
possible cluster members to compute the richness of a given clus-
ter:

𝜆 ≡
∑︁
mem

𝑝(𝑚 is a red member|photometry)

=
∑︁
mem

pphot

=
∑︁
mem

𝑝(x|𝜆) 𝑝free 𝜃𝑟 𝜃𝑖 .

(4)

In Equation 4, the probability that a galaxy is a red member of
a specified cluster is written as a product of four factors:

(i) 𝑝(x|𝜆) is the probability that a galaxy with observed prop-
erties x = (𝑔 − 𝑟, 𝑟 − 𝑖, 𝑖 − 𝑧, 𝑚𝑖 ,R.A.,Dec.) (multiple photometric
colors, i-band magnitude, and position on the sky) is a red member
of a cluster of richness 𝜆. This term is evaluated with a matched
filter that is comprised of three sub-filters: the cluster galaxy radial
number density profile, the cluster luminosity function, and the 𝜒2

distribution comparing galaxy color with the red sequence model
color at a given redshift;

(ii) 𝑝free is the probability that the galaxy does not belong to
another cluster

(iii) 𝜃𝑟 is a radial weight function that acts as a smooth radial
threshold for membership to account for the small photometric un-
certainty on the position of a given candidate member;

(iv) 𝜃𝑖 is a luminosity (i-band magnitude) weight function that
acts as a smooth luminosity threshold at 0.2𝐿∗ for membership
to account for the small photometric uncertainty on the apparent
magnitude of a given candidate member.

3.2.2 Spectroscopic Richness

We define our improved richness estimate, 𝜆spec, as:

𝜆spec ≡
∑︁
mem

𝑝(𝑚 is a red member|spectroscopy, photometry)

=
∑︁
mem

pspec pred 𝑝free𝜃𝑟 𝜃𝑖 ,
(5)

where pspec is given by Equation 3 for members which are not
the BCG and is set to unity for the BCG. This definition of 𝜆spec
achieves the primary goal of accounting for both spectroscopic
information and galaxy color, and accounts for galaxy position and
cluster percolation in the same way as redMaPPer.

Notably, Eqn. 5 contains an independently computed pred
whereas Eqn. 4 does not. This pred developed by (Rozo et al. 2015b)
is computed from the 𝜒2

s value representing the goodness of fit of
the redMaPPer red sequence template to the galaxy photometry,
and modified to correct for photometric noise bias (for additional
details, see Rozo et al. (2015b)):

pred (𝜒s) =
1
2

[
1 − erf

(
ln(𝜒s/𝜒ref)√

2𝜎

)]
, (6)

where 𝜒ref and 𝜎 are fit empirically by Rozo et al. (2015b) and
found to be:

ln 𝜒ref = 2.44 ± 0.08
𝜎 = 0.28 ± 0.11.

(7)

Combining pspec with pred unavoidably differs from the
redMaPPer-defined pphot because the matched filter that redMaP-
Per uses to determine 𝑝(x|𝜆) contains sub-filters for the cluster
density profile and the cluster luminosity function. It is necessary
to construct 𝜆spec in this way, rather than, for example, defining
𝜆spec =

∑
𝑝phot pspec, because the redMaPPer matched filter 𝑝phot

contains a galaxy background term that is correlated with the in-
formation provided by spectroscopy. For more information on the
galaxy background term used to compute redMaPPer richness, see
Rykoff et al. (2014).

Given this prescription for 𝜆spec, we estimate the richness bias
due to projection effects by comparing 𝜆 with 𝜆spec in each richness
bin. For each richness bin 𝑗 , we compute the richness bias from the
candidate members 𝑚 passing our selection as follows:

𝑏𝜆, 𝑗 ≡

∑
𝑚∈ 𝑗

𝑝phot −
∑
𝑚∈ 𝑗

pspec pred 𝑝free𝜃𝑟 𝜃𝑖∑
𝑚∈ 𝑗

𝑝phot

=

∑
𝜆𝐿≥0.55 L★ −∑

𝜆spec𝐿≥0.55 L★∑
𝜆𝐿≥0.55 L★

. (8)

MNRAS 000, 1–12 (2020)
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As developed in Rozo et al. (2015b), the mis-attribution of
membership probability for galaxies along the line-of-sight can be
dependent on photometric noise. Additionally, our measurement of
𝑏𝜆 includes a contribution from the blue galaxy bias of the matched
filter used to compute 𝑝phot.

4 RESULTS

In this section we illustrate our model fit to the data (Section 4.1),
discuss the magnitude and richness dependence of observed pro-
jection effects (Section 4.2 & 4.3), compare to other models from
the literature (Section 4.4), and discuss the impact of our sample
luminosity limit on our results (Section 4.6).

4.1 Fit of double-Gaussian model to data

We first explore whether our double-Gaussian model can provide
a reasonable description of projection effects in the low redshift
SDSS redMaPPer sample. Fig. 1 shows the distribution of line-of-
sight velocities for candidate member galaxies, quantified in terms
of relative difference in redshift to the BCG redshift, Δz/(1 + z),
for the full ensemble of target clusters, spanning the redshift range
0.08 ≤ 𝑧 ≤ 0.12 and richness 𝜆 ≥ 5, with the fiducial member
galaxy luminosity cut, 𝐿 ≥ 0.55 L★. The distribution shows two
visually discernible velocity components that we can intuitively
identify as cluster halo galaxies with virialized velocities (narrow
component) and galaxies viewed in projection (broader component).
The width of the broader velocity component is determined by the
width of the redMaPPer red sequence color model, which effectively
serves as a photometric redshift cut. This two-component model for
cluster membership is subject to the caveat that some galaxies that
appear to be physically associated with the primary cluster halo due
to their line-of-sight velocities may not in fact be inside the halo
according to some other definition of halo membership, as discussed
by Farahi et al. (2016).

We find best fitting (maximum likelihood) double-Gaussian
models for the spectroscopic data with the Nelder–Mead method
(Nelder & Mead 1965). The left panel of Fig. 2 shows these best
fitting models overlaid on histograms of the spectroscopic data for
the six independent bins of cluster richness. The right panel of Fig.
2 shows the cumulative distribution functions for the models and
data. While the highest richness bin (𝜆 ≥ 69.3) contains very few
members, overall the model provides a good qualitative description
of the data. The corresponding best fitting values are listed in Table
A1. We discuss additional validation tests in Appendix A.

4.2 Magnitude of projection effects

The posterior distribution for fproj, quantifying the probability that a
candidate member galaxy identified by the redMaPPer algorithm in
a given richness bin is a line-of-sight projection rather than a bona
fide cluster member, is shown in the top panel of Fig. 3. The result
shows that galaxies in projection can account for as much as 40 per
cent (for 5 ≤ 𝜆 ≤ 20) of the candidate members in a given richness
bin.

The measurements of fproj shown in the top panel of Fig. 3 are
independent of the astrophysical properties of the candidate cluster
member galaxies, but dependent on the threshold of photometric
membership probability for inclusion in the spectroscopic sample.
fproj is a measure of the fraction of galaxies in the redMaPPer catalog

that are not in fact associated with the clusters, but does not take
into account the photometric weightings used to compute richness.

The redMaPPer richness measure is designed to provide a
probabilistic count of red cluster members, weighting factors such
as galaxy color and angular separation from the BCG. Following the
formalism described in Section 3, we can combine this information
with our galaxy velocity measurements to compute a corrected mean
spectroscopic richness, 𝜆spec, for each richness bin. The richness
bias, defined by Equation 8, is shown in the bottom panel of Fig. 3
for each richness bin. We see that as much as 10 − 20 per cent of
the richness in a given bin is associated with projection effects.

4.3 Richness dependence of projection effects

In addition to the overall amplitude, the most striking result revealed
by Fig. 3 is the richness dependence of the measured projection ef-
fects. In terms of the fraction of galaxies that are viewed in projection
(top panel) the results range from 𝑓proj ∼ 0.4 for 5 ≤ 𝜆 < 20, to
𝑓proj < 0.1 for the highest richness bin. In terms of the richness
bias estimates (bottom panel), the fractional corrections range from
∼ 16 per cent in the lowest richness bin to ∼ 3 per cent in highest
richness bin. Fitting a linear model to the trend observed in 𝑓proj
with richness and in 𝑏𝜆 with richness, we find that the statistical
significance of a non-zero richness dependent trend is > 10𝜎 and
> 7𝜎 confidence for 𝑓proj and 𝑏𝜆, respectively. We note that our
measurement of projection effects in the 37.6 < 𝜆 ≤ 50.3 bin is
relatively noisier than the other bins. For these low-redshift clusters,
the uncertainty on this measurement will soon be greatly reduced
with forthcoming data collected by the Dark Energy Spectroscopic
Instrument (DESI Collaboration et al. 2016).

4.4 Comparison with model predictions for projection effects

We can compare our empirical measurement of projection effects
with the predictions from two recent studies. In the first case, we
compare our result to the model developed in Costanzi et al. (2019a)
by combining data and simulation analyses. This projection effects
model was employed in the recently published SDSS and DES Year
1 cluster cosmology analyses (Costanzi et al. 2019b; DES Collab-
oration et al. 2020, respectively). Because the model is generated
from a mock halo catalog that does not contain individual galax-
ies, we cannot repeat our measurement on it directly. Instead, we
can compare our 𝜎proj and 𝑏𝜆 measurements — Equations 2 and
8, respectively — to the analogous redshift kernel for projections
and 𝜆obs−𝜆true

𝜆obs
of their model. This comparison is important for two

primary reasons: their model was tuned for the same SDSS catalog
as used in our work and was used in the DES Year 1 cluster cosmol-
ogy analysis adopting the appropriate redshift kernel for projections
calibrated on Y1 data (see appendix A of DES Collaboration et al.
2020).

We also repeat our measurements on the mock redMaPPer cat-
alog built from a catalog of galaxies pasted onto dark matter haloes
from the 𝑁-Body simulations underlying the Buzzard mock cat-
alogs (DeRose et al. 2019; Wechsler et al. in preparation). Since
the richness distributions in this catalog differ somewhat from the
data, we perform a simple abundance matching procedure to gen-
erate richness bins from the simulated catalog. In brief, we scale
the number of clusters in a given richness bin in the simulations by
the ratio of the survey areas of our data and the simulations, and
sequentially assign the highest richness clusters in Buzzard to suc-
cessively lower richness bins. We can then repeat our measurement

MNRAS 000, 1–12 (2020)



6 Myles et al.

Figure 2. Left: Maximum likelihood model probability distribution functions (black) and histograms (blue) of the SDSS redMaPPer cluster member velocities.
The histograms have been normalized to unit area so that they are comparable to the model PDFs. Right: Cumulative distribution functions of the data and
model. We find a simple double-Gaussian model provides a good qualitative fit to the data.

MNRAS 000, 1–12 (2020)
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Figure 3. Top: Model parameter fproj as a function of observed redMaPPer richness, quantifying the probability that a candidate member galaxy identified
by redMaPPer algorithm is a line-of-sight projection. Upper 𝑥-axis tick marks indicate the edges of the richness bins used. Bottom: The richness bias 𝑏𝜆 as
a function of richness, quantifying the extent to which the richness redMaPPer measures is biased due to projection effects. Both panels suggest a trend of
increasing projection effects with decreasing richness (see Section 4.3 for details).

Figure 4. The richness bias, as a function of observed redMaPPer richness, determined empirically from data (black), in galaxy cluster catalogs built from
𝑁 -Body simulations (DeRose et al. 2019) (red), and from the model of Costanzi et al. (2019a) (blue). Small offsets in the richness axis values of the 𝑁 -Body
curve have been introduced for clarity. Upper 𝑥-axis tick marks indicate the edges of the richness bins used. The data suggest a steeper empirical richness
dependence of the spectroscopically measured projection effects than predicted by state-of-the-art models.

MNRAS 000, 1–12 (2020)
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Figure 5. The observed mean cluster velocity dispersion, 𝜎cl, as a function
of corrected richness, 𝜆spec. The best fitting power-law model has been
overlaid. The best fitting slope of 0.37±0.04 is comparable to that predicted
from hydrodynamical simulations for the relationship between true (three-
dimensional) galaxy velocity dispersion and halo mass, implying a power-
law index for the 𝜆spec-halo mass relation of close to unity (𝛼 = 0.98±0.11).

of line-of-sight velocities of the galaxies in the simulations in an
identical manner to that performed on the data.

We find consistency between our 𝜎proj measurement and the
redshift kernel for projections estimated in Costanzi et al. (2019a)
using redMaPPer. Specifically, fitting a normal distribution to the
stacked redshift kernel profiles derived in Costanzi et al. (2019a)
we obtain 𝜎 = 0.0265, comparable to our 𝜎proj = 0.0290± 0.0004.
However, as shown in Fig. 4 we find that our empirical results
exhibit a stronger richness dependence of the measured projection
effects than either the Buzzard 𝑁-Body simulations or the model
of Costanzi et al. (2019a). While the Buzzard simulations predict
a similar overall magnitude of projection effects to our data at the
high richness end, they predict very little richness dependence of
the signal. The results of Costanzi et al. (2019a) are comparable to
our measurement for intermediate richness clusters, but show less
dependence on richness than is evident in the data. In particular,
a linear fit to the difference between the richness bias in data and
the Buzzard simulation gives a slope inconsistent with zero at the
∼ 4𝜎 level (−0.0013 ± 0.004). The equivalent test comparing the
data with the model from Costanzi et al. (2019a) yields a non-zero
slope at the ∼ 3𝜎 level (−0.00097 ± 0.0003) (see lower panel of
Fig. 4). We interpret the combined results as evidence of steeper
richness dependence in the data than in state-of-the-art models.

4.5 Scaling of velocity dispersion with richness

It is particularly interesting to compare the variation of 𝜎cl with
the corrected richness, 𝜆spec. Fig. 5 shows the relation, which is
well described by a power-law model with index 0.37 ± 0.04 (𝜒2

𝜈

= 2.0 for 4 degrees of freedom, corresponding to 𝑝 = 0.09). Us-
ing hydrodynamical simulations incorporating physically motivated
feedback schemes, Munari et al. (2013) predict a slope for the rela-
tion between galaxy velocity dispersion and halo mass for virialized
systems, 𝜎cl ∝ 𝑀0.364 (with a systematic uncertainty on the index
of order ∼ 0.01, depending on the precise feedback physics imple-
mentation). Together, these results imply an approximately linear
relationship between 𝜆spec and the three-dimensional halo mass,
with 𝜆spec scaling as mass to the power 𝛼 = 0.98 ± 0.11. The
implications of this result are discussed in Section 5 below.

4.6 Impact of the survey luminosity limit

Our fiducial analysis is limited to galaxies with luminosities 𝐿 ≥
0.55 L★, but, importantly, redMaPPer includes galaxies as faint as
0.2𝐿★. In order to test for a possible galaxy luminosity dependence
of the measured projection signal, we repeat the analysis of pro-
jection effects for two evenly sized luminosity bins corresponding
to luminosities 0.55 ≤ 𝐿/L★ < 0.9 and 𝐿 ≥ 0.9 L★, respectively.
The results are shown in Fig. 6. We see no evidence of a galaxy
luminosity dependence of the measured projection effects over the
luminosity range spanned by our data. While the SDSS spectro-
scopic sample is not complete to 0.2𝐿★ at any redshift spanned by
the redMaPPer sample, this result appears to rule out any strong de-
pendence of the measurement on the luminosity limit of the survey.
This dependence will be directly testable with the DESI spectro-
scopic sample.

5 DISCUSSION

Our study has empirically quantified the incidence of projection ef-
fects on the SDSS DR8 redMaPPer galaxy cluster catalog. Utilizing
complete spectral coverage for a well-defined subset of candidate
cluster member galaxies available from SDSS at the low-redshift
limit of the catalog (0.08 ≤ 𝑧 ≤ 0.12), we have demonstrated the
ability to differentiate galaxies associated with the virialized cluster
halo from galaxies viewed in projection. We have shown that a sim-
ple double-Gaussian model can be used to describe statistically the
impact of projection effects. The observed incidence of projection
effects in the SDSS redMaPPer catalog is substantial and exhibits a
clear dependence on cluster richness, being several times stronger
in typical low richness systems than the largest, richest clusters
(Fig. 3). The observed dependence of projection effects on richness
is stronger than predicted by state-of-the-art models.

Our results are interesting in the context of the findings from
two recent analyses that, respectively, utilized the SDSS and DES
Year 1 redMaPPer cluster catalogs to constrain cosmology (Costanzi
et al. 2019b; DES Collaboration et al. 2020). In particular, the
DES Year 1 analysis yielded surprisingly low values for both 𝑆8 ≡
𝜎8 (Ω𝑚/0.3)0.5 = 0.65 ± 0.04, and the power-law index of the
scaling between the ‘true’ (three-dimensional) richness and halo
mass, 𝛼 = 0.745 ± 0.045. The 𝜎8 − Ω𝑚 posteriors reported from
that analysis are in 2.4𝜎 tension with the DES Year 1 cosmological
constraints from galaxy clustering and weak lensing (3 × 2-point;
Abbott et al. 2018), and in 5.6𝜎 tension with the Planck CMB
analysis (Planck Collaboration et al. 2018).

DES Collaboration et al. (2020) noted that restricting their
analysis to a higher richness threshold (𝜆 ≥ 30) reduced the tension
with other probes, pointing to one or more richness-dependent ef-
fects as the likely source of the tension. Both the SDSS and DES
cluster analyses used the prescription of Costanzi et al. (2019a) to
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Figure 6. The richness bias, 𝑏𝜆, as a function of observed redMaPPer richness, for the two independent galaxy luminosity sub-samples with 0.55 < 𝐿/L★ < 0.9
and 𝐿 > 0.9 L★. Small offsets in the richness axis values of the higher luminosity curve have been introduced for clarity. Upper 𝑥-axis tick marks indicate the
edges of the richness bins used. We see no evidence for a galaxy luminosity dependence of the projection effect results, suggesting the measured values may
apply down to the 0.2 L★ luminosity limit used by redMaPPer.

model projection effects. Our study has shown that there are signif-
icant, richness-dependent effects not accounted for by that model
(Section 4.4). Our finding of a steeper inverse dependence of 𝑏𝜆 on
observed richness suggests a steeper intrinsic slope of weak lens-
ing mass with true richness than reported by DES Collaboration
et al. (2020). Moreover, the slope of the true richness–mass relation
implied by our 𝜆spec and 𝜎cl measurements, 𝛼 = 0.98 ± 0.11, is
significantly steeper than the DES Collaboration et al. (2020) value,
and consistent with theoretical predictions (Section 4.5).

Our results also have implications for the interpretation of
weak lensing mass measurements for redMaPPer clusters. Fig. 3
shows that, for low-to-intermediate richness systems, a significant
fraction of the galaxies identified by redMaPPer as being associated
with a cluster will typically be line-of-sight projections. The mass
associated with these projected galaxies will also boost the measured
lensing signals. However, the lower mass-to-light ratios for field
galaxies compared to cluster haloes (5 − 10×; Dai et al. 2010) will
lead to these lensing boosts being modest (∼ few per cent). The net
result is that, for the richest clusters, both richness and weak lensing
mass should be measured relatively accurately while, for the least
rich systems, projection effects will cause richness to be biased high
and the mass at a given richness to be biased low.

Future work will explore quantitatively the impact of our new,
empirical calibration of projection effects on the cosmological con-
straints from the SDSS and DES redMaPPer cluster catalogs. While
firm conclusions must await these full analyses, we note that the
degeneracy between Ω𝑚 and the true richness-mass relation slope
reported by DES Collaboration et al. (2020) suggests that a value
for 𝛼 closer to unity would shift the inferred Ω𝑚 constraints toward
a concordance cosmology. This is also consistent with the recent
results of To et al. (2020b,c), who combined DES weak lensing and
galaxy clustering data with cluster clustering, cluster abundances,

and cluster-galaxy cross-correlations 3 finding no significant tension
with the results from DES Collaboration et al. (2020).

Our work points to the potential utility of 𝜆spec as a new, lower
scatter mass proxy for cosmological studies. Previous work (e.g.
Mantz et al. 2010a, 2015; Wu et al. 2010) has demonstrated how
the availability of such mass proxy measurements for even a mod-
est fraction of the clusters in a survey can substantially improve
the cosmological constraining power of that survey, and provide
unique insights into the form, scatter, and evolution of the key mass-
observable scaling relations (see also Allen et al. 2011). Utilizing
𝜆spec measurements to their fullest extent will require accumulat-
ing extensive spectroscopic observations for individual clusters. In
combination with X-ray observations, such measurements hold the
potential to provide powerful complementary constraints on halo
properties. We emphasize that our modelling approach also pro-
vides robust, stacked velocity dispersion estimates for clusters in
selected richness bins, which brings an additional route to constrain
cluster masses directly. Future work will examine the utility of such
measurements, as a complement to weak lensing data, in extracting
cosmological constraints.

While our work excludes a strong galaxy luminosity depen-
dence of the measured projection signal, future work should extend
the spectroscopic follow-up of member galaxies to the low lumi-
nosity limit employed by the redMaPPer algorithm, 𝐿 > 0.2 L★.
For low redshift clusters (𝑧 < 0.2), this will soon be possible us-
ing the Dark Energy Spectroscopic Instrument (DESI Collaboration
et al. 2016). For higher redshift systems, this will require dedicated
follow-up spectroscopy with large aperture telescopes. Programs to

3 The analyses of To et al. (2020b,c) remove essentially all information on
the mass calibration from length scales < 10 Mpc, reducing the sensitivity
to the projection effects discussed here.
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gather these data with the Gemini Observatory, the Magellan Tele-
scopes at Carnegie Observatories, and the W.M. Keck Observatory
have begun. Further, natural extensions of the work would explore
the cluster-to-cluster variation and the radial dependence of projec-
tion effects with respect to cluster centers (see also Tomooka et al.
2020). In addition to the radial dependence of projection effects,
spatial distribution analysis may prove useful for determining the
average physical size of clusters (Tomooka et al. 2020; Aung et al.
2020; Wagoner et al. 2020) which, together with velocity disper-
sions, may provide additional mass constraints. Finally, a limitation
of the selection applied to our spectroscopic sample is potential con-
tamination due to mis-centered clusters, for which the nominal BCG
is not the correct reference from which to compute Δz/(1 + z). We
note, however, that most nominal BCGs will still be cluster mem-
bers, causing any bias in the line-of-sight velocities to be less than
the cluster velocity dispersion. We defer a more sophisticated treat-
ment of the cluster BCGs to future analyses for which we expect
to have spectroscopic redshift coverage for nearly all members of
individual clusters.

6 CONCLUSIONS

We have investigated the extent to which projection effects impact
the Sloan Digital Sky Survey (SDSS) redMaPPer galaxy cluster
catalog. Using the complete spectral coverage available for luminous
galaxies at the low redshift limit (0.08 ≤ 𝑧 ≤ 0.12) of the catalog, we
have quantified the influence of projection effects on the measured
cluster richness. Our findings can be summarized as follows:

(i) A simple double-Gaussian model, with one Gaussian describ-
ing the virialized cluster galaxies and the other the projected com-
ponent, is sufficient to describe the impact of projection effects in
the SDSS redMaPPer sample.

(ii) The observed incidence of projection effects is substantial,
with ∼ 40 per cent of candidate member galaxies and ∼ 16 per cent
of the richness being associated with projection effects for objects
with apparent richness in the range 5 ≤ 𝜆 < 20.

(iii) The amplitude of projection effects in the SDSS redMaPPer
catalog is a function of richness, with projection effects being greater
in the lowest richness objects.

(iv) The observed amplitude of projection effects is comparable
to that of state-of-the-art models, but has steeper richness depen-
dence than these models.

(v) The slope of the velocity dispersion–𝜆spec relation implies
an approximately linear relationship between 𝜆spec and the three-
dimensional halo mass.

(vi) Splitting the member galaxy catalog into low and high lumi-
nosity sub-samples, no clear galaxy luminosity dependence of the
observed projection effect signal is observed.

Our results provide a robust, empirical description of the im-
pact of projection effects in the low redshift limit of the SDSS
redMaPPer cluster catalog. The 𝜆spec mass proxy, combining pho-
tometric and spectroscopic information, and associated robust mea-
surements of cluster velocity dispersions in richness bins, opens the
possibility to extract improved constraints on astrophysics and cos-
mology from the SDSS redMaPPer and other cluster samples. Our
work exemplifies the essential synergies between optical imaging
and spectroscopic studies of galaxy clusters. Future work, also using
Chandra follow-up observations for a complete sub-sample of the
clusters studied here, will quantify the improvements in our knowl-
edge of the mass–richness scaling relation obtained with 𝜆spec over

𝜆 measurements. Work to gather 𝜆spec measurements for clusters
spanning the full redshift and galaxy luminosity range of the SDSS
and DES galaxy cluster catalogs is underway.
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APPENDIX A: VALIDATION OF FIDUCIAL
DOUBLE-GAUSSIAN MODEL

Our fiducial double-Gaussian model assumes that the virialized
cluster velocity component has a mean redshift offset of zero from
the BCGs, i.e. 𝜇cl = 0. Fig. A1 shows the posterior probability dis-
tributions for the 𝜇cl values for the six richness bins when included
as independent free parameters in the fits. In all cases the mean
redshift offsets are consistent with zero.

Our fiducial model additionally assumes that the velocity

Figure A1. Posterior probability distributions describing the 𝜇cl values
in the six richness bins when included as independent free parameters in
the fits. In all cases the mean redshift offsets are consistent with zero. The
results validate our assumption of 𝜇cl = 0 in the fiducial model fit. Here
uncertainties are determined by bootstrap resampling the cluster sample.

Figure A2. Joint posterior probability distributions for 𝜇proj and 𝜎proj, de-
scribing the mean velocity and velocity width of the projected components,
when included as independent free parameters for each richness bin. Un-
certainties are determined by bootstrap resampling the cluster population.
The consistency of the results across all richness bins justifies the assump-
tion of a common velocity width and zero velocity offset for the projected
component in the fiducial analysis.
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Figure A3. Posterior probability distributions describing the 𝜎cl values
in the six richness bins, included as independent free parameters in the
fits. Here uncertainties are determined by bootstrap resampling the cluster
population.

widths of the projected components, 𝜎proj are consistent with a
common value. Fig. A2 shows the joint constraints on 𝜇proj and
𝜎proj for the six richness bins, when included as free parameters in
the fits. The results again validate the fiducial model assumptions.

As a final qualitative validation, Fig. A3 shows the posterior
distributions for the widths of the observed cluster velocity compo-
nents, 𝜎cl,j, in the six richness bins. As expected, the velocity width
increases smoothly as a function of 𝜆.

Our final best fitting model parameters are shown in Table A1.
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Richness 5 – 20 20 – 27.9 27.9 – 37.6 37.6 – 50.3 50.3 – 69.3 69.3 – 140
𝜎cl (km s−1) 379 ± 6 503 ± 20 614 ± 30 634 ± 40 770 ± 40 1060 ± 139
𝑓proj 0.392 ± 0.007 0.265 ± 0.021 0.243 ± 0.025 0.251 ± 0.045 0.137 ± 0.024 0.083 ± 0.025
𝑏𝜆 (data) 0.157 ± 0.006 0.126 ± 0.020 0.127 ± 0.024 0.160 ± 0.042 0.078 ± 0.022 0.033 ± 0.030
𝑏𝜆 (Buzzard) 0.080 ± 0.010 0.095 ± 0.015 0.070 ± 0.020 0.082 ± 0.031 0.070 ± 0.027 0.059 ± 0.036
𝑏𝜆 (Costanzi et al.) 0.1204 ± 0.0003 0.1239 ± 0.0009 0.1085 ± 0.0012 0.0952 ± 0.0016 0.0853 ± 0.0020 0.0824 ± 0.0024

Table A1. Best fitting parameters for the projection effects models and richness bias described in this work. The cluster component mean 𝜇cl is fixed to zero for
all bins in the fiducial fit and the projection component parameters are fit jointly to all bins and found to be 𝜎proj = 8689± 1074 km s−1 and 𝜇proj = 1299± 161
km s−1.
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