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ABSTRACT
The Tianlai Dish Pathfinder Array is a radio interferometer designed to test tech-
niques for 21 cm intensity mapping in the post-reionization universe as a means for
measuring large-scale cosmic structure. It performs drift scans of the sky at constant
declination. We describe the design, calibration, noise level, and stability of this instru-
ment based on 6,200 hours of on-sky observations through October, 2019. Combining
all the baselines we make maps around bright sources and show that the array be-
haves as expected. Analysis of long integrations on the North Celestial Pole yielded
visibilities with amplitudes of 20-30 mK, consistent with the expected signal from the
NCP radio sky with < 10 mK precision for 1MHz×1min binning. Hi-pass filtering the
spectra to remove smooth spectrum signal yields a residual consistent with zero signal
at the 0.5 mK level.
Key words: galaxies: evolution – large-scale structure – 21-cm

1 INTRODUCTION

This paper describes the first astronomical observations by
the Tianlai Dish Pathfinder Array. The instrument is an ar-
ray of 16, 6-meter, on-axis dish antennas operated as a radio

� E-mail: pttimbie@wisc.edu

interferometer and is co-located with the Tianlai Cylinder
Pathfinder Array, an interferometric array of 3 cylinder re-
flectors in Xinjiang, China. These complementary designs
were chosen specifically for testing approaches to 21 cm in-
tensity mapping. Both arrays saw first light in 2016.

21 cm intensity mapping is a technique for measuring
the large scale structure of the universe using the redshifted
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21 cm line from neutral hydrogen gas (HI) (Liu & Shaw 2019;
Morales & Wyithe 2010). It is an example of the general case
of line intensity mapping (Kovetz et al. 2019), in which spec-
tral lines from any species, such as CO and CII, are used to
make three-dimensional, “tomographic” maps of large cos-
mic volumes. 21 cm intensity mapping is used to study the
formation of the first objects during the Cosmic Dawn and
the Epoch of Reionization (6 � z � 50) and for addressing
other cosmological questions with observations in the post-
reionization epoch (z � 6), such as constraining inflation
models (Xu et al. 2016) and the equation of state of dark
energy (Xu et al. 2015). In the latter epoch, the approach
provides an attractive alternative to galaxy redshift surveys.
It measures the collective emission from many haloes simul-
taneously, both bright and faint, rather than cataloging just
the brightest objects. As a result, the required angular res-
olution is relaxed as individual galaxies do not need to be
resolved. By observing with wide-band receivers one simul-
taneously obtains signals over a range of redshifts and can
construct a tomographic map. The primary analysis tool for
cosmological measurements is the three-dimensional power
spectrum of the underlying dark matter, and intensity map-
ping provides a natural means to compute this spectrum
over a range of wave numbers, k, in which the perturba-
tions are in the linear regime. Of particular interest in the
power spectrum are the baryon acoustic oscillation (BAO)
features, which can be used as a cosmic ruler for studying
the expansion rate of the universe as a function of redshift.

So far, the 21 cm signal has been detected with inten-
sity mapping by two instruments: the Green Bank Tele-
scope (GBT) (Masui et al. 2013; Switzer et al. 2013) and
the Parkes Observatory (Anderson et al. 2018) by cross-
correlating intensity maps with galaxy redshift surveys.

While HI intensity mapping is being used out to a red-
shift of ∼ 50 to study the EoR and Cosmic Dawn by a variety
of instruments, including LOFAR (van Haarlem et al. 2013),
MWA (Tingay et al. 2013), HERA (DeBoer et al. 2017), PA-
PER (Parsons et al. 2010), and LWA (Eastwood et al. 2018),
this paper focuses on measurements of the post-reionization
epoch. Several dedicated instruments have been constructed,
or are under development, to detect the 21 cm signal from
this epoch using intensity mapping, ultimately without the
need for cross-correlation with other surveys: Tianlai (Chen
2012; Das et al. 2018; Li et al. 2020), CHIME (Bandura
et al. 2014), HIRAX (Newburgh et al. 2016), BINGO (Bat-
tye et al. 2016) and OWFA (Chatterjee & Bharadwaj 2018).
Other instruments being designed and built to test the tech-
nique include BMX (Castorina et al. 2020) and PAON-4
(Zhang et al. 2016b; Ansari et al. 2020). These 21 cm instru-
ments have several features in common: with the exception
of BINGO, they are all interferometers, achieving modest
angular resolution at modest cost; they have large numbers
of receivers in order to provide enough mapping speed to
detect the faint 21 cm signal; and the arrays are laid out
in a compact arrangement in order to provide sensitivity at
the relatively large scales (0.5 � k � 0.05) where the BAO
features appear in the power spectrum.

Although the 21 cm intensity mapping approach has
been used for over a decade, it faces significant challenges.
The most significant is the fact that the 21 cm signal is
roughly 4 orders of magnitude dimmer than foreground
emission (primarily synchrotron radiation) from Galactic

and extragalactic radio sources. Analysis techniques for ex-
tracting the 21 cm signal generally rely on the fact that fore-
ground emission is a slowly-varying function of frequency
while the 21 cm spectrum has structure arising from the
large-scale distribution of matter along the line of sight
(Liu & Shaw 2019). However, instrumental effects can in-
troduce structure into the spectrum of otherwise smooth
foregrounds. In particular, the spatial angular dependence
of the antenna patterns is also frequency dependent and,
in a process called ‘mode-mixing,’ couples the angular de-
pendence of the bright foregrounds into frequency depen-
dence that masquerades as cosmic 21 cm structure. In ad-
dition, although the 21 cm signal is unpolarized, the bright
foregrounds are partially polarized and frequency-dependent
instrumental ‘leakage’ of Stokes Q, U, and V into I intro-
duces another type of foreground with a complicated spec-
trum. Faraday rotation in the interstellar medium creates
further spectral structure in the polarization signal. Remov-
ing mode-mixing effects requires detailed understanding and
measurement of the frequency-dependent gain patterns of
the antennas and of the gain and phase of the instrument’s
electronic response: i.e. calibration. To determine the scale
of the calibration challenge, (Shaw et al. 2015) performed
detailed simulations of the CHIME interferometer’s ability
to measure the HI signal in the presence of foregrounds.
They showed it is necessary to know the beamwidth of the
antennas to 0.1% and the electronic gain to 1% within each
minute of observation to recover the unbiased power spec-
trum of the HI signal.

Unlike most radio interferometers, all currently operat-
ing or proposed post-EoR HI intensity mapping instruments
observe by drift scanning the sky. This observing strategy
allows for large sky coverage using simple and inexpensive
instrument designs but requires new types of the calibra-
tion strategies. Tracking instruments can calibrate continu-
ously on bright sources in or near the field they are map-
ping. Drift scanning instruments like Tianlai must wait for
bright sources to pass through the field, or attempt to cali-
brate on dimmer sources. Therefore, much of the discussion
in this paper focuses on measuring the instrument stability
and performing the calibration of the Tianlai Dish Array.

Future intensity mapping interferometers may include
thousands of antennas (Cosmic Visions 21 cm Collaboration
et al. 2018; Slosar et al. 2019) in order to increase sensitiv-
ity. The only currently feasible way to correlate this many
signals is by using fast Fourier transform algorithms (i.e.
an ‘FFT correlator’) that require that the antenna patterns
from the dishes be identical. Anticipating the need for such
advances, this paper also characterizes the uniformity of the
antenna patterns in the Tianlai Dish Array.

This paper is organized as follows: Section 2 describes
the Tianlai Dish Array; Section 3 describes the observations
carried out by the Tianlai Dish Array from 2016–2019; Sec-
tion 4 compares the measured antenna patterns with simu-
lations and evaluates their uniformity; Section 5 provides an
overview of the data analysis process; Section 6 describes the
gain and phase calibration process and Section 6.5 presents
the results of this calibration in terms of noise level, and
sensitivity vs. integration time; Section 7 presents maps of
bright calibration sources; Section 8 describes results of long
integrations on the North Celestial Pole (NCP), and conclu-
sions and plans for the future appear in Section 9.

MNRAS 000, 000–000 (2020)
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2 INSTRUMENT

The objective of the Tianlai program is to make a 21 cm
intensity mapping survey of the northern sky. At present
the Tianlai program is in its Pathfinder stage, which aims
to test the technology for making 21 cm intensity mapping
observations with an interferometer array. The Pathfinder
comprises two arrays, one consisting of dish antennas and
the other of cylinder reflector antennas, both located at a
radio quiet site (44◦9′N, 91◦48′E) in Hongliuxia, Balikun
County, Xinjiang Autonomous Region, in northwest China.
In order to avoid radio-frequency interference (RFI) gener-
ated by the correlator, the station house, which includes an
analog electronics room, a digital correlator room, and living
quarters, is located 5.8 km (11.2 km by road) away from the
telescope site. A power line and optical fiber cables about
8 km long connect the correlator building with the antenna
array. Construction of the Pathfinder arrays was completed
in 2016 and they are now taking data on a regular basis.
This paper focuses on the dish array. Further details about
the cylinder array appear in Zhang et al. (2016a); Cianciara
et al. (2017); Das et al. (2018); Zuo et al. (2019); Li et al.
(2020).

For each array, the feed antennas, amplifiers, and reflec-
tors are designed to operate from 400 MHz to 1430 MHz,
corresponding to 2.55 � z � 0.0. The instrument can be
tuned to operate in an RF bandwidth of 100 MHz, centered
at any frequency in this range by adjusting the local oscil-
lator frequency in the receivers and replacing the band pass
filters. Currently, the Pathfinder operates at 700−800 MHz,
corresponding to HI at 1.03 � z � 0.78. Future observations
are planned in the 1330 − 1430 MHz band (0.07 � z � 0.01)
to facilitate cross correlation with low-z galaxy redshift sur-
veys and other low-z HI surveys.

The Tianlai Dish Array consists of 16 on-axis dishes.
Each has an aperture of 6 m. The design parameters of the
dishes are shown in Table 1. The dishes are equipped with
dual, linear-polarization receivers, and are mounted on Alt-
Azimuth mounts. One polarization axis is oriented parallel
to the altitude axis (horizontal, H, parallel to the ground))
and the other is orthogonal to that axis (vertical, V). Mo-
tors are used to control the dishes electronically. The motors
can steer the dishes to any direction in the sky above the
horizon. The drivers are not specially designed for tracking
celestial targets with high precision. Instead, in the normal
observation mode, we point the dishes at a fixed direction
and perform drift scan observations. The Alt-Azimuth drive
provides flexibility during commissioning for testing and cal-
ibration.

The dishes are currently arranged in a circular cluster
(Fig. 1). The array is roughly close-packed, with center-to-
center spacings between neighboring dishes of about 8.8 m.
The spacing is chosen to allow the dishes to point down to el-
evation angles as low as 35◦ without ‘shadowing’ each other.
One antenna is positioned at the center and the remaining
15 antennas are arranged in two concentric circles around it.
It is well known that the baselines of circular array configu-
rations are quite independent and have wide coverage of the
(u, v) plane. A comparison of the different configurations
considered for the Tianlai Dish Array and the performance
of the adopted configuration can be found in Zhang et al.
(2016b). The Tianlai dishes are lightweight and the mounts

Table 1. Main design parameters of a Tianlai dish antenna.

Reflector diameter 6 m
Antenna mount Alt-Az pedestal
f/D 0.37
Feed illumination angle 68◦
Surface roughness (design) λ/50 at 21 cm
Altitude angle 8◦ to 88.5◦
Azimuth angle ±360◦
Rotation speed of Az axis 0.002◦ ∼ 1◦/s
Rotation speed of Alt axis 0.002◦ ∼ 0.5◦/s
Acceleration 1◦/s2

Gain(design) 29.4+20log(f/700 MHz) dBi
Total mass 800 kg

are detachable, so, in future, the dishes can be moved to new
configurations if required. This paper describes observations
with the current configuration.

A schematic of the RF analog system can be found in
Fig. 2. The whole system except filters has been designed to
operate over a wide range of frequencies (400–1500 MHz).
The low noise amplifiers (LNAs) are designed to have low
noise temperature (about 47 K at room temperature (Li
et al. 2020)) and are mounted to the back of the feed anten-
nas. The amplified RF signals pass through 15-meter long
coaxial cables to optical transmitters mounted under the
dish antennas. The RF signal amplitudes modulate optical
transmitters so that the RF signals are converted to optical
signals, which are then transmitted to the station house via
8 km optical fiber. At the RF analog system room in the
station house, the optical signal is converted back to the RF
electric signal. Replaceable bandpass filters with 100 MHz
bandwidth are mounted between the optical receivers and
analog downconverters. An analog mixer then downconverts
the RF signal to the 135–235 MHz intermediate frequency
(IF) band. Finally, the IF signal is sent to the digital system
through bulkhead connectors between the analog and digital
rooms. The dishes currently observe in the frequency band
700–800 MHz (1.03 > z > 0.78) in 512 frequency channels
(δν = 244.14 kHz, δz = 0.0002).

The digital backend system of the dish array is a 32-
input correlator that consists of three FPGA boards: two
processing boards for signal sampling and processing, and
one for control. The Analog to Digital Converters (ADC) in
the processing boards convert the RF signal to time series
data at a sampling rate of 250 MSPS and sampling length
of 14 bits. Then the FPGA chips in the processing boards
perform the Fast Fourier Transform (FFT) of the time se-
ries data. The two FPGA boards exchange half of the sig-
nal channels with each other through rapidIO cables, so all
cross-correlations are computed in the FPGA boards while
the computation loads on the boards are balanced. Finally,
the visibility from the dish array (32 auto-correlations and
496 cross-correlations) are sent to a storage server by two
ethernet cables and dumped to hard drives in HDF5 format.

Calibration of the electronic gain of the receivers is cru-
cial for any interferometer, and it is especially important for
Tianlai to compensate for phase variation in the 8 km long
optical cables. The absolute calibration of the system can
be performed using bright astronomical standard calibration
sources. However, for small aperture arrays like the Tianlai
Dish Array, there are not enough bright sources on the sky

MNRAS 000, 000–000 (2020)
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Figure 1. Left: Top view of the Tianlai Dish Array Pathfinder and Cylinder Array Pathfinder taken with a DJI M600 Pro drone at a
height of 280 m above the ground. The position of the calibration CNS is indicated by the white arrows on the left. The relative distance
vector from the feed in dish 16 at the center of the array (when pointed toward the zenith) to the CNS is [-184.656, 13.915, 12.588]
meters, with x,y,z to the east, north, and zenith. Right: A schematic diagram of the Tianlai Dish Array; 0◦ coincides with North. The
dishes are arranged in two concentric circles of radius 8.8 m and 17.6 m around a central dish. The dishes have dual-linear polarization
feed antennas with one axis oriented parallel to the altitude axis (horizontal, H, parallel to the ground)) and the other orthogonal to
that axis (vertical, V). For example, shown in red is one of the baselines that is studied later in this paper, the H polarization of dish 4
correlated with the H polarization of dish 9: 4H-9H. Other baselines used later in the paper use the same naming convention.

Figure 2. Schematic of the RF analog system.

Table 2. Observation log for the Tianlai Dish Array from 2016 to late 2019.

Data Set Date Calibration Sources Targets Length (hours)

Data 201605-06 May 2016 None Cygnus A 72
CygnusANP 20170812 Aug 2017 Cygnus A North Pole 67

CasAs 20171017 Oct 2017 None North Pole 147
CasAs 20171026 Oct 2017 None Cassiopeia A 290

3srcNP 20180101 Jan 2018 3C48, Cassiopeia A, M1 North Pole 241
2srcNP 20180112 Jan 2018 3C48, M1 North Pole 97

IC443NP 20180323 Mar 2018 IC443 North Pole 181
M87NP 20180407 Apr 2018 M87 North Pole 90
2srcNP 20180416 Apr 2018 IC443, M87 North Pole 142
3srcNP 20181212 Dec 2018 Cassiopeia A, 3C48, M1 North Pole 757

1DaySun 20190113 Jan 2019 None Sun 48
3srcNP 20190128 Jan 2019 Cassiopeia A, 3C48, M1 North Pole 741
3srcNP 20190228 Feb 2019 3C123, M1, IC443 North Pole 764
3srcNP 20190402 Apr 2019 M1, IC443, 3C273 North Pole 522
3srcNP 20190611 Jun 2019 M87, Hercules A, Cygnus A North Pole 737
3srcNP 20190830 Aug 2019 3C400, Cygnus A, Cassiopeia A North Pole 924
3srcNP 20191022 Oct 2019 3C400, Cygnus A, Cassiopeia A North Pole 302

MNRAS 000, 000–000 (2020)
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Figure 3. Accumulated observing time vs. date.

to meet the requirement of point source calibration, so we
have designed a dedicated calibration noise source (CNS) to
provide relative calibration. A broadband RF noise gener-
ator is placed in a thermostatically controlled environment
and is supplied with regulated DC power to ensure the sta-
bility of the RF amplitude. The on-off timing of the CNS is
controlled by a clock signal carried by optical fiber from the
correlator 8 km away in the station house.

3 OBSERVATIONS

So far we have collected about 6200 hours of observational
data from the Tianlai Dish Array, including more than
5700 hours of NCP data. In Fig. 3 we show the accumulated
observing time over the years. Details of individual runs are
listed in Table 2. Drift scans are performed at constant dec-
lination over several days at a time. These can be divide into
two types: (1)24 hr observations at declinations away from
the NCP, usually at the declination of bright sources: Cyg
A (+40◦44′), CasA (+58◦48.9′), Tau A/M-1 (+22◦00′) and
also some high declination regions (∼ 80◦). (2) 24 hour ob-
servations at the NCP. Preceding each NCP observation, the
antennas are pointed towards one or multiple strong radio
sources for calibration. The calibration sources for different
NCP observations are listed in Table 2.

The visibilities from the dish array are averaged for a
period of 1 s (integration time). The data are stored for all
528 correlation pairs (auto-correlation + cross-correlation)
in 512 different frequency channels. The data rate is about
∼ 175 GB/day. The weather data, which includes the tem-
perature of the analog electronics room, site temperature,
dew point, humidity, precipitation level, wind direction,
wind speed, barometric pressure, etc., are stored separately
during each run. These data can later be used for check-
ing the correlation of different weather variables with the
variation of electronic gain of the system.

The CNS is turned on and off periodically. During 2017
the CNS switched on for 20 s every 4 min, so the fraction
of noise-on time is ∼ 8.33%. In 2018, the noise-on time was
reduced to 4 s per 4 min, which is 1.67% of the observing
time.

In Fig. 4 we show the CNS and RFI mask derived from
1 hour of nighttime data. The periodic vertical stripes show

Figure 4. Masking of the CNS and RFI after applying both the
sum threshold method and the SIR operator method. The vertical
lines show times and frequencies masked when the signals from
the CNS are used for calibration. Apart from the CNS we can
see a very small amount of data at discrete frequencies and times
masked as RFI. Because the amount of RFI is very small we have
blown up a bandwidth of about 50 MHz where some RFI is visible.
Some faint horizontal lines (at about 777 MHz and 767 MHz) are
from intermittent RFI.

the mask when the CNS is turned on, while the dots show
the RFI. We use two different RFI cleaning methods (check
Sec. 5). Because the array is located in a radio quiet zone,
we only lose about 0.6% of data due to RFI contamination.

4 BEAM PATTERNS

Separating the faint 21 cm signal from strong foregrounds re-
quires exquisite knowledge of the frequency-dependent beam
patterns of the antennas. Small imperfections in the anten-
nas or changes in the environment (e.g., temperature, wind)
can affect the beam patterns and introduce systematic errors
in the measurement.

We have taken preliminary steps toward characterizing
the beam patterns using scans with a radio source flown
over the array on an unmanned aerial vehicle (UAV). We
also match the beam measurements with electromagnetic
models of the beams and with beam measurements from
the transits of bright astronomical sources.

Figs. 5 and 6 summarize the antenna beam measure-
ments and simulations. A detailed description of the UAV
measurements and simulations appears in Zhang et al.
(2020). An UAV outfitted with a broadband noise source
is flown in the far field along two paths over antenna # 6, at
the edge of the array: a north-south path and an east-west
path. Multiple flights are conducted at different RF power
levels to map the beam into the far sidelobes. Fig. 5 (Right)
shows the beam pattern measured by the UAV at 730 MHz
and compares it with the profile of the main beam measured
at the same frequency using the auto-correlation signal from
one polarization during a transit of Cas A. The Cas A signal
is not bright enough to measure the sidelobes of the antenna.

We also performed electromagnetic simulations of the
feed antenna and the dish reflector using commercially-

MNRAS 000, 000–000 (2020)
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Figure 5. Measurements and simulations of the H-plane antenna pattern of the V-polarization of one dish. Left: Pattern measured with
the UAV compared with two electromagnetic simulations. Right: Patterns measured both by an UAV and by a transit of Cas A. In both
figures the UAV flies in the E-W direction and the measurements and simulations are performed at 730 MHz.

Figure 6. Simulated beam patterns as a function of beam angle
θ from the beam center of the antennas for 3 different frequen-
cies, 700 (red), 750 (green) and 800 MHz (blue). Each plot shows
the absolute co-polar directive gain in dBi, averaged over the az-
imuthal angle. Angle θ is the polar angle, calculated from the
center of the beam. The simulations show that the antenna side-
lobes vary significantly as a function of frequency.

available software.1 We overplot the simulated beam pattern
with the UAV measurement in Fig. 5 (Left). The patterns
match well in the main lobe, however, the UAV measure-
ments show a slightly stronger signal in the sidelobes. The
discrepancy appears to arise at least partly from scattering
from other dishes in the array. A second simulation that in-
cludes dish # 6 plus 5 adjacent dishes in the array agrees
better with the UAV measurement. Ultimately we plan to
extend these measurements to all the dishes in the array
over the full range of frequencies. Simulations extended into
the far sidelobes and backlobes are shown in Fig. 6.

As mentioned in Section 1, knowledge of the beam pat-
terns of each antenna as a function of frequency, and the
stability of the pattern with time, are also important fac-
tors. Fig. 7 shows the FWHM of one cut through the beam
pattern from a pair of antennas as a function of frequency.
The pattern is measured repeatedly in the E-W direction by
observations of the transit of Cas A on 12 successive days
starting on 2017/10/26. For each transit, the magnitude of

1 CST Studio Suite https://www.3ds.com/products-services/
simulia/products/cst-studio-suite/

one visibility vs. time is fit to a Gaussian. The measured
pattern is effectively the geometric mean of the patterns of
two dishes, which are nominally coaligned. Day-to-day fluc-
tuations of the FWHM are less than 1%. The frequency
dependence of the beam in the E- and H-planes is also cal-
culated by the electromagnetic simulations; the simulated
FWHM is co-plotted for comparison. We also plot the case
of a diffraction - limited circular aperture (1.028λ/Deff with
Deff = 0.9D). The 1.028 prefactor comes from the FWHM of
an Airy pattern from a uniformly illuminated disk. We be-
lieve the broad ripples in the frequency-dependence of the
beamwidth in Fig. 7 result from standing waves between the
feed antenna and the dish surface. Ripples with similar am-
plitudes and periods appear in both the measurements and
the simulations, but the phases do not line up. We are trying
to understand the reason for this discrepancy.

Another important characteristic of the antenna pat-
terns is the uniformity of the different antennas. Future
arrays with large numbers of antennas will likely require
highly uniform antennas to exploit techniques such as re-
dundant calibration and FFT correlation (Tegmark & Zal-
darriaga 2009; Tegmark & Zaldarriaga 2010; Sievers 2017;
Byrne et al. 2020). To our knowledge, simulations of the
degree of uniformity required for these techniques to be suc-
cessful have not yet been performed. Here we estimate the
uniformity of the beamwidths of the dishes in the Tianlai
Dish Array, in which standard antenna construction tech-
niques were used to make the antennas similar to each other.
By using the transit observations the effective beamwidth of
all pairs of antennas (baselines) can be measured and com-
pared. Fig. 8 shows the mean value of the FWHM of 118
baselines in the array and the 1-sigma deviations from the
mean as a function of frequency. The 1-sigma deviations are
∼ 4%.

We have also studied the pointing accuracy of the dishes
in the E-W direction. Using data from the Cas A transit
of 2017/10/30, we compare in Fig. 9 the variations of the
modulus of the visibilities formed by the cross-correlation
between the dish signals. (In cross-correlation the Cas A
signal is almost undistorted by the diffuse Galactic signal;
this is not the case for auto-correlations, which are affected
by the diffuse background.)

To get a rough measurement of the E-W pointing accu-
racy, we have extracted the peak position from each of these
cross-correlations by fitting a Gaussian curve. If the times
of the peak response for two dishes are t1 and t2, the peak

MNRAS 000, 000–000 (2020)
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Figure 7. Plot of the mean FWHM of the main beam vs. fre-
quency using daily transits of Cas A over 12 days. The measure-
ment is for a fairly typical baseline. The top figure represents
the horizontal baseline (4H-9H), which primarily measures the
E-plane of the antenna, while the lower figure represent the verti-
cal baseline (4V-9V), primarily measuring the H-plane. The black
line shows the mean in each frequency bin over this period and
the red scatter plot shows the FWHM for each day. The frequency
binning is 244 kHz. The green line shows the expected FWHM vs.
frequency based on an electromagnetic simulation. For reference,
the blue line shows the FWHM of a uniformly-illuminated Airy
disk with an effective diameter Deff that is 90% of the actual 6
meter diameter.

Figure 8. The black line shows the mean FWHM vs. frequency
for 118 H-H baselines during a transit of M1 on 2018/01/02.
The plot excludes auto-correlations, baselines with known faulty
probes, and other outliers.

Figure 9. Variations of the modulus of the cross-correlation vis-
ibilities between the Tianlai dishes with time (in seconds) dur-
ing a transit of Cas A. Each of the 120 cross-correlations corre-
sponds to one color. The black curve shows the expected response
from a simplified simulation (from a 5.4 m diameter dish with a
Gaussian beam). All (un-calibrated) cross-correlations have been
renormalized to unity at their respective maxima. The observed
time spread between the cross-correlations reflects the dishes’ rel-
ative E-W pointing dispersion. The green dip at around 6000 s is
an artifact from the CNS interpolation. Each curve is the average
of 40 frequency channels (742.6172 MHz to 752.1387 MHz, with
each frequency bin being 244 kHz), near the center of the RF
band.

time of the cross-correlation will be their average peak time,
t12 = (t1 + t2)/2, so the variance σ2 for the cross-correlation
is only half of that for a single dish. The pointing of the
antennas in the E-W direction can be regarded as a Gaus-
sian distribution centered on the expected pointing. If the
σ2 is doubled, the FWHM will be

√
2 times larger, because

FWHM ∝ σ. As illustrated in Fig 10, the E-W pointing
spread from cross-correlation indicates a 0.47 degree FWHM
dispersion, so the E-W pointing dispersion of single dish will
be about 0.66 degree.

Pointing accuracy in the N-S direction is more difficult
to determine. However, we are conducting tests to determine
the reproducibility of the dish pointing.

5 OVERVIEW OF (OFFLINE) ANALYSIS
PROCESS

For analyzing the Tianlai data we developed a Python
pipeline named tlpipe 2. It is a collection of several stand-
alone packages that can be used for reading the raw visibility
data, masking, RFI flagging, calibration, data binning, map-
making, etc. Multiple visualization and other utility pack-
ages have also been developed. The pipeline is written in a
modular format and users can develop and add their own
algorithms to the pipeline with little knowledge of how the
rest of the pipeline works. Fig. 11 shows the basic workflow
of the tlpipe for making maps from the raw visibility data.
A more detailed description appears in Zuo (2020). Tianlai

2 https://github.com/TianlaiProject/tlpipe
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Figure 10. Extracted transit time differences w.r.t. to the ex-
pectation from a simplified simulation, for the 16 Tianlai dishes
from the Cas A transit of 2017/10/30. The ∼ 150s FWHM of
these time shifts from cross-correlation corresponds to an E-W
pointing error of ∼ 0.47 degrees on the sky. This indicates an
E-W pointing error of ∼ 0.66 degrees for a single dish.

and tlpipe use the HDF5 formats consistently. However, we
have successfully imported data from other interferometers
saved in formats different from the HDF5 format defined for
Tianlai, and then processed them with tlpipe.

5.1 tlpipe data processing workflow

We use Python-2.7 as the main programming language. This
choice allows us to use its vast collection of scientific com-
puting libraries. However, some of the performance-critical
parts have been compiled in C by using Cython. Parallel
processing has been implemented with the Message Passing
Interface (MPI) framework.

The basic workflow of tlpipe can be broken into 3 dis-
tinct components: task manager, tasks, and data container.

Task manager: The task manager controls the overall flow
of the pipeline and applies different Tasks to the data.

Tasks: Tasks are independent codes that operate on the
data in the data container. These tasks include CNS re-
moval, RFI flagging, map making, and calibrations. We dis-
cuss some of the tasks in the next section.

Data container: The data container holds the data oper-
ated on by the pipeline. It includes an array of visibilities,
a Boolean mask array corresponding to each visibility, and
some supplementary data.

The overall data processing workflow of tlpipe appears
in Fig. 12. The list of tasks is entered into a *.pipe file.
The task manager takes the file as an input and applies
the tasks to the data container in sequence. The tasks, in
general, modify the visibility and the mask array in the data
container.

5.2 Built-in data processing tasks

In the tlpipe package, we have implemented more than
30 tasks. Users can write their own independent tasks to
apply to the data container. Some of the built-in tasks in
the tlpipe are as follows:

Masking of the CNS The Tianlai data contain periodic
calibration signals from the CNS which must me removed
during analysis. A dedicated subroutine detects the pres-
ence of the CNS signal by measuring the difference between
the amplitude of two consecutive data points in an auto-
correlation channel and comparing it with the overall vari-
ance. The routine calculates the turn-on and turn-off times
of the CNS and sets elements of a Boolean mask array to
True when the CNS is on. In Fig. 4 the masked CNS can
be seen as periodic vertical straight lines.

RFI cleaning After masking the CNS we need to clean
RFI from the data. Multiple RFI flagging algorithms are
available in tlpipe, but a combination of the sum threshold
method (Offringa et al. 2010) and the scale-invariant rank
(SIR) operator method (Offringa et al. 2012) work best for
the Tianlai data. Visibility data points flagged as RFI are
recorded in the mask array. The RFI masked from 1 hour
of nighttime data using the sum threshold + SIR operator
method is shown in Fig. 4.

CNS calibration (relative calibration) Two methods
for calibration are included in tlpipe. For absolute calibra-
tion of the amplitude and phase of the gain we use strong as-
tronomical point sources (next section). However, as only a
few bright sources are available and accessing them requires
repointing the dishes, we also perform relative calibrations
using a regularly broadcast CNS signal. The CNS calibra-
tion is primarily used to remove the phase variations over
time but we are studying its use for amplitude calibration
as well.

We developed two different algorithms for the calibra-
tion using the CNS. The first task, nscal, uses the CNS
to calibrate each visibility. For each baseline, it defines the
visibility during the on and off cycles of the CNS to be
V ON

a,b = Va,b + V NS
a,b and V OFF

a,b = Va,b, where Va,b is the
observed visibility from the sky and V NS

a,b is the visibility
from the CNS corresponding to the baseline a, b. The phase
introduced by the CNS is then φa,b = Arg(V ON

a,b − V OFF
a,b ).

Because the CNS phase is constant for a particular base-
line, and the CNS amplitude is assumed to be constant, the
corrected visibility from the sky, after the CNS calibration,
is V NS−Cal

a,b = exp(−iφa,b)Va,b/|V NS
a,b |, where the CNS signal

is assumed to be much larger than the sky signal. In fact,
because the CNS signal enters through the sidelobes of the
beam, its amplitude is not very stable. We use the CNS pri-
marily for phase calibration. Further details appear in Zuo
et al. (2019).

The second task, nscalg, uses the CNS to perform a
global fit to the observed visibilites to determine an inde-
pendent (complex) gain for each feed. Because only phase
differences between feeds matter, the phase of feed 1 is fixed
to be zero without any loss of generality. The gain ampli-
tudes reported are relative to the (uncalibrated) CNS am-
plitude. This method is used in the CNS calibration results
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Figure 11. Schematic of the data processing pipeline implemented in the tlpipe package
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Task3

Data container1

Data container2
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Data container4

Figure 12. This schematic describes the relation between
the three major components of the tlpipe data-processing
pipeline.tlpipe implements two types of data container: the Raw-
Timestream and Timestream. The tasks take an instance of one of
the two data container types as input, and produce an instance of
one of the two data container types as output. The input and out-
put can be the same instance (i.e. both RawTimestream or both
Timestream), possibly with modified data and/or meta data, or
different instances (i.e. input instance of RawTimestream, out-
put instance of Timestream). Data are transferred from the in-
put instance to the output instance, then the input instance is
destroyed. The data container is the memory mapping of HDF5
files on disk. Tasks operate on the data contained in the data
container in memory. The data volume is not multiplied on disk.

shown in Sec. 6. Because the gain changes with time, a spline
is fit to the measured gains and used to interpolate between
CNS calibration events. Because there are only N gains but
N × N visibilities, this process is not perfect.

Point source calibration (absolute calibration) After
the relative phase calibration using the CNS, transits of
strong astronomical radio sources are used to make an ab-
solute gain calibration that gives the actual amplitudes and
phases of the complex gains for each feed. The solution is ob-
tained by fitting the transit signal for each of the N(N −1)/2
visibilities (assuming known geometry) for each frequency,
independently. The algorithm decomposes the 16×16 visibil-
ity matrix for each polarization to yield the complex gains
for the 16 feeds. The H and V feed gains are determined
independently. Calibration is provided in units of K or Jy.

Again, there are two calibration routines. PSCal and
PScal2 both use the same robust principal value decompo-
sition to determine the gain of each feed, but have some
differences in the handling of outliers and diagnostic infor-
mation. See Zuo et al. (2019); Zuo (2020) for details. The
computed gain is applied to the entire data set until the next
point source transits.

Map-making The built-in mapmaking code uses the
m−mode analysis from (Shaw et al. 2015, 2014; Zhang et al.
2016b). There are also independently-written mapmaking

codes which we use for data analysis. Details are discussed
in Sec. 7.

Utility tasks and plotting tasks Apart from these stan-
dard tasks, tlpipe includes multiple utility packages and
plotting tasks. The utility packages include codes such as
those for removing contamination by the Sun from the day-
time data. This technique uses an eigenvalue approach for
removing the largest eigenvalue from the daytime data and
can successfully remove 99% of the solar contamination. It
will be described in a future publication. Other utility pack-
ages include removing bad channels, daytime masking, etc.
The plotting packages include codes for plotting waterfall
plots, plotting time or frequency slices of the data, etc.

6 CALIBRATION

As described in Section 5, two complementary methods are
used to calibrate the amplitude and phase of the electronic
gains of the receivers. Transits of point sources are used to
obtain absolute gain and phase calibrations, every few days,
up to a maximum of two or three times per 24 hours, while
the CNS calibration procedure allows tracking every few
minutes of the electronic phase calibration drift between the
on-sky bright source calibration. (In fact, for observations
of the NCP region, where there are no bright point sources,
point source calibration requires repointing the dishes away
from the pole. In the future, calibration from bright point
sources that appear in the antenna sidelobes (see Fig. 22)
may prove useful, but that topic is beyond the scope of this
paper.) In this section we apply these two types of calibra-
tion to the data and evaluate the stability of the array’s gain
(amplitude and phase) over time.

6.1 Gain stability measured with the CNS

The response of the dishes to the CNS is not a smooth
function of frequency and the shapes of the response vary
widely. Based on the comparison with astronomical point
source calibration and normal observation data described in
latter sections, we believe much of this frequency structure
arises because, for most observing directions, the CNS is
coupled to the antennas through their far sidelobes. Elec-
tromagnetic simulations of these far sidelobes demonstrate
significant variation with frequency. Fig. 13 (Left) is a “typi-
cal” H-H cross-correlation and Fig. 13 (Right) is a typical V-
H cross-correlation. The plots show the cross-correlation of
feeds in different dishes, but when the feeds are in the same
dish the plots are similar. The phase plots have a phase and
delay that is fit and subtracted from the visibility phase so
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Figure 13. Left: Gain versus frequency for the cross-correlation of feeds 1H and 3H, measured using the CNS with nscal2. The amplitude
is in raw (uncalibrated) visibility units and the phase is in radians. Right: Gain versus frequency for the cross-correlation of feeds 3V and
16H. The amplitude is in raw (uncalibrated) visibility units and the phase is in radians. The two baselines used in this plot are fairly
typical.

that the residual phase is close to zero. Note that the ampli-
tude of the response of the H-H and V-H polarizations are
similar.

Fig. 14 shows the gain as a function of time for feed 5V
with respect to time for 3 consecutive days in October 2017.
The gain is measured using the nscalg task described in the
previous section. The site temperature recorded for the same
3 days is shown in the bottom plot of Fig. 14. The changes
in amplitude and phase are correlated with each other and
with temperature, particularly on short time scales, but the
relationship is not 1-to-1. However, it is reasonable to ex-
pect that the temperature of the electrical components does
not follow the site air temperature exactly. Indeed, there is
a clear hysteresis behavior during the daylight hours. The
large phase shift observed is probably caused by temperature
changes in the long fiber optic link between the receivers on
the dishes and the correlator. A 4% variation in the typi-
cal temperature dependence of the index of refraction of the
8 km long fibers combined with a 10 degree C change in
temperature would explain a 1 radian phase shift.

After applying nscalg, which determines the gains of
the individual feeds, we can test the calibration process by
computing the calibrated visibilities that should have been
observed by baselines involving those feeds. Fig. 15 shows
such a test. The observed 1H-5H visibility (red data points,
measured when the CNS is on) is compared to the visibility
that is expected using the fitted gain curves for feeds 1H
and 5H. There is a small but significant offset of about 0.04
radians, or about 2◦, in the phase, but the amplitude is well
described by the curve. This plot is typical of a significant
offset; other visibilities have similar offsets with the opposite
sign and other visibilities show smaller or no offsets. The er-
rors are estimated from the variance of the noise signal over
the 20 bins of 1 s that are measured while the noise signal is
applied. The amplitude data are much smoother than would
be expected from the error estimate. The phase errors are
considerably smaller because the real and imaginary parts
of the noise signal are correlated, resulting in larger radial
than azimuthal fluctuations in the complex plane. We dis-
cuss possible sources of this correlation, which we call “cor-
related noise” in Sec. 8.1. The fits for each frequency are

independent of each other, so plotting adjacent frequencies
is an indication that changes in time are not an artifact of
the fitting process.

6.2 Gain stability measured with point sources

The stability of the instrument was studied by analyzing its
response to Cassiopeia A (Cas A) over 12 days. Cas A domi-
nates the radio sky in the northern hemisphere. The Tianlai
array was pointed at a fixed declination of 58.8 degrees, the
declination of Cas A, and operated in driftscan mode. The
data are listed as CasAs 20171026 in Table 2. We analyzed
variations in the magnitude and phase of a typical visibil-
ity during repeated transits of Cas A across the meridian.
The time-dependent response pattern follows the Gaussian
profile of the main beam of the antennas shown in Fig. 5.

The amplitude and phase of the uncalibrated peak re-
sponse for all frequency channels is shown in Fig. 16. The
response for all 11 nights is plotted, showing that the gain
amplitude and phase are quite stable over time. There is sig-
nificantly less structure in the amplitude spectrum (Fig. 16)
than in gain measurements made with the CNS (Fig. 13);
as the signal from Cas A enters through the main beam of
the antennas, this suggests that the oscillating structure in
the CNS case is probably a result of frequency dependence
of the far sidelobes, through which the CNS signal enters.

We verify that the phase calibration performed by the
CNS with the nscal task over 12 days is consistent with the
absolute phase determined by repeated transits of Cas A
over the same period of time in Fig. 17. The error is at the
level of a few degrees.

Deviations of the uncalibrated gain from the mean val-
ues are shown in Fig. 18. The upper left plot shows frac-
tional deviations in the amplitude of the gain compared to
the mean for each frequency channel, with 1 MHz resolution.
The lower left plot shows a 1-dimensional histogram made
from the top plot, in which we combine all 512 frequency
channels.

For an East-West baseline, we expect the phase of the
visibility to vary linearly with time during the times sur-
rounding each Cas A transit. The linear coefficient is de-
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Figure 14. Gain versus time for feed 5V at 747.5 MHz for three
days in October, 2017. Each color represents a different day. The
gain amplitude (top) scale is uncalibrated and the gain phase
(middle) scale is in radians. Site temperature for 3 days is shown
in the bottom plot.

termined by the baseline geometry and the frequency. The
right plots in Figure 18 show histograms of fractional devi-
ations from the mean phase slope over 12 days. We believe
these small changes in slope are from differential changes in
the lengths of the long optical fibers with temperature. The
phase of a given baseline has been observed to vary as the
temperature changes, as shown in Figure 14. If the timing of
the Cas A crossing corresponds to a time of rapidly-varying
temperature, the phase slope will deviate from the expected
value by a small amount. The set of days observed in Figure
18 happens to include roughly an equal number of days with
‘large’ vs. ‘small’ temperature fluctuations (i.e. temperature
changes throughout the day are greater or lower than 10 de-
grees Celsius). This may explain the bimodal nature of the
distribution of phase slopes.

6.3 Absolute Calibration

Absolute flux calibration is necessary to quantify the sensi-
tivity and accuracy with which the dish array can measure

Figure 15. Test of the nscalg calibration task, in which a fit for
the gain of each feed is determined using the CNS. These plots
are of visibility versus time for the cross-correlation of feeds 1H
and 5H. The blue lines are the spline fit to the expected value of
this visibility using the fitted feed gains. The actual response to
the CNS pulses is shown as red points. The amplitude scale is in
arbitrary units and the phase change is in radians. Also shown are
the data for both the next higher and lower frequency bins. The
fact that the adjacent frequencies show similar behavior suggests
that the wiggles are “real”, rather than noise, and probably due
to a time delay.

Figure 16. Uncalibrated gain amplitude (top) and phase (bot-
tom) versus frequency during transits of Cas A over 11 nights for
baseline 4H-9H. Each colored curve represents the peak response
during the transit for each night.
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Figure 17. Top: Phase variation measured using pscal before
and after calibration by the CNS using nscal. The phase variation
is calculated as the deviation from the mean of 11 days at the peak
of the Cas A transit. Bottom: Histogram of the phase variation for
20 typical baselines, before and after running nscal. Application
of nscal improves the phase deviation significantly.

sources dimmer than the calibrators, especially the very dim
21 cm emission which is the primary science target of the
Tianlai project. Initial calibration of dish observation runs
(listed in Table 2) is obtained by point source calibration on
the bright sources listed in that table. Absolute calibration
is obtained by comparison to published (external) measure-
ments of the flux of these calibrators. Accuracy of this pro-
cedure is limited not only by the dish array but also by the
comparison as discussed in Appendix B, where the specific
flux models used are also given.

While all of our runs span many days, we point toward
calibrators only at the beginning of each run, when the Sun
is down and we’d prefer that calibrators be near the zenith.
The brightest, Cyg A and Cas A, are always above the hori-
zon but may be far from the zenith at the start of a run
or even during the entire night. This is one reason different
calibrators are used for different runs. Typically two or three
calibrators are measured before a run and we may cross cal-
ibrate these. The brightest calibrators are easily detected by
the interferometer even when they are far off axis, which will
allow continuous “real time” calibration off of primary cali-
brators once we have an accurate off-axis beam model. This
will be an adjunct to sky calibration on sources nearer the
center of the beam, for which we must develop an accurate

sky model using our data. Accurate absolute calibration of
all of the observations will be a bootstrap process.

One can calibrate visibilities in terms of temperature or
flux density. For linear response

V
(raw)

a,b,α = g(X)
a,α g

(X) ∗
b,α V

(X)
a,b,α, (1)

where a and b are antenna indices, α is a frequency channel
index (frequency να), g

(X)
a,α is the complex gain, V

(raw)
a,b is the

uncalibrated visibility value, and X = F for flux density or
T for temperature (which we will drop where we need not
specify which).

The temperature gain is g
(T)
a,α =√

8π kB/(λ2D(να)) g
(F)
a,α, where kB is Boltzmann’s con-

stant and D(ν) is the beam directivity. This ensures that
V

(T)
a,a (ν) = TRJ if the telescope is illuminated only by an

isotropic blackbody with Raleigh-Jeans temperature TRJ.
Initial flux density calibration is straightforward using

the point source calibration described above. With accurate
flux models of the primary calibrator one obtains an initial
value of g

(F)
a,α(ν) for all antennas a in all frequency channels.

We will track subsequent gain variations using the CNS as
well as the sky signal.

Temperature calibration is derived from the flux cali-
bration, g

(T)
a,α from g

(F)
a,α. This conversion requires knowledge

of D(ν), which depends on the entire beam profile includ-
ing the far sidelobes. Our current knowledge of these comes
only from 4π electromagnetic simulations of the beam of
an isolated dish which does not include interactions with
neighboring dishes and other environmental factors which
will be important far off axis. The UAV data we have is not
extensive enough to estimate a directivity and deviates sig-
nificantly from the simulations (see Fig. 5). Below we use
D(ν) = 1407 + 5.38 ((ν/MHz) − 750) which is a fit to the
simulations in the band ν ∈ [700, 800] MHz. The larger side-
lobes found by UAV measurements suggest a smaller D(ν).
However D(ν) is bounded from below by the system tem-
perature it implies (see section 6.4) and it is not plausible
that D(ν) is significantly smaller than 1000. This might al-
low V (T) values as much as ∼ 40% smaller than the ones
quoted below. We quote uncertain temperature-calibrated
rather than flux-calibrated visibilities because these quan-
tities are easier to compare with expectations of diffuse or
unresolved emission such as from 21 cm signal.

Uncertainties in the far off-axis beam and concomitant
temperature calibration is not a major limitation in using
the array to accurately map regions of the sky observed by
the well understood central part of the beam when we use
flux calibrated visibilities. This is particularly true of obser-
vations of the NCP, where the regions of the sky which are
far off axis remain far off axis at all times. A more prob-
lematic uncertainty in obtaining accurately calibrated visi-
bilities comes from the residual drifts in gain identified in
sections 6.1 & 6.2. In future work we expect to be able to
track these residuals using sky calibration.

6.4 System temperature

We define the system temperature by Tsys ≡ V
(T)

a,a and cor-
responding system equivalent flux density by SEFD ≡ V

(F)
a,a ;

these are just the calibrated auto-correlations visibilities.
These quantities vary by only a few percent with frequency
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Figure 18. Histograms of the gain (left) and phase (right) of visibility 4H-9H measured over 12 days using Cas A transits for calibration.
No prior calibration procedures (e.g. nscal) have been applied. Left panels: Histograms of gain amplitudes. Left Top: Histogram of gain
amplitude variations vs frequency. The color scale shows number of occurrences. Frequency bins are 1 MHz wide. Left Bottom: Same as
top figure, but with all frequencies combined. Right panels: equivalent histograms of phase slope variations. The bimodal distribution in
the phase slope is thought come from temperature fluctuations, (Fig. 14), which we observe to affect the slope of the phase.

and time (except when the dishes are pointed toward a very
bright source) since they are dominated by the receiver and
ground temperature, whose fractional variation is small. In
Table 3 we list the mean Tsys and SEFD for the nighttime
data analyzed in section 8.4. Out of the 32 feed antennas,
5 (1H, 7H, 7V, 14H, 14V)) are not functioning and 5 of
the remaining 27 are identified as having abnormally large
Tsys, while the remaining have mean and standard devia-
tion (75.7 ± 2.7) K or for SEFD (11.7 ± 0.4) kJy. The re-
ceiver noise temperature is dominated by the LNAs, which
have a laboratory-measured noise temperature of ∼ 35 K.
The remaining 40 K should be mostly due to ground emis-
sion, Tspill, which is approximately what is expected from
the beam simulations.

If D(ν) were 40% smaller than indicated by the sim-
ulations then Tsys ≈ 55 K requiring Tspill � 20 K which
isn’t plausible given that smaller D(ν) is due to larger side-
lobes, which would increase, not decrease, our expectations
for Tspill.

6.5 Sensitivity

System temperature is a useful quantity because it gives the
minimum value of random noise (fluctuations) in the visi-
bilities. If the illumination and receiver noise give Gaussian
random phase voltages then the ideal radiometer equation
tells us the variance of the visibility is

Var(Va,b,α) ≡ 〈Va,b,α V ∗
a,b,α〉 − |〈Va,b,α〉|2 = 〈Va,a,α〉 〈Vb,b,α〉

#sample

(2)

where 〈· · · 〉 is the expectation of visibilities averaged over
realizations of voltage streams for fixed illumination pattern
and #sample (= δν δt for continuous sampling) is the number
of complex Fourier amplitudes averaged by the correlator to
obtain a visibility in a pixel. This variance provides a funda-
mental statistical limit on the accuracy of measurements of
the illumination pattern. To the extent that the signal varies
little between pixels one can average them into larger pixels,
increasing δν δt and decreasing the variance of the average.
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Table 3. We list here the average Tsys and the SEFD of the
27 fully functioning feed antennas during the 9 full nights of the
3srcNP 20180101 run. The average is over the 700-800 MHz band
and excludes times when the CNS is transmitting. The 5 entries in
red are identified as “hot antenna” with Tsys more than 4 standard
deviations above that of the 22 remaining feed antennas.

System temperature (K) SEFD (kJy)

Dish H-pol. V-pol. H-pol. V-pol.

1 – 107.5 – 16.6
2 72.9 78.9 11.3 12.2
3 87.0 159.6 13.5 24.7
4 78.3 76.0 12.1 11.8
5 76.9 71.2 12.0 11.1
6 77.6 72.2 12.0 11.2
7 – – – –
8 76.1 81.5 11.8 12.6
9 76.8 209.4 11.9 32.8

10 72.6 72.4 11.2 11.2
11 236.5 74.5 36.6 11.5
12 79.5 77.3 12.3 12.0
13 73.7 77.1 11.4 11.9
14 – – – –
15 75.0 78.7 11.6 12.2
16 75.9 70.5 11.8 10.9

Figure 19. Overlapping Allan variance (Riley 2008) vs. integra-
tion time, τ , for four typical baselines centered at 747.5 MHz with
bandwidth 0.244 MHz during nighttime only, for the real part of
the visibility. The visibility is uncalibrated and the vertical axis
is in arbitrary units. The intercept of the dashed line ∝ τ−1/2 is
adjusted so that it matches the variance trend. The plot shows
that the noise integrates down as 1/

√
τ , as expected, for about

300 seconds. The imaginary part of the visibility shows similar
behavior.

6.6 Sensitivity vs Integration Time

The level of visibility fluctuations due to noise or system
temperature (RMS) is shown in Figure 19. The plot shows
that the noise integrates down with integration time as ex-
pected for white noise, up to 300 seconds. Afterwards, it
starts increasing due to rotation of the sky.

Figure 20. (top) Dirty image of Cas A at 747.5 MHz, applying
QuickMap to a drift-scan from the 2017/10/30 transit using 121
horizontal cross-correlation baselines and one auto-correlation.
(bottom) Image of Cas A reconstructed by pseudo-inverting the
pointing matrix from the 2017/10/30 transit, in the frequency
slice around 747.5 MHz. The method was applied to three succes-
sive rectangular areas before, during, and after the actual Cas A
transit to cover the same sky area as the dirty image shown on
top. The maps include corrections for phase and relative gain.
The color scales are linear, in arbitrary units.

7 MAPS AROUND SOURCES

The 16 dishes of the array provide 16 auto-correlations
and 120 cross correlation visibilities for each of the two
linear polarisations (HH or VV), as well as 256 cross po-
larisation (HV) visibilities. To illustrate the array perfor-
mance, we have reconstructed sky maps around a few bright
point sources by combining single linear polarisation HH or
VV signals. The sky maps shown here have been obtained
through several algorithms which are briefly described in
Appendix C.

Fig. 20 (top part) shows the image of Cas A, recon-
structed using QuickMap, and data from the 12-day October
2017 driftscan at the source declination. We have used a
time interval of 4 hours of only one of the 12 transits (2017-
10-30) and a single frequency channel, (244 kHz bandwidth)
at 747.5 MHz. The map shows a band of declination around
Cas A, from 53◦ < δ < 63◦, covering 60 degrees in right as-
cension 300◦ < α < 360, with ∼ 0.1◦ ∼ 5 arcmin resolution.

The visibility data form a (720 × 121) complex array,
where 720 is the number of time samples from 4 hours of
observation, each sample averaged over a 20 second time
interval, and 121 is the number of horizontal polarisation
cross-correlations (H-H) plus one auto-correlation (16H).A
complex gain correction term has been computed, compar-
ing the observed visibilities with the ones expected for the
Tianlai array geometry, and a simplified sky model with only
one point source at the Cas A position.

Using the same data set, we have used BFMTV to recon-
struct a cleaner map. However, to limit the linear system
size, the four hours visibility data has been split into three
parts, each covering about 80 minutes. Three independent
map tiles, each covering ∼ 20◦ in RA, with some overlap-
ping guard area, have been computed and assembled side by
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side to obtain the full map, covering 60 degrees in RA, as
shown in figure 20 (bottom part). The main improvement
in the map quality is the suppression of side lobes, which is
clearly visible. On the other hand, non-Gaussian beam fea-
tures induce low amplitude patterns in the BFMTV map, as a
pure Gaussian beam is assumed to build the pointing ma-
trix. Contributions from sources outside the reconstructed
map area are not handled in the version of BFMTV used here;
these show up as an additional fluctuation pattern, easily
visible in the tile on the left side.

We also made maps using the public CASA3 software.
Figure 21 show the dirty and clean images of M1 using 1
hour of data around M1’s transit on 2018/1/1. 100 frequency
channels (749.9 MHz − 774.3 MHz) and all baselines of HH
polarization are used. We perform the phase, bandpass, and
baseline amplitude calibration. Both images are made using
CASA’s tclean task with the number of iterations of the clean
algorithm set to 0 to obtain the dirty map and set to 100 to
obtain the clean image, respectively.

Using TLdishpipe, a dirty images of the northern celes-
tial hemisphere (NCP) was constructed, shown in Fig. 22.
146 hours of data over 10 nights starting on 2018-01-01 and
all frequency channels (from 700 to 800 MHz were included
to construct this map.

We can use these maps to check our understanding of
the antenna patterns. We compared the estimated signal
magnitudes from Cas A and Cyg A in Fig. 22 to what we
would expect based on known source fluxes and the simu-
lated beam pattern. To enable the comparison, we averaged
the simulated beam pattern in azimuth and in frequency,
resulting in a single pattern that depends only on the angle
from the beam center of the antennas (Fig. 6). We found
that the flux density of Cas A and Cyg A measured in the
dirty map are in rough in agreement with the expected flux
density and beam pattern at an angle from the beam center
of 31◦ and 49◦.

8 NCP PERFORMANCE

The North Celestial Pole (NCP) region is selected as the
first deep survey region of the dish array. For a Northern
Hemisphere transit telescope with a limited field-of-view,
the NCP is the only place on the sky that allows continuous
observations. The strategy of long time observation of the
NCP gives the highest S/N visibilities within a given survey
time. Surveying the smallest solid angle possible also yields
the largest sample variance, which is a negative aspect of this
strategy. At the time of this writing we have accumulated
3700 hours of integration with all dishes pointed directly at
the NCP, although we only present a small fraction of it
here.

Typical visibility amplitudes when pointed at the NCP
are ∼ 500 mK during daytime and ∼ 50 mK during night-
time. With Tsys ∼ 70 K the noise temperature expected
for cross-correlations with 1 sec and 244 kHz sampling is
Tsys/

√
δνδt ∼ 150 mK (for the modulus), which would mean

these “pixels” are receiver noise-dominated during night-
time. In sections 8.1-8.7 we present visibilities averaged into

3 Common Astronomy Software Applications package : https:
//casa.nrao.edu/

“1 min×1 MHz” pixels by taking the mean over δt = 60 sec
and δν = 4 × 244 kHz = 0.977 MHz pixels, reducing the
noise to ∼ 10 mK level, so that even nighttime pixels have
S/N of a few. In sections 8.8-8.9 we revert to full 244 kHz
frequency resolution because in these sections we are study-
ing the noise. During 1 min the Earth rotates by 0.25◦. The
maximum angular resolution of the dish interferometer is
∼ 0.35◦, so even sources near the Celestial Equator would
not be greatly smeared during 1 minute, and sources near
the NCP have negligible smearing. Even with this rebinned
pixel, the S/N drops below unity occasionally, i.e. for cer-
tain frequencies and sidereal times, depending on the base-
line.

In this section we illustrate the NCP data with the vis-
ibility from a single baseline (2V × 10 V) from one run of
234 hours taken between 2018-01-02 and 2018-01-11. Dur-
ing this run only 13 of the dishes (78 of 120 baselines) were
fully functional and fairly well behaved, and we focus on
one particular visibility which we find to be illustrative of
the typical behaviour of the interferometer. It has a base-
line 5.9 m East and 9.9 m North or 11.5 m total. Figure 23
graphically represents this visibility over the entire 234 h run
using the color representation specified in Appendix A. For
the purpose of this section precise absolute calibration is
not important. Here we will use the initial point source cal-
ibration on Cas A described previously and not track gain
drifts after initial calibration. Complex gains may drift over
many days and nights of observation and in other contexts
we plan to correct for this using the CNS and a sky model
as described above. Here we wish to illustrate the smallness
of the effects of these drifts on sky observations, so no fur-
ther recalibration is applied. Also no specific RFI mitigation
is applied, although at times we use median averaging over
successive nights, which is a form of outlier rejection which
would remove the most prominent RFI.

One clearly sees the much larger solar signal during
daytime even though the Sun is 107.5◦ from the beam cen-
ter. The day/night transition is fairly sharp, taking only a
few minutes. One can see the daylight hours slowly drift
to larger sidereal time over successive days as the Earth
revolves around Sun. The “bow” pattern in the daytime
phases is what one expects when a bright source passes di-
rectly above the direction of the baseline. The irregularities
in the Sun-dominated visibilities are due to interference with
other bright off-axis sources, the complicated structure of
the beam pattern far off-axis, and also the correlated noise
described below. Apart from the shift due to Earth’s revo-
lution, the Solar visibilities, including the irregularities, are
highly repeatable. During nighttime the visibility signal is
smaller.

A less visual and more quantitative comparison of dif-
ferent sidereal days is given in Figure 24, which shows the
frequency-averaged visibility modulus. Daytime (roughly
15h � LST � 23h at this time) is dominated by the Sun,
which drifts to larger LST as expected. No LST drift is ap-
parent in nighttime visibilities, i.e. the features do not move
in LST. The most obvious night-to-night variations are in
the amplitude of the signal, which is a combination of gain
drifts and varying contamination from correlated noise. We
reiterate that no correction for time varying gain has been
made here.

The Sun contributes from 300 to 1500 mK and is peaked
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Figure 21. (left) Dirty image of M1 using CASA and 1 hour of data, (749.9 MHz − 774.3 MHz). (right) Clean image of M1 using CASA
and the same data as the left part.

Figure 22. Dirty image of the NCP region from all HH and
VV cross-correlation baselines and all frequencies (700 MHz −
800 MHz) using TLdishpipe. The color scale is in dB, with ar-
bitrary normalization. The l and m coordinates are the Fourier
conjugates to u and v, respectively.

near sunset (15h) and sunrise (23h) as one would expect for
vertical (V) feeds (for horizontal (H) feeds the solar signal
peaks near midday). The Sun’s motion on the the sky is
clearly evident as the pattern shifts to the right on suc-
cessive days. Since the Sun’s motion is mostly in the R.A.
direction, and the beam is centered on the NCP, the Sun will
approximately trace the same path through the side lobe of
the beam on sequential days but at different sidereal times.
Other day-to-day changes in the Sun signal are partly due
to gain variation but also due to increasing declination of
the Sun. The nighttime signal more accurately repeats every
sidereal day although there are evidently up to 20% varia-
tions, especially on days 10 & 11. The nighttime signal is
a combination of sky signal, which should depend only on
sidereal time, and correlated noise, which is roughly con-
stant. The night-to-night variation is a combination of gain
drift and variations in the correlated noise.

Figure 23. A sample of visibilities (2V×10V) from 234 h of obser-
vations of the Tianlai dish array from 2018-01-02 to 2018-01-11.
The complex visibilities are represented by colors as described in
Appendix A. The visibilities are divided into 11 strips correspond-
ing to sidereal days proceeding from top to bottom. The strips are
aligned in local sidereal time (LST), in each strip time proceeds
linearly from left to right (labeled on bottom) and frequency in-
creases linearly from bottom (700 MHz) to top (800 MHz). What
is shown is the mean of the visibility in 1 min × 1 MHz pixels
after removing 7 second intervals around the CNS transmitting
time. No RFI mitigation or corrections for gain drifts during the
11 days have been been made.

8.1 Nighttime Visibilities

Figure 25 shows the same visibilities as in Figure 23 except
only the nighttime data are shown and the color saturation
level has been adjusted to better represent the smaller night-
time signal. The dominant features are horizontal stripes
with some temporal variation. This is what one would ex-
pect if the data contains a significant amount of “correlated
noise” in addition to sky signal. Correlated noise is iden-
tified as being nearly constant in time and not exhibiting
the temporal fringe patterns one expects from Earth rota-
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Figure 24. The mean modulus of the visibilities of Figure 23
averaged in frequency for 1 minute pixels for the full sidereal day.
The sequential sidereal days are represented in different colors
from purple to red.

tion; it is a type of RFI which may be natural, man-made,
or even self-generated. Generally, the nighttime visibilities
contain roughly equal contributions of sky signal and corre-
lated noise although some baselines exhibit very little cor-
related noise. Unfortunately, we have no other handle on
the amount of correlated noise besides the visibilities them-
selves. The cause of correlated noise has not been determined
but ground emission is probably significant and radio emis-
sion from one feed being picked up by another (“cross-talk”)
is also likely; this type of coupling is seen in HERA Kern
et al. (2019, 2020). Line-of-sight transmission between feeds
is a possible cause, as this is not blocked by the dishes. The
beam gain in these directions is very small, but the Tian-
lai Dish Array is fairly compact, with dish centers placed
as close as ∼ 1.5 diameters from each other. It is also pos-
sible that there is some leakage of signal between different
channels during transmission to the correlator, though in the
present case such leakage is unlikely as the signal is transmit-
ted via fiber optic. Cross-talk would depend on the geometry
and decrease with distance between the feeds. There is some
evidence for this behaviour, though it is not entirely clear.
The frequency spectrum including the overall amplitude of
correlated noise varies between the baselines. Other analysis
suggests it is not caused by a single or small number of very
noisy transmitters.

Figure 25 also exhibits a few bright pixels such as near
11h on the 1st night and near 9h on the 10th night. These do
not repeat with sidereal time, span a small frequency range,
and may be external RFI. RFI flagging will identify these
and other less obvious RFI contamination. In this section we
do not make use of RFI flagging, however, when we median
average different nights, obvious outliers are suppressed.

8.2 Subtracting Correlated Noise

Correlated noise that is constant in time can be removed by
subtracting off the time-averaged mean visibility. This would
also completely remove any unpolarized sources which are
exactly at the NCP, and partially remove sky signal from
other directions. The controlled removal of a small fraction

Figure 25. Same as in Figure 23 but only times when the Sun
is below the horizon are shown, and the color brightness scale
has been increased to better show the nighttime visibilities. The
nighttime strips do not align in sidereal time since the revolution
of the Earth around the Sun causes daylight and nighttime to drift
to later sidereal times. The signal that is visible is a mixture of sky
signal and correlated noise of similar magnitude. This is typical
of the dish array although some baselines have significantly less
and some significantly more correlated noise.

Figure 26. The modulus of the nightly averaged (mean) visibil-
ities for 9 nights in 977 kHz pixels. The 1st and last night are not
used since they cover much smaller intervals of LST. Between the
9 nights the nighttime LST interval varies due to Earth’s revolu-
tion about the Sun. Because this average is contributed to by both
sky signal and correlated noise, to obtain the same contribution
from the sky each night this average is computed over the common
nighttime (23h54m < LST < 14h31m), which is somewhat shorter
than the full range of nighttimes (23h15m < LST < 15h01m) over
the 9 nights.
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Figure 27. Same as in Figure 25 but with the nightly mean
from Figure 26 subtracted from each night. This signal accurately
repeats every 24 sidereal hours. Also visible are a few bright pixels
noted above and a few bright stripes of several hours duration
which do not repeat every night (e.g. on day 10 near 715 MHz
appearing near 0h and between 4h and 5h). The bright stripes
may be due to RFI but also may be an indication of variability
of the correlated noise.

Figure 28. The mean modulus of the visibilities of Figure 23
averaged in frequency for 1 minute pixels as in Figure 24. Here
we restrict to common sidereal nighttime and nights 2-10. The
top, lighter curves are the same as in Figure 24, while the bottom
curves are after subtracting the nightly mean, whose modulus is
shown in Figure 26.

of the sky signal is easily modelled and accounted for when
inferring the sky signal. Figure 26 shows the modulus of the
nighttime time-averaged (mean) visibility as a function of
frequency for nights 2 through 10. This average is roughly
similar between the different nights, but with significant
(13 mK rms) variation out of an RMS value of 50 mK or
25%. The night-to-night variation is contributed to by both
variation in the correlated noise and the gain, and is much
larger than the system noise inferred by the system temper-
ature.

In Figure 27 these nightly mean visibilities are sub-
tracted, revealing a fringe pattern as expected for bright lo-
calized sources on the sky. Detailed features are more appar-
ent than in Figure 25, and these appear to repeat accurately
each sidereal day. There are features which do not repeat:
the few bright pixels noted above and a few bright stripes of
several hours duration which do not repeat every night (e.g.
on day 10 near 715 MHz appearing near 0h, and between 4h

and 5h). These few non-repeating bright stripes may be due
to external RFI, but also may be an indication of variabil-
ity of the correlated noise. The median absolute visibility is
22 mK, and the night-to-night median absolute deviation (a
statistic which suppresses outliers) is 4 mK, which is compa-
rable to that expected from the system noise temperature.
In this regard 2V×10V is better than most baselines, where
the night-to-night variation is significantly larger than the
system noise. Our belief is that nearly all of the signal re-
maining in Figure 27 is sky signal.

8.3 Night-to-Night Variation

Figure 28 gives a quantitative projection of Figure 25 and
Figure 27, before and after nightly mean subtraction. This
subtraction greatly reduces the night-to-night variation both
in absolute terms and as a fraction of the remaining signal.
Subtraction of the nightly mean removes much of the corre-
lated noise but also a significant fraction of the signal (gain
times sky). Since the sky signal should be the same at the
same LST it does not contribute to night-to-night variation
which can be due to variations in gain or in correlated noise.
One would not expect that subtracting the nightly mean
would decrease the fractional variation if the variation were
only due to gain fluctuations, so we infer that much of what
was subtracted is correlated noise.

8.4 Average Sidereal Night

One can average all the nights’ visibilities into a single visi-
bility which should have smaller noise than each of the indi-
vidual nights. The averaging procedure used here is to take
the median average of 1 min×1 MHz pixels at the same
LST and frequency to create an “average sidereal night” or
ASN. This is what is shown in Figure 29 for the intersec-
tion of LSTs of the 9 complete nights. Median averaging
suppresses the effect of outlying values, essentially removing
non-repeating hot (or cold) pixels and stripes. There are no
glaringly obvious “defects” in Figure 29.

The visibility patterns of figures Figure 27 and Figure 29
give the visual impression of a wavy surface colored with
nearly horizontal rainbow stripes, like ribbon candy or a flag
fluttering in a breeze. The horizontal rainbow stripes indi-
cates a vertical gradient in phase of the visibility or fringe
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Figure 29. The average sidereal night (ASN) visibilities for baseline 2V×10V. This is the median average of 1min×1MHz visibilities at
the same LST and frequency from the 11 nights shown in Figure 27.

Figure 30. Simulated visibility of Figure 29 based on the NVSS catalog using an Airy disk beam model. Nightly mean subtraction has
been applied.

Figure 31. The average sidereal night (ASN) for baseline 2V×10V after polar dephasing which removes the phase gradients due to the
signal delay between the northern and southern feeds for sources near the NCP.

pattern. This is a consequence of the fact that most of the
signal comes from near the NCP: the northern feed receives
signals from the NCP before the southern feed which leads to
a phase delay which increases linearly with frequency. Note
that if all the signal came from a unpolarized source pre-
cisely at the NCP then the visibility pattern before nightly
mean subtraction would be perfectly horizontal stripes, and
the nightly mean subtraction would remove the entirety of
the signal. Figure 29 only shows the remnant of this fringe
pattern, which come from the sources located not precisely
at the NCP. These waves are a superposition of slow waves
with a timescale of hours and faster waves with a timescale
of ∼ 10 min. The later we refer to as “fast fringes”. The vari-
ation in the time direction is due to rotation of the Earth.
The slow waves are due to sources near the NCP which do
not move rapidly on the sky, while the fast fringes are from
bright far off-axis sources at low declination which move
more rapidly as the Earth rotates (see section 8.6.

For comparison we have used the radio point source
catalog of the NVSS (Condon et al. (1998)) to construct a
model the ASN shown in Figure 29. It is a very rough sim-
ulation using a simple beam model and is based on data at

1.4 GHz which is significantly out of our band. The simu-
lated visibility, shown in Figure 30, exhibits a general qual-
itative similarity to the Tianlai data: the slow waves and
fast fringes are of similar amplitude and are often in phase.
Some quantitative features are significantly different, which
we attribute to both the inaccuracies of the beam model and
the mismatched frequency band.

8.5 Polar Dephasing

Since much of the sky signal should come from near the
NCP one can adjust the phase center, as in a phased ar-
ray, to point directly at the NCP, i.e. adjust the visibility
phases by ΔArg[V ] = 2π ν

c
b · n̂b · n̂b · n̂NCP where n̂̂n̂nNCP is the di-

rection to the NCP and bbb is the baseline. In a horizontal
(Earth) frame both b and n̂NCP are constant in time and so
is the correction to the phase gradient. For 2V×10V the ex-
pected polar phase gradient corresponds to 2.4 stripes (full
cycles through the phase spectrum) over 100 MHz band-
width, which is just one one sees in Figure 29. Another vi-
sual comparison after the adjusting the phase center to the
NCP is shown in Figure 31. Nearly all the vertical phase gra-
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dients are removed, demonstrating that most of the signal
does indeed come from sources near the NCP. What remains
are slowly varying visibilities coming from sources near the
NCP, which move slowly due to Earth rotation, plus more
rapidly varying fringe patterns from bright sources far from
the NCP.

One usually phases an array to facilitate imaging of the
region one is (electronically) pointing toward. Our motives
are somewhat different. Figure 31 illustrates that the initial
phase calibration is good enough to accurately point at the
NCP. This figure also illustrates the amount of mode mixing
we have to contend with in Tianlai dish data.

8.6 Far Off Axis Sources

To accurately identify all the sources contributing signifi-
cantly to an ASN would require a more accurate beam model
than we currently have. However, the beam pattern almost
certainly does not vary as rapidly as the fast fringes evi-
dent in the ASN. The fast fringes can only be from rapidly
moving sources far from the NCP where the beam gain is
low (� −30 dB smaller than at the beam center); which
means they can only come from a few very bright far off-axis
radio sources. The lack of source confusion of very bright
sources allows us to accurately identify the sources of these
fast fringes even with only a single baseline using any of a
variety of fitting or deconvolution techniques.

The measured and simulated visibilities of Figures 29
& 30 have a very similar fast fringe pattern and in the sim-
ulation, which is based on a point source catalog, we can
associate the fast fringes with Cas A and therefore infer
that this is also the source of the fast fringes in the Tianlai
observational data.

From Figures 27 & 28 one sees that the fast fringes are
easily identified in only ∼ 20 min of data. The ability to
regularly isolate the contribution from individual well cali-
brated point sources using only a single baseline provides us
with a real-time calibration method for each baseline with
which to supplement the CNS.

8.7 Redundant Baselines

The wavy patterns of the visibilities from different baselines
are generally quite different. However, for baselines with
nearly the same bbb we expect the visibilities from the sky sig-
nal to be nearly the same. In Figure 32 we plot the ASNs of
three baselines with nearly identical bbb and find that indeed
the ASNs are nearly the same. This gives support to our
contention that after nightly mean subtraction the remain-
ing signal is predominantly from the sky. One can discern
a noticeable phase shift of ∼ 0.6 rad in the central panel
relative to the other two, which is evidence for differences
in phase of the gain. Because the complex gain of each an-
tenna was initially calibrated on Cas A before the dishes
were pointed at the NCP, this difference in gains in the 9
night average is evidence for changes of the gain over the 10
days since this initial calibration.

Figure 32. Shown are the average sidereal night visibilities of
three nearly redundant baselines after median nightly subtrac-
tion but without polar dephasing, as in Figure 29. The baselines
and nominal separation of feeds in mm are, from top to bottom,
12V×11V: 4391 E−7596 N−6 Z, 13V×16V: 4387 E−7601 N−5 Z
and 16V × 10V: 4424 E − 7604 N + 4 Z (E=East, N=North,
Z=vertical). The nominal separations are as surveyed after in-
stallation; because the feed positions are not continuously moni-
tored there is some uncertainty in these numbers. For example, if
the dishes are not all precisely pointed in the same direction the
separations will differ from the nominal values.

8.8 Spectral Smoothness of Visibilities

The 21 cm signal is much smaller than that of the “fore-
ground” sources we have examined so far. One feature that
differentiates the foregrounds from 21 cm is the foregrounds
have a smooth broadband spectrum while 21 cm emission is
in the form of a spectral line and is not smooth. This differ-
entiating feature is confused by the phenomenon of “mode-
mixing”, the fact that fine angular structures in the fore-
ground emission will be aliased into relatively non-smooth
spectral dependence of the visibilities due to the frequency-
dependent angular response of the array. For example, while
most of the frequency dependence (horizontal fringes) of Fig-
ure 29 has been removed by polar dephasing in Figure 31,
there still remain horizontal components of the fast fringes
from bright off-axis sources. While one can possibly subtract
the fringe patterns of a few known bright sources, this would
become intractable for the multitudes of sources which con-
tribute to mode mixing at the level we are interested in.
A variety of techniques have been proposed to project out
mode-mixed foregrounds from the 21 cm signal, and we will
use them in Tianlai in the future, but here we examine a
more conservative approach: limiting analysis to frequency
modes which are not significantly mixed with foregrounds at
the level of the system noise temperature. Here we quantify
which modes these are. Foreground-contaminated frequency
modes are sometimes said to be “in the wedge” and those
not “outside the wedge”. Forecasts of the performance of in-
tensity mapping often assume only modes outside the wedge
are usable, so it is important to quantify where the wedge
is!

There are various ways to quantify spectral smoothness
of the visibilities. One is to decompose the visibility into
frequency modes

Va,b,α =
√

nch

nch−1∑
n=0

aa,b,nUn,α (3)

where α indexes the equally spaced frequency channels, nch

in number. Un,α for fixed n gives the spectrum of the mode
which should be increasingly non-smooth in frequency as
n increases. It is convenient to take these modes to be or-
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Figure 33. Plotted as a function of n is the rms value of |an[LST]|
averaged over all LSTs and 1, 3 and 9 successive nights of visibil-
ities shown in Figure 27 after polar dephasing. Red points are for
a single night, green three nights and purple nine nights. Poly-
nomial order refers to n. The top wavenumber scale gives the
approximate k‖ corresponding to a given n for a cosmological
21cm signal. The color coded horizontal lines give the white noise
spectrum for uncorrelated noise given by the system temperature
measured during the same time interval. For small n this signal
converges after a few nights while for large n it integrates down as
N

−1/2
nights with amplitude very close to the system noise prediction.

thonormal so that Un,α is a unitary matrix and

1
nch

∑
α

|Va,b,α|2 =
nch−1∑

n=0

|aa,b,n|2. (4)

Thus |aa,b,n|2 gives the contribution of mode n to the
mean square Va,b,n. A discrete Fourier transform is of
this form but instead, we choose a polynomial-based
decomposition where the frequency dependence of the
modes is approximately described by Legendre polynomials
Un,α

∝
∼ Pn

[
2 να−νmin

νmax−νmin
− 1

]
. Specifically we start with Leg-

endre polynomials on a grid and Gram-Schmidt orthonor-
malize them. For this “Legendre decomposition” Un,α is real
and orthogonal. Just as with Fourier transforms in the case
of white noise each mode amplitude, aa,b,n, is statistically in-
dependent with zero mean and identical variance 〈|aa,b,n|2〉.
These discrete Legendre polynomials are increasingly oscil-
latory (non-smooth) with increasing n just as for a Fourier
decomposition.

Applying this “Legendre” decomposition to the night-
averaged and polar-dephased visibilities we compute the “n-
spectrum”, which is the mean value of |aa,b,n|2 averaged over
all minutes of an ASN. Polar dephasing moves much of the
n ∈ [5, 10] power into n = 0, 1, 2 but does not change the
total power. In Figure 33 we plot these spectra for the visibil-
ity mean averaged over successive full nights. Here we have
use full 244 kHz spectral resolution allowing us to measure
the n-spectra up to n = 409 rather than only n = 102 for
977 kHz averaging. We see that for n = 0, 1, 2 the n-spectra
seem to have “converged” in 1 night and for n � 8 after ∼ 3
nights. We would need more nights to see clear convergence
at n � 10. For n � 50 the n-spectra are quite flat, close
to white noise. The spectral flatness relies on limiting the
band to ν ∈ [700, 800] MHz as the noisy band edges tilt the

spectrum red-ward. For n < 30 the spectra do fall off with
increasing n but not nearly as fast as one would predict for
the very smooth spectra of optically thin synchrotron or free-
fee emission. Much of this is due to mode mixing manifested
by the fast fringes of bright off-axis sources which we could
in principle subtract. The persistent feature at n ≈ 40 may
also be due to bright sources. Incomplete removal of cor-
related noise is another possible cause for the slower than
expected fall-off with n. Applying the same procedure to the
daytime data we find this white noise tail only extends to
n � 200.

The n > 100 white noise tail amplitude does “integrate
down” ∝ Nnights

−1/2 just as one would expect for (zero
mean) noise which is uncorrelated between nights. To illus-
trate this we also plot the n-spectra of the “system noise”
predicted by the radiometer equation given the system tem-
perature (

√
T 2V

sys T 10V
sys = 75.5K) measured from the auto-

correlations. For n > 100 the system noise accounts for al-
most all of this power spectrum, leaving little room for con-
tamination by sky signal other sources of correlated noise.
Thus at the level of sensitivity obtained with 9 nights of
data from a single baseline the radio emission from the sky
does indeed have a smooth spectrum in that it does not con-
taminate the high-n part of the spectra, leaving ∼ 75% of
the n-modes apparently free from foregrounds. We explore
this in more detail below.

Figure 33 uses mean averaging over different nights in
contrast with Figure 27, which uses median averaging. While
median averaging suppresses outlying visibility values as
produced by RFI it has poorer noise performance. Using me-
dian nightly averaging we find the n spectra integrates down
more slowly, as ∼ Nnights

−0.37. The cause of this different
scaling can be understood if one allows for night-to-night
gain variations. A median will choose for each pixel the cen-
tral visibility value which can be from different nights for
different pixels. If the gain varies from night-to-night then
neighboring pixels in the median average can take visibility
values from different nights with different gains. Night-to-
night variation in the gain will result in sharp features in
the frequency spectra as well as the visibility time series.
Such discontinuities would be introduced by any method
which removes or suppresses RFI-flagged visibilities such
that neighboring pixels sample different sidereal days with
different weights. Mean averaging gives equal weight to each
night and therefore depends on the mean gain averaged over
all nights, which is not expected to have sharp features in
frequency or in time. If RFI is rare then RFI flagging has an
advantage over median averaging since RFI flagging affects
only a small fraction of the data whereas median averaging
will introduce discontinuities everywhere. One can use the
difference between mean and median averaging to quantify
the level of night-to-night gain variation.

8.9 Correlated Signal after Foreground
Subtraction

Foreground removal in hydrogen intensity mapping relies on
the ability to separate rough spectrum 21 cm line emission
from smooth spectrum foregrounds. In the previous section
it was shown that an ASN mostly contains relatively smooth
spectrum signal or, more specifically, that the non-smooth
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spectrum (n > 100) part of the signal is very close to the
system noise and contains very little sky signal or correlated
noise. In this section we constrain how much rough spectrum
signal might remain in the ASN cross-correlations. One pow-
erful and precise tool to measure this is the radiometer equa-
tion which gives the excess variance in the cross-correlations
over that predicted from the auto-correlations.

For a given antenna pair, a and b (a 
= b), we measure
three visibilities: complex Va,b and real positive Va,a and Vb,b

at each time sample and frequency channel. Denote by 〈· · · 〉
the expectation of visibilities averaged over realizations of
voltage streams for fixed illumination pattern. Quantities
without a 〈· · · 〉 are the measured values. Define correlated
signal as any non-zero contribution to 〈Va,b〉. This may in-
clude not only sky signal, but also RFI, ground spill and
correlated noise. Uncorrelated noise is then any signal un-
correlated between antennas as is expected for receiver noise.
Since 〈Va,b〉 is oscillatory and varies in an unknown way with
time and frequency it is not amenable to precise estimation
simply by averaging over long intervals of time (t) and/or
frequency (ν); in contrast to real positive definite quantities.
One can however use the radiometer equation to estimate
the rms of the oscillatory 〈Va,b〉 through averaging positive
definite quantities. This method for determining |〈Va,b〉| is
useful when the signal is too small to determine by averaging
Va,b over small intervals of t and/or ν.

The ideal radiometer equation, valid when the voltages
are given by a Gaussian random process stationary over the
sample time, may be written

|〈Va,b〉|2 = 〈|Va,b|2〉 − 〈Va,a〉 〈 Vb,b〉
N sample

. (5)

Here N sample is the number of complex Fourier amplitudes
averaged by the correlator to obtain the visibilities. The
right hand side is the excess power above that expected for
uncorrelated noise and contains only positive definite quan-
tities allowing estimates of the left hand side by averaging.
For each pixel define the excess power

Wa,b ≡ |Va,b|2 − Va,a Vb,b

N sample
, (6)

For Gaussian illumination and N sample � 1

〈Wa,b〉 = |〈Va,b〉|2
Var(Wa,b) = 3 |〈Va,b〉|4 (7)

+4 〈Va,a〉 〈Vb,b〉 〈Va,a〉 〈Vb,b〉 − 2 |〈Va,b〉|2
N sample

.

Denote unweighted averaging over pixels (frequency and/or
time) by · · ·. Thus Wa,b is an unbiased estimator of |〈Va,b〉|2
with variance Var(Wa,b)/Npixel where Npixel is the number
of pixels averaged. This assumes fluctuations are uncorre-
lated between pixels which is expected: in the time direc-
tion because the pixel duration is large compared to the
light travel time across the telescope, and in the frequency
direction because of the random phase approximation.

The sensitivity to small correlated signal that can be
obtained from Wa,b is limited by the contribution of the
uncorrelated noise to it’s variance:

δVa,b ≡
√

2 〈Va,a〉 〈Vb,b〉
Npixel N sample

(8)

With continuous sampling N sample = δν δt and

N sample Npixel = Δν Δt where Δν and Δt are the to-
tal bandwidth and integration time averaged over. For
the ASN of section 8.4 Δν � 100 MHz, Δt � 9 × 14 hr,
V

(T)
a,a V

(T)
b,b ∼ (75 K)2 so δV

(T)
a,b ≈ 16 μK.

The correlated signal in time/frequency pixels is well
above this sensitivity and large enough to estimate directly
by averaging Va,b over a ν-t interval small enough that 〈Va,b〉
would not vary significantly. However this is not uniformly
true of a Legendre decomposition of the visibility: for small
n the S/N is large while for large n it is small and the excess
power is a small fraction of the uncorrelated noise.

The radiometer equation transformed into n-modes is

|〈aa,b,n〉|2 = 〈|aa,b,n|2〉 − (〈Va,a,α〉 〈Vb,b,α〉)n

nch N sample
. (9)

assuming random phases so that fluctuations in different fre-
quency channels are uncorrelated. Here α is the frequency
channel index and (fα)n ≡ ∑

α
On,α

2 fα is a frequency aver-
age since

∑
α

On,α
2 = 1. This average is required to account

for the frequency dependence of Tsys. One can measure the
excess power

wa,b,n ≡ |aa,b,n|2 − (Va,a,α Vb,b,α)n

nch N sample
. (10)

which for N sample � 1 has expectation value 〈wa,b,n〉 =
|〈aa,b,n〉|2. By measuring the average excess power one can
estimate the average amount of correlated signal, |〈aa,b,n〉|2
for any n since 〈wa,b,n〉 = |〈aa,b,n〉|2. Here · · · denotes an
average over t and/or n.

We measured wa,b,n averaged over the 9 full nights of
the 3srcNP 20180101 run analyzed in section 8.4 and exclude
auto-correlation baselines and baselines which contain any of
the hot antennas identified in section 6.4. We are interested
to see if there is evidence for any correlated signal for n �
100 so we calculate

nch−1∑
n=100

wa,b,n = (1.51 ± 0.62) mK2 (11)

for 1 min×244 kHz pixels (nch = 405). The right-hand-side
gives the means and standard deviation of these excess pow-
ers for the baselines analyzed. This number gives the con-
tribution of n � 100 modes to |〈Va,b,α〉|2. While this excess
power is well above the ∼ (20 μK)2 sensitivity for this large
a region of the ν-t plane it is a very small fraction, < 0.1%,
of the ∼ (50 mK)2 correlated signal that comes out the cor-
relator. Thus the n � 100 hi-pass filter has “leakage” of no
more than -30dB of the total power.

This excess power is ∼ 4% of the ∼ (20 mK)2 uncorre-
lated noise per pixel (in one night). So long as this additional
power is uncorrelated in time it will integrate down and only
increase the amount of observation time required to reach a
given noise level by ∼ 4% above the ideal.

Excess power at hi-n may be from any combination of
sky signal, ground spill, correlated noise or RFI; or it may
be instrumental. Since each of these is expected to be uncor-
related with each other this puts an upper limit of � 1 mK
on the n � 100 component of each one of these components
separately for 1 min-244 kHz pixels; or � 0.5 mK for 1 min-
1 MHz pixels.
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8.10 NCP Summary

We have examined in detail 9 full nights of data with the
dish array pointed at the NCP. Typical auto-correlations
are Tsys ≈ 75 K while cross-correlation visibilities have am-
plitude ∼ 50 mK. The cross correlations have a nearly con-
stant frequency dependent component (mostly “correlated
noise”) which we subtract, leaving a ∼ 25 mK signal con-
sistent with known radio sources and which repeats accu-
rately every night. The system temperature predicts noise
at the level of ∼ 10 mK in 1 MHz-1 min pixels for 1 night or
∼ 3 mK averaging over 9 nights. The night-to-night varia-
tion is larger than this by a factor of a few and this excess
is likely dominated by night-to-night variation in the gain
or imperfect correlated noise subtraction. In this analysis no
time-dependent gain corrections have been applied and we
expect to improve upon this using the CNS and sky calibra-
tion.

In section 8.8 we have decomposed the spectrum accord-
ing to spectral smoothness. The signal is contained mostly
smoothest components (lo-n) and falls off n such that for
n > 100 the cross-correlations are precisely modeled by the
random noise predicted from the auto-correlations by the ra-
diometer equation. Since n extends to 409 this means that
∼ 75% of the data has been cleaned from nearly all fore-
grounds by this hi-pass filter.

In section 8.9 we measure the amount of signal in excess
over that predicted by the radiometer equation. For n �
100 we find no more than a 0.5 mK (in 1 min-1 MHz pixels)
excess. This is only < 1.5% of the initial 50 mK signal or <
0.1% (-30dB) of the initial power. Thus the n > 100 hi-pass
filtering is very effective in removing most of the signal. This
is useful because hi-pass filtering should only remove a small
fraction of any 21-cm signal and thus significantly suppress
contamination by foregrounds. This -30 dB suppression is
limited by the integration time, the 9 nights of data we have
analyzed here. We expect to attain a greater suppression
using the full 200 nights of accumulated integration time.

The 0.5 mK excess signal is most likely not signal from
the sky but rather leakage of correlated noise, ground spill,
and RFI into n > 100 modes. This is currently under inves-
tigation.

9 CONCLUSION

Neutral hydrogen, ubiquitous throughout cosmic history
since recombination, is a potentially powerful tool for cos-
mological observations. To achieve high precision measure-
ments of the redshifted 21 cm emission, a number of ded-
icated 21 cm array concepts have been built or are under
construction. Even more ambitious arrays, involving tens
of thousands of antennas Cosmic Visions 21 cm Collabo-
ration et al. (2018); Slosar et al. (2019), have been pro-
posed. Dedicated 21 cm arrays have some common design
features, determined largely by the nature of the observation
and current technology. They all use large numbers of rela-
tively small, inexpensive antennas. The antennas are either
fixed, or can only move in elevation, and the observations
use either a drift scan mode, or track the target with elec-
tronically steered beams With computing power following
Moore’s law scaling and price per computing operation and

of data storage continuously dropping, this approach enables
arrays of very large scales to be built with a very moderate
cost. Based on simple forecasts, the projected capabilities of
these arrays are very impressive (see, e.g. Seo et al. (2010);
Ansari et al. (2012); Xu et al. (2015, 2016)). However, ex-
tracting scientific results from them poses a number of chal-
lenges. For example, these arrays produce a huge amount
of data. In addition, with small antennas and uncooled re-
ceivers the SNR of the raw data is relatively low; only a
few bright sources are available for simple point source cal-
ibration, and as the antennas are not movable, calibration
with strong point sources can only be performed occasion-
ally. Furthermore, while for forecasting it is customary to
assume that the antenna responses are identical, in reality
each unit is somewhat different. It is crucial to develop tech-
nologies to handle the data from such arrays, and to test the
key technologies in order to gain some concrete experience
and expose possible problems. The Tianlai pathfinder arrays
were built expressly for this purpose.

In this paper, we first described the overall architecture
and design parameters of the Tianlai Dish Pathfinder Ar-
ray (Sec. 2). The hardware consists of 16 on-axis parabolic
reflectors and feed antennas, the optical analog signal trans-
mission system, the down-converters which convert the RF
signal to IF, and the digital FX correlator, which produces
the visibilities. We also briefly introduced the observational
data sets (Sec. 3), totalling 6,200 hours, a large fraction of
which are deep integrations on the NCP. RFI affects a very
small fraction of the data and in our analysis so far we have
not attempted to remove it.

In Sec. 4 we studied the beam patterns of the dish
antennas. We compared electromagnetic simulations in the
700–800 MHz frequency range to measured beam profiles in
the E-W direction by analyzing auto-correlations and cross-
correlations using the strong source Cas A during transits
of the meridian. The general shape of the beam is consistent
with the simulation, but a few feeds are slightly misaligned,
with an error of 0.66◦ or 14% of the FWHM. This is an
example of the small non-uniformity which occurs naturally
in the construction of large radio arrays. Not taking into
account such differences can induce errors in the final data.
Also, while we can use the motion of the sources introduced
by Earth rotation to map the E-W profile easily, it is much
harder to map the beam in the N-S direction.

The analysis pipeline and tools we have developed were
described in (Sec. 5).

Calibration is a crucial step for the processing of in-
terferometer array data, and we presented our approach in
Sec. 6. First, we performed bandpass calibrations for indi-
vidual visibilities, and found relatively stable results. More
important is the calibration of complex gains. For an array
with a large field of view and low sensitivity, such as the
dishes, a special challenge is that on the one hand, there are
few sources which are bright enough to be “seen” directly in
individual visibilities, and on the other hand, it is very diffi-
cult to construct a sky model that has enough precision over
the large field of view to include all sources that contribute
to the visibility. In our experiment we tried two methods
of calibration. We use a calibration signal broadcast from
an artificial source (CNS) to perform what we call relative
calibration. And, in what we termed absolute calibration,
we use the transit of strong astronomical sources such as
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Cas A to solve for the complex gain of each input channel,
using the eigen-decomposition method we developed earlier
Zuo et al. (2019). The results of the two methods are com-
pared for the period when they overlap, and distributions of
the complex gains are given. The distribution and variations
of the gain are plotted, and the phase of the gain is found
to be strongly correlated with the environmental tempera-
ture. In Sec. 6.4, we estimated the system temperature of
the array feeds by calibrating on transits of Cas A. These
results were general agreement with the system temperature
obtained for the Tianlai Cylinder Array, which has similar
electronics. We also examined how the variance of the vis-
ibility scales with time. Higher sensitivity can be achieved
with longer integration time within the range we tested.

Section 7 presented maps of bright calibration sources
using a variety of algorithms, including the standard radio
interferometer analysis package, CASA, as well as several of
our own design. These maps confirm that the array hardware
and calibration are functioning as expected.

Section 8 described the analysis of long integrations on
the North Celestial Pole (NCP), a region we continue to ob-
serve in order to integrate to low noise levels. We find the
data to be of very high quality, with the visibilities repeat-
ing day after day. There is clear contamination by the Sun
during daytime, but in a very repeatable pattern. Focusing
on the nighttime data, we find and subtract a nightly mean
value from each visibility; we believe this quantity arises
from “correlated noise" that we suppose may be cross-talk
between the antennas. The combination of visibilities from 9
nights of data gives us an average sidereal night that matches
well with simulations that include a model for the antenna
pattern and known radio point sources. We clearly see the
presence of Cas A, which is well outside our main beam, and
hope to use it as a continuous calibrator for future analy-
ses. As a means to separate (smooth spectrum) foregrounds
from potential HI signal, we perform a decomposition of
the visibilities into spectral smoothness dependent modes.
As expected, the amplitudes of these modes are dominated
by the smoothest modes and reach a floor consistent with
uncorrelated (white) noise whose amplitude is described by
the radiometer equation. This noise floor integrates down
as N

−1/2
nights, as expected, and should decrease as Nnights in-

creases. The non-smooth spectrum component of the signal
which, although comprising ∼ 75% of the data, is shown
to contain no more than -30 dB of the total signal. This
illustrates the effectiveness with which hi-pass filtering the
spectra removes smooth spectrum sources. We hope to im-
prove on this with larger data sets.

In this work, we have only studied a small fraction of
the data set collected so far, and presented only some basic
performance characteristics. There remain many challenges
such as the cross-coupling between feeds and foreground
sbutraction. There are also many remaining tasks, such as
the determination of the beam profile in the N-S direction,
calibration methods of better precision, map-making, etc.
Furthermore, we plan to retune the dish array receivers to
lower redshift to overlap with an existing galaxy survey of
the NCP (the North Celestial Cap Survey - NCCS) and the
ongoing North Celestial Cap Redshift Survey (NCCRS) for
cross-correlation analysis. We also plan to perform detailed
comparisons between the Tianlai Dish Pathfinder Array and
the Tianlai Cylinder Pathfinder Array. More thorough anal-

yses of these issues will be investigated in a series of future
works.
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APPENDIX A: GRAPHICAL
REPRESENTATION OF VISIBILITIES

We represent the complex visibilities graphically in terms
of colors as illustrated in Figure A1. A visibility is a com-
plex number depending on two real parameters, the real
and imaginary part. A complex number may be repre-
sented graphically with a single color since the human vi-
sual perceptual representation of colors is roughly a 3 di-

Figure A1. The color palette used to represent complex visibil-
ities in this paper.

mensional space a 2 dimensional subspace of colors may
be used. The complex phase (or argument) of the visibility
is of particular interest and exists on the unit circle which
“wraps around” (every 2π). The hue of a color also wraps
red/yellow/green/cyan/blue/magenta/red so it is therefore
natural to associate the complex phase with the hue. In the
hue/saturation/brightness (HSB or HSV) representation of
colors it is most natural to associate the magnitude of the
visibility with the brightness. Hue zero is a red and we will
use red to represent numbers with complex phase zero, i.e.
positive real numbers. Black has zero brightness irrespective
of the hue and we will use it to represent 0 whose argument
is undefined. There is no need to make use of the satura-
tion. We generally use a linear relation between brightness
and the modulus of the visibility adjusting the proportion-
ality factor such that the smaller of the maximum modulus
or 3 times the median modulus across the image saturates
the brightness. Complex number with modulus greater than
this maximum value will have saturated brightness. Thus
this color representation has only a finite dynamic range for
modulus. We find that this choice of saturation value results
in a visually appealing representation of complex visibilities.

APPENDIX B: ABSOLUTE CALIBRATION
CONSIDERATIONS AND SPECIFICS

Absolute calibration is limited by:

• statistical/systematic errors: external measure-
ments are not perfectly precise;

• spectral uncertainties: external measurements occur
in different frequency bands;

• variability: external measurements were not taken at
same time and fluxes may have varied;

• angular resolution: external measurements are taken
by interferometers with better angular resolution than Tian-
lai which cannot avoid blending nearby uncalibrated emis-
sion with a calibration source.

If one is careful none of these is liable to be an important
limitation, for the following reasons:

• statistical/systematic errors: these are small and
have been quantified for the 4 brightest calibrators (Cyg A,
Cas A, Tau A = M1, Vir A = M87) [Trotter et al. (2017)];

• spectral uncertainties: we will use published interpo-
lations between accurate well-sampled measurements [Per-
ley & Butler (2017); Trotter et al. (2017)]. Given the smooth
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spectrum nature of most radio emission these interpolations
are expected to be accurate.

• variability: This is only an issue for variable sources,
which should not include radio galaxies (Cyg A, Vir A =
M87, Her A, 3C123). Varying flux can be stochastic (3C48)
or fading (Cas A, Tau A [Baars et al. (1977); Reichart &
Stephens (2000); Trotter et al. (2017)]). Temporal extrap-
olations of the measured fading flux of Cas A and Tau A
[Trotter et al. (2017)] will be used and are expected to be
accurate. Our observations span years and we hope to di-
rectly measure the fading flux of Cas A relative to that
of Cyg A. Stochastic variability remains a worry especially
since stochasticity is not necessarily known.

• angular resolution: the low angular resolution of the
Tianlai pathfinder means that most sources appear point-
like so radio substructure is not an issue. Contamination of
the flux of neighboring sources is an issue for this low resolu-
tion telescope but less so for the brightest calibrators which
are locally more dominant; Cyg A and Cas A in particular.
We plan to cross-calibrate the “flux in beam” of dimmer
calibrators with the brightest ones.

Specifically we will use the spectral and temporal model
fits to the flux densities of the four brightest calibrators from
Trotter et al. (2017):

fCygA
ν =2896 Jy

f0.961 e−0.0572 (1+0.057lnf) (lnf)2

fCasA
ν =2662 Jy

f0.7125 e
−0.00205 (1+0.488lnf) (lnf)2−(1−0.142 lnf) Δt2018

114 yr

fTauA
ν =947 Jy

f0.227 e
−0.00658 (1+0.789lnf) (lnf)2− Δt2018

987 yr

fVirA
ν =366 Jy

f0.867 e0.0077206 (1−1.783lnf) (lnf)2

These are expressed in terms of times and frequencies rele-
vant to this paper: f ≡ ν

750 MHz and Δt2018 is the time since
2018-01-01. The Cas A expression applies only after 1997-
04-04. This Cas A flux model is used for the results in this
paper.

APPENDIX C: MAP MAKING TOOLS USED
IN THIS PAPER

We give in this Appendix some details on the map making
tools used in this paper.

C1 QuickMap

QuickMap 4 is the simplest method used here and correspond
to carry out beam forming using instantaneous visibility
measurement. It is well suited to reconstructing sky maps
using drift scan visibilities at mid latitudes. For each time
step, a one dimensional map along the declination direction,
in the meridian plane is obtained by a linear combination
of all available baselines, including observations at several
adjacent declination. A map corresponding to a strip of sky

4 QuickMap, BFMTV , m-mode map making and a set of simulation
tools are grouped in the JSkyMap software package available from
https://gitlab.in2p3.fr/SCosmoTools/JSkyMap

along the right ascension direction is then obtained by as-
sembling these 1D maps which corresponds to beam forming.
A brief description of this method can be found in (Zhang
et al. 2016b)

C2 BFMTV

BFMTV stands for Brute Force Map making from Transit
Visibilities and is program able to reconstruct an optimal
map, from a set of time sampled visibilities obtained in drift
scan mode. Indeed, assuming known beams associated to
each feed, the observed set of time dependent visibilities are
linearly related to the unknown sky pixels, and measure-
ment noise nk

ij for each frequency channel ν. Arranging time
dependent measured visibilities

[
Vk

ij

]
, as well as sky pixels

[Sn]as vectors, this linear relation can be written in matrix
form: [

Vk
ij

]
= [[A]] × [Sn] +

[
nk

ij

]
(C1)

The [[A]] matrix, sometimes called the pointing ma-
trix contains the array geometry, individual feed angular
response (beam) and the sky scanning strategy. It is pos-
sible to obtain an optimal (if all elements, e.g. pointing,
beam, noise... are perfectly known) solution for the sky, by
solving the above equation, for example by computing the
pseudo-inverse of the A matrix, knowing the noise covari-
ance matrix. However, the size of this matrix can easily reach
104×104, when processing a small subset ( 1 hour) of Tianlai
dish array data, and 106×105 for the polar cap data, making
this method highly computing intensive for large data sets.

The m-mode map making addresses this problem by
writing the large [[A]] matrix as a bloc diagonal matrix,
taking advantage of azimuthal symmetry in spherical geom-
etry and full 24 hours drift scan observation in transit mode.
However, due to the pollution of day time Tianlai data, we
have not yet applied the m-mode map making to the data
set discussed here.

C3 CASA

Considering planar sky geometry, valid for sky maps S(α, δ)
subtending a small solid angle, one can consider the sky
Fourier modes S(u, v) where (u, v) are the conjugate Fourier
variables associated with the two angular coordinates (α, δ).
It is well known that a visibility from a baseline (Δx, Δy)
can be considered as the measurement of a specific Fourier
sky mode (u0, v0) =

(
Δx
λ

, Δy
λ

)
. A solution for the un-

known sky S(α, δ), corresponding to the unknown vector
[Sn] in equation C1 can be obtained by computing an inverse
Fourier transform on the Fourier modes corresponding to
the observed visibilities. This method, which can deal with
large data sets thanks to the efficiency of FFT algorithms, is
implemented in many radio interferometer data processing
packages, such as CASA5. However, as many Fourier modes
are often missing, the obtained sky maps, called dirty im-
ages present usually many artefacts. A subsequent cleaning
and deconvolution step is applied to obtain the clean image.
A widely used CLEAN method, is an iterative method, based

5 Common Astronomy Software Applications package: https://
casa.nrao.edu/

MNRAS 000, 000–000 (2020)



Tianlai Dish Pathfinder Array 27

on the identification of the brightest source at each step on
the dirty image, subtracting then its contribution (see for
example (Cornwell 2008) and (Högbom 1974)).

C4 TLdishpipe

The TLdishpipe package is a Tianlai implementation of the
above algorithm, although the CLEAN step has not yet been
developed. This is a fast interferometeric data imaging tool
which performs parallel processing of different baselines in-
dependently, saving the intermediate data to disk. It reduces
the requirements on the computing system, especially mem-
ory, and allows flexibility in combining different baselines.
The calibrated visibility data are gridded in the (u, v) plane
by a two-dimensional histogram method and weighted by
visibility. Finally, the dirty image is obtained by the two-
dimensional fast Fourier transform of the gridded visibility
data in the (u, v) plane.

This paper has been typeset from a TEX/LATEX file prepared by
the author.
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