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Introduction Loss and Training Optimizing Network Performance
Detector simulation is critical to experimental HEP; however this Our loss function prioritizes interesting regions of the simulation Performance was considerably improved when the size of the
simulation (commonly done through toolkits such as Geant4) is with high deposited energy by splitting the images into patches nput was reduced from 100x100 to 50x50 pixels. We
computationally intensive. Performance can be Improved and returning the mean absolute error of the patch with the hypothesize this allowed the network to learn how to preserve
somewhat through technical optimization, but more is needed. greatest loss, which corresponds to the patch with greater de_swed features of the images, rather than those created by
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. . . . 100x100 pixel . ) Inal network layer outputs a kernel of scalar weights to be
We use a network with nine convolutional layers and 3x3 pixel T PEETImERES patches in the loss applied to a nois);/ inputparea J
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kernels and 100 feature vectors at each layer. A rectified linear Jnenen | | | |
unit (ReLU) activation function is applied at each layer. At each Optimizing Network Performance * Use a 3-dimensional dataset which will more accurately

utional | - dding i d h reflect the detector for simulation purposes
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