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Campus sur, Rúa Xosé Maŕıa Suárez Núñez, s/n, Santiago de Compostela, E-15782, Spain

(Dated: November 5, 2019)

The European Spallation Source (ESS), presently well on its way to completion, will soon provide
the most intense neutron beams for multi-disciplinary science. Fortuitously, it will also generate
the largest pulsed neutrino flux suitable for the detection of Coherent Elastic Neutrino-Nucleus
Scattering (CEνNS), a process recently measured for the first time at ORNL’s Spallation Neutron
Source. We describe innovative detector technologies maximally able to profit from the order-of-
magnitude increase in neutrino flux provided by the ESS, along with their sensitivity to a rich
particle physics phenomenology accessible through high-statistics, precision CEνNS measurements.

I. INTRODUCTION

Low-energy neutrinos can scatter off the atomic nu-
cleus as a whole, via the weak neutral current. Dur-
ing this process the initial and final states of the nuclear
target are indistinguishable, permitting a coherent con-
tribution from all nucleons. The net result is a drastic
enhancement to the cross-section for this type of neu-
trino interaction, roughly proportional to the square of
the number of neutrons present in the target nucleus.
The single observable from this so-called Coherent Elas-
tic Neutrino-Nucleus Scattering (CEνNS) is a recoiling
nucleus, which generates a signal in the few keV to sub-
keV energy range, difficult to reach with most contem-
porary radiation detectors. An additional obstacle to
CEνNS detection is the limited number of suitable neu-
trino sources, both sufficiently intense in yield, and low
enough in neutrino energy so the coherence condition can
be satisfied (that is, |Q| < 1/R, where |Q| is the momen-
tum transfer and R is the radius of the nucleus).
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Perhaps the most convenient of the available possi-
bilities are the neutrinos produced following the decay
at rest of positive pions at spallation sources. The first
advantage these provide is the generation of nuclear re-
coils as energetic as is allowed by the coherence condition,
facilitating their detection [1]. Additionally, the pulsed
beam timing that is typically characteristic of this type
of source reduces the impact of steady-state backgrounds
able to mask the signal, in proportion to a small duty
factor. CEνNS was experimentally demonstrated by the
COHERENT experiment [2] forty-three years following
its theoretical description [3], using the presently most
intense Spallation Neutron Source (SNS), sited at the
Oak Ridge National Laboratory, USA. A low-background
14.6 kg CsI[Na] scintillator with optimal characteristics
for this goal [4, 5] was employed as the detecting medium.

Besides a miniaturization of neutrino detectors, and
any future technological applications that might bring,
CEνNS has been proposed as a new tool for the study
of fundamental neutrino properties. Phenomenological
work following the first CEνNS measurement has gener-
ated improved bounds on non-standard neutrino interac-
tions (NSI) [6–16], as well as contributions to the study
of nuclear structure [17–21]. The possibility of constrain-
ing our present knowledge of neutrino electromagnetic
properties [22–26] and of the weak mixing angle [27–29],
together with the potential to search for sterile neutrinos
[30, 31], or for new types of dark matter particles [32–34],
has also been examined.
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In this work we describe the opportunity to perform
high-statistics CEνNS measurements provided by the up-
coming European Spallation Source (ESS) sited in Lund,
Sweden. The ESS will combine the world’s most power-
ful superconducting proton linac with an advanced hy-
drogen moderator, generating the most intense neutron
beams for multi-disciplinary science (Fig. 1). It will also
provide an order of magnitude increase in neutrino flux
with respect to the SNS. This will facilitate CEνNS mea-
surements not limited in their sensitivity to new physics
(NP) by poor signal statistics, while still employing non-
intrusive, compact (few kg) neutrino detectors, able to
operate without interference with ESS neutron activities.

FIG. 1. (Source: ESS) Neutron production from existing and
planned spallation sources. The nominal SNS power is 1 MW
at proton energy 1 GeV, with a plan to reach 2 MW by 2026.
The ESS power will be 5 MW at 2 GeV circa 2023, with
the ability to further upgrade. Differences in the duration of
the protons-on-target (POT) pulse are visible in the figure.
The ESS will generate an increase in neutron brightness by a
factor 30-100 with respect to previous spallation sources, and
an order of magnitude larger neutrino yield than the SNS.

This manuscript is organized as follows. Section II de-
scribes the characteristics of the ESS as a neutrino source
for CEνNS, establishing a positive comparison with the
SNS in all aspects involved, while also delineating the
ESS site characterization activities that will be neces-
sary to confirm this strong potential. Section III briefly
describes a number of state-of-the-art nuclear recoil de-
tector technologies maximally able to exploit the oppor-
tunity that the ESS represents. Section IV discusses the
physics reach provided by the combination of this source
and these detectors, on a number of phenomenological
fronts probing for deviations from the Standard Model
(SM). Our conclusions are presented in Section V. Chief
among those is the unique opportunity provided by the
ESS to perform precision studies of CEνNS, for which
the statistics of the neutrino signal will contribute a sub-
dominant uncertainty.
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FIG. 2. Neutrino flux spectra expected from pion DAR, in
arbitrary units (a.u.), as a function of the neutrino energy in
MeV. The three components of the flux are shown separately
as indicated by the legend. The distributions have been nor-
malized to one.

II. THE ESS AS A NEUTRINO SOURCE:
COMPARISON TO THE SNS

At spallation sources, both π+ and π− are produced in
proton-nucleus collisions in the target. While the result-
ing π− are efficiently absorbed by nuclei before they can
decay, the produced π+ lose energy as they propagate in
the target and will eventually decay at rest (DAR) into
π+ → µ+νµ, followed in close spatial vicinity (within
∼0.2 g/cm2) by µ+ → e+νeν̄µ. Three neutrino flavors
with essentially identical CEνNS cross section [35], are
therefore engendered for each π+ created. Being the re-
sult of a two-body decay, the νµ flux is monochromatic:
Eνµ = (m2

π−m2
µ)/(2mπ) ' 29.7 MeV, where mπ and mµ

refer to the pion and muon masses, respectively. Con-
versely, the νe and ν̄µ fluxes follow a continuous distribu-
tion at energies Eνe,ν̄µ < mµ/2 ' 52.8 MeV. Normalized
to one, they read:

fν̄µ(Eν) =
64

mµ

[(
Eν
mµ

)2(
3

4
− Eν
mµ

)]
, (1)

fνe(Eν) =
192

mµ

[(
Eν
mµ

)2(
1

2
− Eν
mµ

)]
.

Since the lifetime of the muon is much longer than that
of the pion, the monochromatic component is usually re-
ferred to as the prompt contribution to the flux, as op-
posed to the delayed contributions from µ+ decay. For
reference, the flux spectra is shown in Fig. 2, for the three
components separately.

Besides the obvious gain in statistics with respect to
other neutrino sources, the use of neutrinos from pion de-
cay at rest presents a clear advantage: the energy depen-
dence of the flux is well-known in this case, and there is
only room for systematic uncertainties affecting its nor-
malization. This contrasts with the large uncertainties
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associated to conventional neutrino beams, where neutri-
nos are produced in the decay of pions and kaons in flight,
and the determination of the neutrino spectral shape re-
lies on Monte Carlo simulations.

The described energy spectrum for neutrinos from
spallation sources is rather independent from the char-
acteristics of the proton beam, and therefore it is very
similar for SNS and ESS. There are however, important
differences in intensity and temporal structure that we
describe next.

The ESS is scheduled to reach its design power of 5
MW and goal proton energy of 2 GeV by 2023, with
a neutron user program commencing soon after [36].
First protons-on-target (POT) are imminent, expected
for 2021 at a reduced 0.5 GeV. The power delivered by
a spallation source can be regarded as the product of
proton current, and energy per proton. From this per-
spective, the proton energy of ∼1 GeV and nominal 1
MW design power of the SNS implies an increase in av-
erage proton current at the ESS by a factor of 2.5, for
a total of 2.8×1023 POT per calendar year. Both ESS
and SNS operate on a scheduled 5,000 hours of beam de-
livery per year, the downtime being reserved for facility
and accelerator maintenance.

The decay-at-rest (DAR) neutrino yield is expected to
increase rapidly with proton energy at spallation sources.
A dedicated calculation of the ESS neutrino yield [37, 38]
modified the LAHET (Bertini model) Monte Carlo code
[39] to include experimental data on pion production in
the 0.5-2.5 GeV proton energy range. This reference work
finds an increase by a factor 4.4 in neutrino yield for a
tungsten target, in going from the nominal 0.94 GeV pro-
ton energy of the SNS [2] to the 2 GeV of a completed
ESS. In particular, the probability of inducing a second
pion-generating nuclear interaction per initial proton is
predicted to climb rapidly with proton energy, as does
double-pion production per interaction, and the ratio of
pion decays to captures [37]. A comparison of theoreti-
cal predictions with experimental data for a number of
neutrino cross section measurements assigns a modest
uncertainty to these DAR neutrino production calcula-
tions, validating them [40].

We have performed MCNPX [41], GEANT4 [42], and
FLUKA [43] simulations as an additional test of these
neutrino production rates. While MCNPX was used for
the baseline design and target optimization of the ESS
[36, 44], recent comparisons with GEANT4 qualify the
latter as a comparable tool, at least from the point of view
of neutron production and transport [45]. Fig. 3 shows a
typically fair agreement between all codes and the calcu-
lated neutrino production in [37, 38], for a proton energy
of 0.94 GeV. This agreement is preserved at 2 GeV for
most MCNPX 2.7.0 intranuclear cascade and evapora-
tion model combinations, but not for the GEANT4 op-
tions tested. A large dispersion in GEANT4 pion yield
predictions has been noticed before, during benchmarks
using the most recent hadroproduction measurements by
the HARP [46] and HARP-CDP [47] collaborations: ex-

perimental pion production cross-sections for 2.2 GeV
protons striking Ta and Pb targets are over- or under-
estimated by different GEANT4 physics lists [48–50], fol-
lowing a pattern similar to that in Fig. 3. In addition to
this, a comparison with HARP-CDP data [51] indicates
that π+ production by 0.8 GeV protons is slightly under-
estimated by the LAHET parametrization in [37, 38].

FIG. 3. Neutrino yields for the SNS mercury and ESS tung-
sten targets, as a function of simulation package adopted.
The first column shows predictions from a dedicated calcula-
tion [37, 38], validated against neutrino cross section measure-
ments [40]. For three physics lists in common with [48], arrows
attempt a correction based on the HARP-CDP π+ produc-
tion cross-section for 2.2 GeV protons on Ta. The horizontal
red line marks the value used for the CEνNS measurement at
the SNS [2], whereas the black line shows the value adopted
here for the ESS.

Based on these considerations, we tentatively adopt a
yield of 0.3 neutrinos of each flavor (νµ, ν̄µ, νe) per pro-
ton for a ESS operating at 2 GeV, a considerable im-
provement over the corresponding figure of 0.08 at the
SNS [2]. In combination with the increased ESS pro-
ton current mentioned above, this results in an expected
8.5×1022 neutrinos per flavor per year, an order of mag-
nitude higher than the equivalent of 9.2×1021 from a
reference 1 MW, 0.94 GeV SNS [52]. On the subject
of neutrino flux verification, a proposal to use a small
(1 m3 D2O) charged-current detector to independently
measure the neutrino yield of the SNS [52–54] may be
worth replicating at the ESS.

A second difference between SNS and ESS is in their
proton beam pulse timing: 60 Hz of 1 µs-wide POT spills
at the SNS, vs. 14 Hz of 2.8 ms spills at the ESS (Fig.
1). Naively, beam timing at the SNS would seem much
more favorable for steady-state background reduction in
CEνNS detectors [55]. The SNS duty factor is 6× 10−4,
accounting for 10 µs after POT pulses to encompass the
delayed νµ, νe neutrino emission from muon decay [2]:



4

this duty factor becomes 4 × 10−2 at the ESS. How-
ever, steady-state backgrounds can be accurately charac-
terized during the long anti-coincident periods between
beam spills, to then be subtracted from POT-coincident
windows that in addition contain the CEνNS signal. In
the absence of beam-related backgrounds, this results
in a residual departing from zero proportionally to the
CEνNS signal, with statistical error bars partly defined
by the steady-state background level achieved [2]. The
signal-to-background figure of merit is then seen to be
slightly favorable for the ESS (the square root of the ra-
tio of the ESS and SNS duty factors is 10% smaller than
the factor of nine increase in CEνNS signal rate from a
larger ESS neutrino flux).

Regardless of this minor advantage, the main attrac-
tion of the ESS is in the accumulation of CEνNS signal
statistics ten times faster than at the SNS. An example
of the relevance of this aspect can be found in the slug-
gish signal growth rate for the 14.6 kg CsI[Na] detector
at the SNS: some ∼300 events in four calendar years, for
a heavy-nuclei target with a large CEνNS cross-section.
In contrast to this, the similarly compact detectors pre-
sented in Sec. III aim to register up to thousands of events
per year at the ESS (Table I), through a combination of
increased neutrino flux, and improved detector perfor-
mance.

Related to the timing consideration above, at the ESS
there will be no temporal separation possible between
neutrino flavors, with prompt νµ and delayed ν̄µ, νe be-
coming indistinguishable due to the very long (2.8 ms)
beam spills. At the ESS, a partial discrimination is nev-
ertheless possible using recoil energy spectrum, which re-
duces the impact of this limitation for most NP searches,
as will be discussed Sec. IV B. There are however a few
exceptions where a distinction between prompt and de-
layed signals is mandatory, such as the search schemes de-
scribed in [31, 34]. As shown by COHERENT [2] an op-
portunity exists at the SNS to (partially) isolate prompt
from delayed neutrino components via timing, but only
for detectors sited in a small area of the “neutrino al-
ley” [2], of roughly 10×1 m2. This limitation is due to a
large gradient in prompt neutron background measured
along the length of the alley (five orders of magnitude
over 25 m [5, 56, 57]), and safety restrictions on corridor
width encumbrance. The end of the SNS alley farthest
from target (28 m) offers additional space for detectors
requiring ancillary equipment such as cryogenic and puri-
fier stages for liquid noble targets. However, the prompt
neutron background from the nearby beam line makes
νµ detection entirely unfeasible at this location [56, 57],
further reducing the available SNS neutrino flux by one
third.

Still on the subject of space availability, a strong un-
derlying assumption in this work is that a ESS location
will be found that is similar to the SNS neutrino alley, in
its optimal proximity to target, shielding against prompt
neutrons, and absence of interference with neutron activi-
ties. Specifically, an instantaneous (i.e., POT-coincident)

flux of less than ∼ 2×10−3 neutrons/cm2 s (En >1 MeV)
will be required at the ESS to achieve a negligible beam-
coincident neutron background level, similar to that in
[2]. The lessons learned in this respect from SNS exper-
imentation (neutron leakage from beam line, influence
of materials and voids in the line of sight to the tar-
get monolith, beneficial effect of basement overburden
against skyglow) can be used to minimize the scouting
for such locations. Initial investigations of the availabil-
ity of ESS sites viable for CEνNS studies indicate that
22 m2 of unallocated space 15-23 m from target exists,
with 5 meters of steel or iron and a minimum of 6 meters
of magnetite-loaded heavy concrete in the line of sight
to target. The density of this concrete is twice that of
the compacted limestone gravel between target monolith
and neutrino alley at the SNS. Dedicated neutron back-
ground measurements and simulations will be necessary
to confirm the suitability of this and other ESS locations
for the activities described next.

III. DETECTOR TECHNOLOGIES

In this section we present a number of detector tech-
nologies sensitive to low-energy (.1 keVnr) nuclear re-
coils, aligned to profit from the increased neutrino flux
at the ESS. Some possess characteristics able to maxi-
mize the physics reach to certain physics scenarios, and
in combination they can further boost the attainable sen-
sitivity, as we illustrate in Sec.IV. The common origin of
these techniques is in the fields of dark matter detection,
and double-beta decay searches. A best-effort in back-
ground abatement already made for these detectors can
be reinvested for CEνNS at the ESS. For convenience, the
characteristics of the detectors considered, and expected
signal and background rates assumed in the sensitivity
studies presented in Sec. IV are summarized in Table I.

A. Cryogenic (77 K) undoped CsI scintillator array

Pure CsI operated at liquid nitrogen temperature ex-
hibits a light yield in the range 80-125 photons per keV
[58–66]. This is at the maximum theoretical efficiency
in the conversion of energy deposition to scintillation,
with almost all electron-holes created in the crystal re-
combining radiatively (Fig. 4, [67, 68]). This behavior is
remarkable, as the number of information carriers gener-
ated per unit deposited energy is just a factor of three
smaller than for Ge and Si semiconductor detectors. Pro-
vided that a good quantum efficiency (QE) in the light
sensor is achieved, this can facilitate the detection of low-
energy signals, with optimal resolution. The potential of
cryogenic CsI for neutrino and dark matter detection has
attracted attention [61–63, 65, 69]. This material further
improves on the virtues of CsI[Na] for CEνNS [4], by
increasing its light output by a factor of & 2 (Fig. 4).

In order to establish the feasibility of using cryogenic
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FIG. 4. Light yield of scintillators and phosphors as a
function of bandgap, adapted from [68]. A dotted line in-
dicates a model-dependent maximum light yield [68]. Red
dots mark our measurements for cryogenic CsI, in agreement
with [63, 65], and for room temperature CsI[Na] [4]. Yields
of up to 125 ph/keVee have been claimed for other CsI stock
[59, 60]. A CsI bandgap range is indicated by horizontal error
bars [70].

FIG. 5. First measurement of nuclear recoil quenching fac-
tor (QF) for cryogenic CsI. The figure displays the measured
electron-equivalent energy (keVee) deposited by 14 keV Cs
and I nuclear recoils induced by 2.2 MeV neutron scattering.
The reader is referred to a similar Fig. 2 in [71], for more
details on the methodology employed in QF determination.

CsI at the ESS, two cryostats have been developed at
the University of Chicago. One is dedicated to large-area
avalanche photodiode (LAAPD) [58–60, 76, 79] readout
of CsI crystals at 80 K. The second is reserved for Hama-
matsu R8520-506 [80] photomultiplier (PMT) use at 108
K. This ongoing R&D is of crucial importance to estab-
lish the method: for instance, the quenching factor (QF)
for low-energy nuclear recoils (NRs) in pure cryogenic CsI
has not been measured before. Our preliminary findings
at 108 K (Fig. 5) indicate that it is of O(10)%, compa-

FIG. 6. Response of a 3.2 cm3 cryogenic CsI crystal to 59.5
keV 241Am gammas, seen by a 1.3 × 1.3 cm2 LAAPD [72],
with and without a NOL-9 wavelength shifter plate [73, 74].
Escape peaks appear at 54.4 keV and 29.7 keV. LAAPD gain
and noise (G=1,060, 4 eV rms) were monitored via concurrent
silicon surface irradiation with 55Fe x-rays [59, 60]. Plasma
effects [75] and QE reduction with temperature [76] were con-
sidered. Inset: available room-temperature (r. t.) QE data
from the LAAPD manufacturer (dots), and for a generic Si
APD (line) [77], together with wavelengths of CsI emission
(80 K, [58, 64]) and of NOL-9 r. t. luminescence [78]. The
increase in photon detection is as expected from an efficient
wavelength shift. A 1 keV nuclear recoil with QF = 10% will
generate a 4.7 primary e-h signal, above LAAPD threshold
(see text).

rable to that for CsI[Na] at room temperature [71]. An
anomalous increase of the QF for alphas in CsI at low
temperature [61, 62], and the possible presence of coad-
jutant low-energy processes such as the Migdal effect [81],
are a reminder of the need for a full QF characterization.
We temporarily adopt an energy-independent value of
10% (Table I).

As part of the upgrade of the Belle-II CP-violation
experiment, novel wavelength shifters (nanostructured
organosilicon luminophores, NOL [78, 82–86]) have been
used to reach a quantum efficiency QE & 80% dur-
ing avalanche photodiode (APD) monitoring of room-
temperature CsI [73, 74]. Fig. 6 displays a satisfactory
first demonstration of NOL performance at cryogenic
temperature, using our LAAPD cryostat. The light-
detection QE obtained following wavelength shifting of
the 340 nm cryogenic CsI emissions [58, 64] to 590 nm is
a factor of three larger than possible with existing cryo-
genic PMT photocathodes [80]. We observe an excellent
long-term stability in the performance (electronic noise,
internal gain, light yield) of the CsI+NOL+LAAPD com-
bination at 80 K.

LAAPDs with surface area 45 cm2, when operated at
77 K, exhibit stable internal gains in excess of 1,000, and
a reduced leakage current leading to a light-detection
threshold of approximately four photons [87], i.e., four
primary electron-hole (e-h) pairs at the LAAPD (Fig.
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6) prior to avalanche amplification. The demonstrated
combination of a high light yield (Fig. 4), optimal QE for
its detection (Fig. 6), few-photon LAAPD threshold [87],
and a quenching factor of order 10% (Fig. 5), adds up to a
predicted sensitivity to ∼1 keV nuclear recoils in this hy-
brid cryogenic detector. This can be contrasted with the
∼10 keV obtained with super-bialkali PMT readout of
room temperature CsI[Na] during the first CEνNS mea-
surement [2, 5]. Furthermore, CsI[Na] NR signal accep-
tance was limited there to 65%, as a result of cuts to
reject Cherenkov light emission in the PMT glass enve-
lope. This is a dominant source of low-energy background
that is absent from LAAPDs. Taking the effect of signal
acceptance into account, Fig. 7 shows that an increase
by a factor of eight in CEνNS signal rate per unit CsI
mass can be obtained from this alternative cryogenic ap-
proach. The steady-state background adopted in Table I
is that achieved for CsI[Na] at the SNS [2, 5], with the
estimated Cherenkov contribution subtracted.
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FIG. 7. Expected integrated CEνNS rate above nuclear re-
coil threshold, 20 m away from the ESS target, for all detector
materials considered in this work. All technologies considered
for use at the ESS have thresholds at or below 1 keVnr.

The presently envisioned design of a ESS cryogenic CsI
detector is a small array of four crystals of individual
dimensions 5 × 5 × 50 cm3, each read out by two 25
cm2 LAAPDs, for a total mass of 22.5 kg. This com-
pact detector is expected to provide approximately 8,000
CEνNS events per year at the ESS (Fig. 7), a signal
throughput two orders of magnitude faster than during
the first CEνNS detection [2]. Three hundred CsI crys-
tals of these dimensions are in storage at the University
of Chicago [88], left from the KTeV experiment, allowing
for an eventual detector mass upgrade.

B. Low-background CCD arrays with
single-electron threshold

High resistivity, ≈mm-thick silicon Charge Coupled
Devices (CCDs) have been recently demonstrated as an
effective detector technology for the search of rare events
from dark matter [89–91] and neutrino [92] interactions.
Efforts are ongoing for the construction of DAMIC-
M [93], a kg-size detector to be installed at the Labora-
toire Souterrain de Modane (LSM) in France. To achieve
a leading dark matter sensitivity, DAMIC-M will require
background rates at the LSM of 0.1 counts per keVee-
kg-day (ckkd), and a threshold of two ionized electrons
(corresponding to a few eV in ionization energy). This
ultra-low energy threshold and background rate can be
leveraged for CEνNS detection. As discussed in Sec. IV,
the sensitivity to a finite neutrino magnetic moment via
CEνNS becomes maximal at the lowest recoil energies.
A detector with characteristics like DAMIC-M in thresh-
old and energy resolution would be ideal for this CEνNS
application. In the following we will use DAMIC-M as
an example for a kg-size CCD-based silicon detector to
be installed at the ESS. DAMIC-M will be nearing com-
pletion of its exposure at the LSM by the time the ESS
reaches its full 5 MW power.
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FIG. 8. (From [94]) First demonstration of single-electron
sensitivity in DAMIC-M CCDs, using a Skipper readout. An
average ionization energy deposition of 3.77 eV is necessary
for the creation of a 1 e− signal in silicon [95].

The beam timing characteristics of the ESS involve a
data-acquisition approach different from that of a dark
matter search. For a typical single pixel read-out time of
10 µs the total read-out time for a Mpixel device would
be several seconds, too slow for the ESS beam-spill fre-
quency. We thus plan to perform ”hardware-binning”
(namely to sum the signal of several pixels before read-
out), a technique which improves read-out speed and
read-out noise with only minimal loss of event informa-
tion. Hardware binning has been successfully employed
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by DAMIC@SNOLAB [89]. The number of binned pixels
that can be readout given the ESS beam-spill frequency
of 14 Hz will depend on the number of amplifiers inte-
grated in the CCD, with about 7000 binned pixels per
amplifier per beam spill. Taking the current design of a
DAMIC-M CCD as example (6k × 6k pixels, each 15 µm
× 15 µm, readout by four amplifiers), 14,000 binned pix-
els can be readout per spill when accounting for identical
2.8 ms POT-coincident and -anticoincident exposures per
beam spill (the second used to characterize steady-state
backgrounds). This can be achieved by a 50×50 binning
(corresponding to a 750 µm × 750 µm sensitive area) or
any other suitable combination of rows and columns sum-
ming a total of 2500 pixels. No hardware modifications
are required for this purpose. Future CCDs could be
better optimized for ESS timing by incorporating more
amplifiers for faster read-out.

Instrumented with a Skipper readout [96], DAMIC-M
will feature single-electron sensitivity. DAMIC-M has re-
cently demonstrated such sensitivity using 1k × 6k CCDs
to achieve a resolution of less than 0.1 electrons [94], as
shown in Fig. 8. This is accomplished by using a novel ap-
proach to data acquisition, wherein the charge in a single
pixel is measured non-destructively multiple (N) times
resulting in a reduction of the overall read-out noise by
a factor of

√
N . While this certainly could not be imple-

mented for every pixel at the ESS, an adaptive read-out
mode wherein a pixel is measured multiple times only if
it meets a set of selection criteria may provide improved
energy threshold with minimal loss of exposure.

As mentioned, DAMIC-M is designed to reach a 0.1
ckkd internal radioactive background, far lower than
other solid-state detectors of the same scale. The steady-
state background for a silicon CCD detector at the ESS
is therefore expected to be cosmic-ray associated, and
dominated by muon-induced neutrons in lead shielding,
which can be rejected using an active veto. Instead of dis-
carding individual events, as is done for faster detectors,
entire veto-coincident individual CCD exposures must be
rejected. Accounting for a 100 Hz muon veto trigger rate
under minimal overburden, and for the ESS beam-timing
characteristics, we estimate that this can be achieved
with just ∼28 % dead time, while rejecting >99.9 %
of muon-induced backgrounds. These expectations are
solidly based on the germanium PPC experimentation
at shallow depth described below. In the absence of a
measurement of background level at a shallow site, we
presently assume that the background rates at the ESS
will be a factor of ten higher than those expected by
DAMIC at the LSM, and thus adopt a background level
of 1 ckkd in the sensitivity estimates of Sec. IV. The 15
ckkd at 0.18 keVee obtained in a shallow site with less-
radioclean PPCs (Fig. 10) is a realistic upper bound.

The quenching factor for DAMIC silicon CCDs has
been measured down to 0.7 keVnr [97], using a photoneu-
tron source [98]. A new measurement down to a consid-
erably lower energy is planned using the same technique,
while profiting from the recent progress in single-electron

sensitivity. As emphasized in [71], a precise knowledge
of this quenching factor will be necessary to fully exploit
the sensitivity of CEνNS detectors to NP. The incipient
but rapid development of new germanium CDDs [99] is
worth mentioning as a possible future upgrade of this
technique, as those can provide a higher CEνNS signal
rate (Fig. 7), and a more favorable quenching factor.

C. High-pressure gaseous xenon chambers

High-pressure gaseous detectors such as NEXT [100],
sensitive to both primary scintillation (S1) and electrolu-
minescent amplification of charge ionization (S2), provide
excellent background discrimination, and optimal energy
resolution (Fig. 9). This technology is not impacted by
charge trapping and delayed release at the liquid-gas in-
terface of dual-phase liquid noble gas detectors [101, 102].
This process limits dual-phase detector sensitivity to low-
energy signals at shallow depth sites dominated by fre-
quent large-energy depositions by cosmic rays [103], mak-
ing NEXT-like detectors more suitable for operation at
a location with negligible overburden, like the ESS.

Furthermore, in principle the ability to trigger data
acquisition using a POT-coincident logic signal can elim-
inate the need to detect primary scintillation light at the
ESS, resulting in a reduced energy threshold. By using
electroluminescence amplification, signals as low as 1-2
ionized electrons can be detected. This reduces the ex-
pected energy threshold to less than 0.2 keVee. In ad-
dition to this, gaseous xenon detectors feature a few-
percent energy resolution at low energy (Fig. 9), only
surpassed by semiconductor detectors. Relaxing the need
to detect primary scintillation would result in the loss of
background rejection ability. However, background rejec-
tion has been shown not to be a requirement for CEνNS
detection, for sufficiently radioclean detectors such as the
CsI[Na] crystal in [2], or the germanium PPCs discussed
below (Fig. 10).

Dedicated studies of the response of gaseous detectors
to few-keV nuclear recoils will be necessary to reduce the
present uncertainty on parameters such as the quench-
ing factor. Such measurements are planned using a pho-
toneutron source [98] in a 1-kg scale NEXT-like detector.
In the interim we use a QF=20%, similar to that adopted
for S2 generation in [104].

One interesting possibility for this detector design is
the ability to use different noble gas targets within the
same setup. This will allow to compare data taken with
xenon, krypton, argon, neon, and even helium. At the
time of this writing, a large-volume gaseous detector is
already searching for neutrinoless double-beta decay, us-
ing high pressure xenon gas: the NEXT-White detector
[107]. This device, with internal dimensions of 0.57 m
diameter × 0.72 m length can hold up to 20 kgs of Xe
at an operating pressure of 20 bar. Once replaced by
the planned upgrade to NEXT-100 in 2020 [106], NEXT-
White can be easily adapted to low-energy searches, and
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FIG. 9. Top: Nuclear recoil identification in a gaseous xenon
detector by using S1/S2 discrimination [104]. Bottom: Exam-
ple of energy resolution obtained for 41.5 keV gammas [105].
The very small Fano factor in xenon gas, two orders of mag-
nitude lower than for liquid xenon, allows for excellent energy
resolution even in large-scale detectors [106].

used for CEνNS studies at the ESS. In the present ab-
sence of a dedicated background measurement at shallow
depth, we adopt in Table I a level similar to that for CsI.

D. Low-threshold, multi-kg p-type point contact
germanium detectors

P-type point contact germanium detectors (PPCs,
[108]) provide a unique combination of detector mass,
ultra-low energy threshold, and background rejection ca-
pabilities. As such they have found multiple applications
in neutrino (Majorana [109], GERDA [110], TEXONO
[111], CONUS [112]) and dark matter searches (CoGeNT
[113], CDEX [114]). A continuous improvement in PPC
mass and energy threshold [115] has resulted in large de-
vices approaching 0.1 keVee sensitivity. Inverted coaxial
PPCs [116] allow for single multi-kg crystals.

FIG. 10. Comparison of expected CEνNS signal in Ge PPCs
at the ESS to backgrounds. The beam-associated prompt
neutron flux and NIN production rate are taken to be ×10
those at the SNS [2], with same spectral hardness, in the sim-
ulations shown. The effect of the inner veto uses as input its
measured light collection efficiency, and a neutron response for
plastic scintillator as in [117]. The subtractable steady-state
background achieved at 6 m.w.e. with the PPC described in
the text is shown, applying the ESS duty factor for a direct
comparison to CEνNS. As a reference, the CEνNS signal to
steady-state background ratio for CsI[Na] in [2] was a less
favorable ∼1/4.

A recently completed 2.95 kg PPC features a sta-
ble 0.18 keVee threshold, and a 15 ckkd background at
threshold (Fig. 10) during operation in a shallow over-
burden site at the University of Chicago (6 m.w.e.). This
is similar to what can be expected in a ESS basement
location (the SNS neutrino alley provides 8 m.w.e.). This
background is achieved via a new shielding design that
includes a double active veto. Its innermost plastic scin-
tillator layer surrounds the PPC. It is able to tag the
neutrino-induced neutron (NIN) background from lead
shielding [2], and beam-related prompt neutrons, with
a high efficiency (Fig. 10). The shield design is inten-
tionally compact at 60 cm x 60 cm x 150 cm. Use of a
cryocooler provides unattended operation without access
to liquid nitrogen for periods >1 year. Special measures
were taken in the internal detector design and FPGA-
based data-acquisition to obtain an absence of measur-
able cryocooler-induced microphonic noise. The device is
presently unique in its combination of large mass and low
energy threshold. However, a further reduction in PPC
leakage current is planned, aiming to push the threshold
down to ∼0.12 keVee. An effort towards the characteriza-
tion of the sub-keV quenching factor in germanium is also
underway [71]. For the purposes of ESS sensitivity calcu-
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lations, we adopt a germanium mass of 7 kg (achievable
with two PPCs), the already demonstrated background
of Fig. 10, the upgraded threshold, and a quenching fac-
tor of 20% [118] (see Table I).

E. Moderately superheated liquids

Moderately superheated bubble chambers like those
used for the PICO dark matter search [119–121] pro-
vide a dramatic insensitivity to electron recoil (ER) back-
grounds, the best of any nuclear recoil detector [122]. A
recent development in this area are scintillating bubble
chambers [123, 124]. The additional information channel
provided by light detection facilitates sub-keV nuclear re-
coil thresholds, while preserving ER insensitivity. Specif-
ically, a ∼0.1 keVnr threshold is expected from a liquid
argon (LAr) bubble chamber. The scintillation signal also
helps with improving the timing of the detector, other-
wise limited to ∼ 25µs through the acoustic emission
from rapidly expanding bubbles [123, 125].

Besides the mentioned ultra-low energy threshold and
insensitivity to ERs, bubble chambers exhibit a few ad-
ditional features of interest for CEνNS detection at the
ESS: i) a 3-D event reconstruction of order 1 mm permits
to distinguish neutrino interactions from neutron back-
grounds, due to their different spatial distribution. ii)
Suitable (but non-scintillating) targets containing light
elements such as C, F, and Br exist, and have been tested
within the COUPP, PICASSO, and PICO dark matter
searches. For these the CEνNS cross section is small (e.g.,
C3F8, Fig. 7), increasing the difficulty of a measurement.
The extreme insensitivity to ERs of order 10−9 [122]
seems crucially important in order to achieve an eventual
CEνNS detection in light targets. iii) A dominant 39Ar
ER background limits the performance of conventional
LAr detectors during CEνNS measurements [56, 57]. Use
of LAr within a scintillating bubble chamber bypasses
this issue, due to the intrinsic insensitivity to beta emit-
ters. iv) The ultra-low 0.1 keVnr NR threshold expected
from a scintillating LAr bubble chamber makes it highly
sensitive to deviations in expected CEνNS signal rate in-
duced by a finite neutrino magnetic moment (Sec. IV).

PICO experimentation has demonstrated that the
thermodynamically-defined threshold for bubble forma-
tion is well-defined and predictable [121, 125]. This al-
lows to obtain spectral information by scanning operat-
ing parameters (typically pressure), at the expense of an
increased exposure. The NR background adopted in Ta-
ble I is derived from unshielded runs of a 2 kg CF3I bub-
ble chamber [120] at 6 m.w.e., including the simulated
effect of 40 cm of neutron moderator shielding and 20
cm of recompression/refrigerant fluid on environmental
neutrons at this overburden.

Presently, two 10-kg scintillating bubble chambers are
under construction at Northwestern University and Fer-
milab (Fig. 11), one dedicated to dark matter searches,
the second intended for CEνNS experimentation. The

FIG. 11. Schematic and model of a 10-kg LAr bubble chamber
under construction, showing pressure and temperature con-
trol, bubble imaging, and scintillation detection scheme. The
design is of a “right side up” type, as in [123] and the upcom-
ing PICO-40 and PICO-500 chambers at SNOLAB. Render-
ing by Fermilab’s PPD/Mechanical Engineering Department.

time foreseen until their full commissioning is a good
match to the ESS start-up schedule.

IV. PHYSICS REACH

As mentioned in Sec. I, a precision measurement of
CEνNS provides a direct probe to both SM and beyond
the standard model (BSM) physics. Paradigmatic exam-
ples of the former are the determination of the weak mix-
ing angle at very low momentum transfer [27–29], and
the study of nuclear structure [17–20]. The program of
BSM exploration with CEνNS is broad (see [6–15, 21–
26, 30, 32–34, 126, 127] for an incomplete list) being most
sensitive to a variety of scenarios leading to modified neu-
trino interactions with nuclei – in particular at low mo-
mentum transfer – but extending also to the production
of new light neutral states, and sterile neutrino searches,
among others.

On this front, although part of the rationale for us-
ing a variety of targets at the ESS is to demonstrate the
N2 dependence of the CEνNS cross-section [55], much
more interesting is the synergy in constraining the BSM
physics that the use of multiple targets can bring, and
the advantages that some of these technologies provide
for specific aspects of the phenomenology explored. An
additional argument is that of redundancy: any observed
deviations from SM CEνNS predictions will require in-
dependent tests. In this respect of anomaly confirmation,
xenon and CsI targets provide a rather unique combina-
tion of nearly-identical response to CEνNS (Fig. 7), while
relying on fundamentally different techniques, subject to
systematics not in common.

In what follows we illustrate the potential sensitivity of
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a CEνNS experiment at the ESS to SM and BSM physics,
for a variety of target nucleus and detection technologies,
with three characteristic examples: NSI, the weak mix-
ing angle and neutrino charge radius, and an anomalous
neutrino magnetic moment.

A. Parameters and assumptions used in
calculations

For neutrino energies in the 50 MeV range, as it is the
case for neutrinos produced from pion DAR, the coher-
ence condition is satisfied for medium-sized nuclei. In the
SM the differential cross section for CEνNS on a nucleus
with Z protons and N neutrons reads [3]:

dσSM (T,Eν)

dT
=
G2
F

2π

Q2(Z,N)

4
F 2(Q2)M

(
2− MT

E2
ν

)
,

(2)
where T is the recoil energy of the nucleus, M is its
mass, Eν is the incident neutrino energy, GF is the Fermi
constant, and F is the form factor of the nucleus evalu-
ated at the squared momentum transfer of the process,
Q2 = 2MT . Here Q2 ≡ 4 (ZgV,p +NgV,n)

2
, with gV,p =

1/2 − sin2 θw and gV,n = −1/2 being the weak charges
of the proton and the neutron, respectively. In our calcu-
lations, the weak mixing angle has been set to its value
at zero momentum transfer sin2 θw = 0.23867, following
Refs. [128, 129]. As for the form factors, most of them are
readily available from Ref. [130]. For molecules, however,
since these are not available we take the weighted aver-
age between the form factors for the different nuclei. In
the case of C3F8, in the absence of a form factor for F we
take the corresponding one for O instead. In the case of
CsI we use the Helm form factor parametrization [131],
using s = 0.9 fm and Rn = 4.83 fm.

All sensitivity calculations in this work are obtained in
nuclear recoil energy space, after accounting for the effect
of the QF on the detector threshold and backgrounds.
The differential number of events for the signal reads

dN

dT
= N

∑

α≡νe,νµ,ν̄µ

∫
dEν

dσ(T,Eν)

dT

dφα(Eν)

dEν
, (3)

where N is a normalization constant that depends on the
number of protons on target, the neutrino yield per pro-
ton, the detection efficiency (or acceptance), the mass
of the detector, and its distance to the source. Unless
otherwise stated, a common set of assumptions apply to
this normalization constant, for all detector configura-
tions considered in this work:

1. the detector distance to the ESS target is set to 20 m;

2. the detector signal acceptance is assumed to be a step
function at threshold, with a conservative 80% accep-
tance;

3. the running time is restricted to a total of 3 years. We
think that this is reasonable, given the much longer
running times envisioned for the physics program at
the ESS [35]. Increasing it beyond this value may lead
to an improvement in our results only if the systematic
errors can be reduced with respect to our assumed
benchmark values outlined below.

In what respects the expected backgrounds, they can
be divided into three classes: (i) steady-state back-
grounds (dominated by cosmic ray interactions or by
their by-products inside or in the surroundings of a ra-
dioclean detector); (ii) beam-related backgrounds, pro-
duced by neutrons escaping the target and reaching the
detector; and (iii) neutrino-induced neutrons. While the
latter is irreducible, it has been shown that its contri-
bution to the total event rate at the SNS is very small
[2, 5], and therefore will be neglected here. Beam-related
backgrounds have also been neglected (awaiting confir-
mation from ESS neutron background studies), assum-
ing that similar levels to those in [2] or shown in Fig. 10
are achievable. Therefore, our main backgrounds are ex-
pected to come from the steady-state contribution. For
simplicity, this is assumed to follow a uniform distribu-
tion in recoil energy.

Table I summarizes the detector properties, steady-state
background, and QF values assumed for all detectors
considered in this work. With the exception of bubble
chambers (see below), a Gaussian energy smearing is ap-
plied, with a width that depends on the recoil energy as:
σ(T ) = σ0

√
T/Tthres, where σ0 is the energy resolution

at the detection threshold (Tthres), which can be readily
extracted from Table I. For each detector, the recoil en-
ergy bin sizes are chosen so that the width of each bin
is twice the energy resolution at its center. We consider
all the kinematically available range (determined by the
condition T . 2E2

ν/M), for all detector configurations.

While most detectors under consideration have excel-
lent energy reconstruction capabilities, for bubble cham-
bers only the total event rates are used in the calcula-
tions: no bins or energy smearing are used to compute
the event rates. For these detectors, however, it is pos-
sible to predict and adjust the detection threshold with
high precision [121, 125]. Splitting the running time of a
bubble chamber into two periods (with different detection
thresholds) would lead to an increased sensitivity to NP
scenarios which manifest at low recoils but remain unno-
ticed for events in the higher energy part of the spectrum,
as we will see in Sec. IV D
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Detector Technology Target Mass Steady-state Eth QF Eth ∆E/E (%) Emax CEνNS NR/yr

nucleus (kg) background (keVee) (%) (keVnr) at Eth (keVnr) @20m, >Eth

Cryogenic scintillator CsI 22.5 10 ckkd 0.1 ∼10 [71] 1 30 46.1 8,405

Charge-coupled device Si 1 1 ckkd 0.007 (2e-) 4-30 [97] 0.16 60 212.9 80

High-pressure gaseous TPC Xe 20 10 ckkd 0.18 20 [104] 0.9 40 45.6 7,770

p-type point contact HPGe Ge 7 15 ckkd 0.12 20 [118] 0.6 15 78.9 1,610

Scintillating bubble chamber Ar 10 0.1 c/kg-day - - 0.1 ∼40 150.0 1,380

Standard bubble chamber C3F8 10 0.1 c/kg-day - - 2 40 329.6 515

TABLE I. Summary of detector properties, maximum recoil energies considered and expected signal and background rates
used in our sensitivity calculations. Backgrounds listed do not include the 4 × 10−2 reduction by the ESS duty factor. The
germanium QF in [118] will be revisited in an upcoming publication. A rapid dependence of the silicon QF on NR energy
[97, 132] is adopted. The concept of QF is ill-defined for bubble chambers (all NR energy is available for nucleation). Their
background is integrated above nucleation threshold (in counts per kg and day). Backgrounds for semiconductors are in per
keVee, while for cryogenic CsI and pressurized xenon this is given in per keVnr, and in both cases are given in counts per keV,
kg and day (ckkd). We conservatively adopt the background at Eth, which is typically maximal, for all higher energies.

In order to determine the sensitivity to a NP model
characterized by a set of parameters {ε}, a binned χ2

is built. Systematic uncertainties are implemented us-
ing the pull method, and assumed to be fully correlated
among different energy bins while totally independent for
signal and background. Thus we introduce two nuisance
parameters ξsig and ξbg to parametrize these independent
normalization uncertainties. Altogether

χ2
(
{ε}
)

= minξ

[
χ2
(
{ε}, ξ

)

+

(
ξsig − 1

σsig

)2

+

(
ξbg − 1

σbg

)2 ]
, (4)

where

χ2({ε} , ξ) =
∑

i

2
[
Ni({ε}, ξ)− N̄i

+N̄i ln

(
N̄i

Ni({ε}, ξ)

)]
. (5)

Here Ni({ε}, ξ) stands for the event rate/s in the i-th
energy bin (adding up signal and background rates each
with its corresponding normalization factor) predicted by
the model that is being tested, while N̄i stands for the
event rates expected in that bin from the combination
of signal and background in the SM. In Eq. (4), σsig
and σbg are signal and background normalization uncer-
tainties. In the results presented here a 10% systematic
uncertainty has been assumed for the signal prediction.
For reference, the corresponding value at the COHER-
ENT experiment currently exceeds 20%, after adding all
corresponding uncertainties in quadrature. However, the
largest contributor to such error is the systematic error
on the QF, which according to the results from Ref. [71]
can be reduced down from a 18% to approximately a 6%.
Therefore, we deem a 10% representative of the cumula-
tive uncertainties in QF, neutrino flux, nuclear form fac-
tor, and signal acceptance by the time data taking starts.
While the steady-state background is in principle subject

to sizable systematic uncertainties, it will be efficiently
measured using beam-off data, as demonstrated at CO-
HERENT [2, 5]. Therefore, this systematic uncertainty
is set to 1% in our calculations for all detectors under
consideration. It is important to stress that, given the
large statistics predicted in all considered detectors, most
of the sensitivity results presented below are limited by
systematics within our simplified treatment and conser-
vative assumptions about their uncertainties. They are,
therefore, subject to improvements by dedicated cam-
paigns allowing a better characterization of the system-
atic uncertanties in each detector.

B. Non-Standard neutrino Interactions

From a completely model-independent approach, a
useful parametrization of the possible effects of NP at low
energies is through the addition of higher-dimensional op-
erators to the SM Lagrangian, that respect the SM gauge
group. At d = 5, the only operator that can be built us-
ing just SM fields is the Weinberg operator [133], which
coincidentally gives rise to neutrino masses. At d = 6, the
allowed set of operators includes four-fermion operators
affecting neutrino production, propagation, and detec-
tion processes. For example, operators of the form

2
√

2GF ε
ff ′,P
αβ (ν̄αγµPL`β)(f̄ ′γµPf) (6)

would induce non-standard charged-current (CC) pro-
duction and detection processes for neutrinos of flavor
α, while operators such as

2
√

2GF ε
f,P
αβ (ν̄αγµPLνβ)(f̄γµPf) (7)

would lead to flavor-changing neutral-current (NC) in-
teractions of neutrinos with other fermions (if α 6= β),
or to a modified NC interaction rate with respect to the
SM expectation (if α = β). In Eqs. (6) and (7), f and
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f ′ refer to SM fermions, ` refers to a SM charged lepton
and P can be either a left- or a right-handed projection
operator (PL or PR, respectively).

While CC NSI are severely constrained by the study
of CC processes, such as meson and muon decays, con-
straining NC NSI is a much more challenging task. This
is so because of the uncertainties involved in comput-
ing neutrino-nucleus interactions, and the experimental
difficulties in measuring NC cross sections precisely. In
fact, the best constraints available in the literature for
these operators come from global fits to oscillation data,
which are very sensitive to modifications in the effec-
tive matter potential felt by neutrinos as they propagate
in a medium [12]. Consequently they can bound vector

NSI (εf,Vαβ ≡ εf,Lαβ + εf,Rαβ ) and, since they are due to a
totally coherent effect, these bounds extend to NSI in-
duced even by ultra light mediators (Mmed & 1/REarth ∼
O(10−12) (eV)). However, while oscillation experiments
are sensitive to all flavor-changing NSI, they are only sen-
sitive to differences between the diagonal NSI parameters
in flavor space [12, 126]. This leads to the appearance of
new degeneracies involving standard oscillation parame-
ters and NSI operators, such as the so-called generalized
mass ordering degeneracy [134–136], with important con-
sequences for the upcoming generation of long-baseline
neutrino oscillation experiments.

Conversely CEνNS experiments at spallation sources
allow to constrain two of the three flavor-diagonal coef-
ficients, since the neutrino flux contains both muon and
electron neutrinos. In brief, the differential number of
signal events in the presence of NC NSI can be obtained
from Eqs. (3) and (2) with the effective coupling Q in
Eq. (2) modified as [137]:

Qεα = 4
[
Z
(
gV,p + 2εu,Vαα + εd,Vαα

)

+ N
(
gV,n + εu,Vαα + 2εd,Vαα

)]2
(8)

+ 4
∑

β 6=α

[
Z(2εu,Vαβ + 2εd,Vαβ ) +N(εu,Vαβ + 2εd,Vαβ )

]2
,

where we explicitly note that its value will now generally
depend on the incident neutrino flavor α. Notice that
both oscillation and CEνNS experiments are sensitive to
the vector NSI.

Thus, the complementarity between neutrino oscilla-
tion and coherent scattering data is evident: the addition
of coherent scattering data to the global fits from oscil-
lation breaks the degeneracies involving flavor-diagonal
NSI, thanks to the direct measurement of the neutrino-
nucleus interactions for both electron and muon neutri-
nos [6, 134]. Furthermore, while in principle incoherent
neutrino scattering at higher energies is also sensitive to
these operators, when the NSI is induced by light media-
tors the sensitivity of these scattering experiments (such
as NuTeV [138] or CHARM [139]) becomes limited by
the larger minimum momentum transfer required in the
inelastic scattering detection [126, 134, 140, 141].

With all these considerations, in what follows, we fo-
cus on the determination of the flavor-diagonal NSI co-

efficients, εf,Vαα (f = u, d), although it should be kept in
mind that coherent neutrino scattering is also sensitive
to all the off-diagonal NSI operators as well, and com-
petitive bounds should also be expected for those.

Figure 12 shows our results on the expected allowed re-
gions at 90% CL in the plane (εu,Vee , εu,Vµµ ) for the six detec-
tors under consideration. In this figure for simplicity, we
have assumed that the NSI take place only with up-type
quarks; however, similar results are obtained if the NSI
are assumed to take place with down-type quarks instead.
For illustration we show as well the 90% CL allowed re-
gion from the analysis of the total event rate observed
at the COHERENT experiment in Ref. [12], following
the prescription provided in Ref. [2] to perform a fit to
NSI using the total event rates. In principle, adding the
timing and energy information provided in Ref. [142] can
help to tighten their constraints to some degree [15, 21];
however, the final result is subject to uncertainties in the
treatment of the background and systematic errors as-
sumed.

The different areas in the two panels in Fig. 12 cor-
respond to the results obtained with the detector con-
figurations listed in Table I. As seen in the figure, in
most cases the shape of the allowed regions is an ellipse
in this plane. This can be easily understood as follows.
From Eqs. (3), (2), and (8) one can trivially compute the
expected total number of events (adding up the contribu-
tions from the three components of the beam) in each bin
as a function of the two NSI coefficients in each. Requir-
ing that the NSI-induced correction is of the same rela-
tive size in all bins and that the total number of events
is compatible with the SM expectation, it is straightfor-
ward to show that the allowed confidence regions in the
plane εuee − εuµµ obey the equation of an ellipse:

[
R+ εu,Vee

]2
+ 2

[
R+ εu,Vµµ

]2
= 3R2 (9)

where R ≡ ZgV,p+NgV,n
2Z+N only depends on the target nu-

cleus and the SM weak couplings to protons and neu-
trons. In the SM, given that gV,p � gV,n this constant
can be safely approximated to R ' gV,n/(2r + 1), where
r ≡ Z/N is the ratio of protons to neutrons in the nu-
cleus. From Eq. (9) it follows that the shape of the al-
lowed confidence regions in this plane will be very similar
for different target nuclei as long as they have a similar
value of r. For reference Table II summarizes the values
of Z, N , r, and the nuclear masses assumed for different
nuclei.

As seen in Fig. 12, the allowed regions are in good
agreement with Eq. (9), for most of the detectors un-
der consideration. However, from the figure we also see
that for some detectors, in particular for the CsI tar-
get (and also in part for Xe target), the degeneracy in
the allowed region in the (εu,Vee , εu,Vµµ ) plane implied by
Eq. (9) is partly broken. This is so because Eq. (9) has
been obtained under the approximation of a constant –
flavour- and energy-independent – shift of the event rates
in all bins. Clearly the degeneracy will be broken if some-
how the experiment is capable of discriminating between
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FIG. 12. Expected allowed regions in the (εu,Vee , εu,Vµµ ) plane at the 90% confidence level (C.L.) for two degrees of freedom
(d.o.f.). The different regions correspond to the expected results for the different detectors listed in Table I, as indicated by the
legend. In all cases, the simulated data has been generated for the SM (that is, setting all the operator coefficients to zero),
and the results are then fitted assuming NSI. For simplicity, the rest of the NSI parameters not shown in the figure have been
assumed to be zero. For comparison, the dashed lines show the allowed regions at 90% CL in this plane, as obtained in Ref. [6]
from an analysis of current data from the COHERENT experiment [2], see text for details.

Nucleus Z N r M(a.m.u.)

132Xe 54 78 0.69 131.29
40Ar 18 22 0.81 39.95
72Ge 32 40 0.8 75.92
28Si 14 14 1.0 27.98
12 C 6 6 1.0 12.01
19F 9 10 0.9 19.00

133Cs 55 78 0.71 132.91
127I 53 74 0.72 126.90
20Ne 10 10 1.0 20.18

TABLE II. Main properties of the nuclei for the different tar-
get nuclei considered in this work. The different columns indi-
cate the isotope considered, together with the number of pro-
tons and neutrons, the ratio between them r, and the value
of the nuclear mass in atomic mass units (a.m.u.). For the
detectors using CsI and C3F8 we take the weighted average
between the two elements in the molecule.

muon and electron neutrino flavors at some level. A pos-
sibility to do this, is through the addition of timing infor-
mation, which allows to distinguish between the prompt
component of the beam (which contains just νµ) and the
delayed component (which contains a mixture of νe and
ν̄µ). Unfortunately, due to the very long proton pulses
this would not be possible at the ESS source.

One must notice, however, that the prompt signal is
also characterized by a lower neutrino energy (Eνµ ∼

30 MeV). Therefore, it should be possible to distinguish
its contribution using a detector with good energy resolu-
tion that allows to observe not only the bulk of events at
low energies (which receives equal contributions from the
three components of the beam) but also the tail at high
recoil energies, above the maximum recoil allowed for the
prompt signal. For large enough statistics, this would al-
low to obtain partial flavor discrimination, by comparing
the event rates below and the maximum recoil allowed
for the prompt flux. For illustration, we show in Fig. 13
the expected event rates, where the contribution per fla-
vor is shown separately. As shown in this figure, above
the maximum recoil energy allowed for the prompt com-
ponent the event rates are given almost exclusively by νe
and ν̄µ scattering (albeit with a small contribution from
νµ in the first bin, due to smearing by the energy reso-
lution). Consequently in the case of detectors with high
statistics, good energy resolution and no saturation, the
ellipse is broken in this plane. This is the case for the CsI
and Xe detectors, as seen in Fig. 12.

Furthermore, from Eq. (9) it is clear that an alternative
form of breaking this degeneracy is through the combina-
tion of data obtained using different target nuclei, as long
as they have different values of r. This is true even if only
information on the total event rates is available (without
any time nor energy information). While the combination
can be done using different detectors among the possibili-
ties listed in Table I, a more convenient option is available
in the case of the gas TPC, since the detector can operate
not only with xenon but with other noble gases as well
(Ne, He, or Ar for instance). As illustration of this pos-
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son, the square root of the number of background events in
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lowed by a neutrino with energy Eν = 29.8 MeV, that is, the
energy of the monochromatic prompt νµ flux.
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FIG. 14. Expected allowed regions in the (εu,Vee , εu,Vµµ ) plane at
the 90% C.L. for 2 d.o.f, for the gas TPC detector operating
with two different nuclei (separate runs, each of them for 3
years), as well as for a configuration where the detector is filled
with each of the two gases during half of the total data taking
period (1.5 years running with 132Xe, 1.5 years with 40Ar). In
all cases, the simulated data has been generated for the SM
and the results are then fitted assuming NSI. For simplicity,
the values for the rest of NSI parameters not shown in this
figure have been set to zero.

sibility, we show Fig. 14 the expected sensitivity regions
in this plane using the gas TPC detector. In this case we
show three different results: (i) the expected regions ob-
tained using Xe as the target nucleus; (ii ) the expected
regions using Ar instead; and (iii) the results obtained

using a combined run, where the detector uses Xe during
the first half of the data taking period and Ar during the
other half. From the figure we see how the combination of
runs with the two selected nuclei leads to a substantially
improved sensitivity.

C. Weak mixing angle and neutrino charge radii

The weak mixing angle is a fundamental parameter
in the SM. While its value has been precisely measured
at high energies in collider experiments, its determina-
tion at low energy is a challenging task from the ex-
perimental point of view. At low energies, it can be
determined from measurements of parity violation in
Cs atoms [143, 144], the parity-violating asymmetry in
Moller scattering [145], deep inelastic scattering of polar-
ized electrons in deuteron [146], and neutrino scattering
on nuclei [138]. While most of these measurements seem
to agree well within error bars, the NuTeV result [138]
shows a tension at the 3σ CL.

As seen in Eq. (2), the weak mixing angle enters
the neutrino-nucleus coherent scattering cross section
through the value of gV,p. Therefore, its effect on the
number of events is going to be much more subleading
than for NSI, and its impact on the observable number of
events will be a change in the normalization of the event
sample which, in this case, will be flavor-universal. How-
ever, while the weak mixing angle affects the coupling to
protons it does not affect the coupling to neutrons and,
therefore, an enhanced sensitivity is expected also in this
case by combining results obtained for nuclei with differ-
ent proton-to-neutron ratios r.

Our results on the expected sensitivity for this param-
eter are shown in Table III for different detectors under
consideration. For reference, the current bounds derived
in Ref. [127] from current COHERENT results, are also
included. As seen in the table, any of the experiments
considered here can lead to an improvement on the de-
termination of the weak mixing angle in CEνNS by a
factor O(3). Notice also that the sensitivity of all dec-
tors to this parameter is comparable because it is mostly
limited by the assumed 10% normalization uncertainty.

The determination of the weak mixing angle is tightly
related to the sensitivity to the effective neutrino charge
radius, 〈r2

ν〉, defined as [147]

〈r2
ν〉 = 6

dFν(q2)

dq2

∣∣∣∣
2

q

= 0 , (10)

where Fν is the electromagnetic form factor of the neu-
trino. The inclusion of this form factor affects the scatter-
ing of neutrinos with other charged particles in the SM,
and effectively induces a shift in the value of the effective
mixing angle [148–150],

sin2 2θw → sin2 2θw

(
1 +

1

3
m2
W 〈r2

ν〉
)
, (11)
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Ar C3F8 CsI Ge Si Xe Xe+Ar COH-SNS

sin2 θW 0.239+0.028
−0.022 0.239+0.025

−0.020 0.239+0.032
−0.026 0.239+0.029

−0.024 0.239+0.032
−0.029 0.239+0.033

−0.026 0.239+0.020
−0.029 0.248± 0.094[127]

< r2ee > [-65, 20] [-58, 18] [-67, 16] [-67, 20] [-54, 18] [-70, 17] [-55, 20] [-65, 6] [21]

< r2µµ > [-51, 7] [-46, 6] -[59, 7] [-54, 7] [-43, 6.5] [-60, 7.5] [-28, 7] [-60, 10] [21]

| < r2eµ > | < 15 < 12 < 21 < 17 < 11 < 21 < 17 <35 [21]

µνµ < 9 < 11 < 9 < 7 < 6 < 9 < 10 <31 [21]

TABLE III. Allowed ranges at 90% C.L. for the weak mixing angle (given as best fit ±1.64σ), neutrino charge radii for three
flavour projections (in units of 10−32 cm2, and after marginalizing over the other two flavour projections), and the νµ magnetic
moment (90% CL upper bound in units of 10−10µB).

where mW is the mass of the W boson.
The SM prediction for the neutrino charge radii gives

a value that depends on the neutrino flavor α ≡ e, µ, τ ,
as [151–153]:

〈r2
να〉 =

−GF
2
√

2π2

[
3− 2 ln

(
m2
`α

m2
W

)]
, (12)

where m`α is the mass of the charged lepton of the
same flavor α. Therefore, determining the weak mix-
ing angle precisely allows to obtain an upper limit for
the value of the charge radius of each neutrino fla-
vor state. Numerically, however, these lie in the range
[−0.83,−0.3] × 10−32 cm2 and are therefore very chal-
lenging to observe.

However, in BSM scenarios the charge radii may re-
ceive additional contributions and, therefore, a mea-
surement of their value well above the SM expectation
would be a clear signal of NP. Moreover in BSM mod-
els with neutrino masses, due to the mismatch between
the mass and flavor bases, transition charge radii 〈r2

αβ〉
may be generated for the flavor states. In the most gen-
eral case where both diagonal and transition charge radii
are considered, the effective weak coupling is modified
as [21, 150]:

Qrα = 4 [Z (gV,p −Qαα) +NgV,n]
2

+ 4Z2
∑

β 6=α

|Qαβ |2

(13)
where Qαβ is defined as

Qαβ ≡
2

3
m2
W sin2 θw〈r2

αβ〉 . (14)

Note that, unlike for NSI, in this case the modification
to the neutrino cross section will be proportional to the
number of protons in the nucleus and therefore the ex-
pected effect on the number of events will be different.
Moreover, in presence of transition charge radii addi-
tional modifications to the SM cross section, proportional
to Z2, are also expected. Finally in this scenario we also
expect, as in the case of the weak mixing angle, an im-
provement in sensitivity through the combination of dif-
ferent target nuclei with different values of r. This will
greatly help to cancel the effect of systematic uncertain-
ties and to increase the sensitivity to the values of Qαβ .

Our results for the determination of the neutrino
charge radii are summarized in Table III, for the different
detectors under consideration. For reference, the current
bounds derived from COHERENT data in Ref. [21], are
also included. As seen in the table, for any of the de-
tectors considered, an improvement with respect to the
present results from COHERENT is expected regarding
the sensitivity to the charge radius for νµ (although they
cannot reach the SM expectation), as well as the flavour
transition charge radii.

D. Neutrino magnetic moment

In presence of a neutrino magnetic moment, the SM
cross section receives an extra contribution coming from
the exchange of a photon with the nucleus. The differen-
tial cross section reads [149]:

dσ

dT
=
dσSM
dT

+
πα2

m2
e

[
1

T
− 1

Eν
+

T

4E2
ν

]
Z2F 2

em(Q2)

(
µ

µB

)2

,

(15)
where me is the electron mass, µB is the Bohr’s magne-
ton, and α is the electromagnetic fine constant. It should
be noted that, since the effect due to a non-zero mag-
netic moment is only relevant for very low recoils, the
electromagnetic form factor Fem(Q2) can be safely ap-
proximated to one.

Figure 15 shows the differential cross section in
Eq. (15) as a function of the recoil energy, for an inci-
dent neutrino with energy Eν = 40 MeV. The different
lines correspond to different target nuclei, as indicated in
the legend. As can be seen from the figure, the effect of a
finite neutrino magnetic moment on event rates is notice-
able for recoil energies below 0.5 − 1 keVnr, depending
on the target nucleus being considered. Therefore, it is
expected that detectors with the lowest possible recoil
energy threshold, like those showcased in this paper, will
be most sensitive to this neutrino property. In this re-
spect, the scintillating bubble chamber and the charged
coupled device stand out among the detectors listed in
Table I, with lower thresholds well below those for the
rest of technologies considered.

Our results of the expected sensitivity to neutrino mag-
netic moments with the detectors under consideration
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FIG. 15. Differential cross section for CEνNS, as a function of
the recoiling energy of the nucleus, in the SM and in presence
of a non-vanishing neutrino magnetic moment µ = 10−10µB .
The different colors correspond to different target nuclei, as
indicated by the labels. The incident neutrino energy is set
to Eν = 40 MeV in all cases, and the cross section in the SM
(µ = 0) is also shown for comparison.

are summarized in Table III. For the Ar bubble cham-
ber, in spite of having the lowest detection threshold,
the lack of energy resolution makes this configuration
systematics-limited. However, bubble chamber detectors
offer the possibility of adjusting their low energy thresh-
old. While the event rates decrease as the detector thresh-
old is increased (see Fig. 7), splitting the running time of
a bubble chamber into two periods (with different detec-
tion thresholds) would lead to an efficient cancellation of
systematic uncertainties, and to a boost in the sensitivity
to this model. Therefore, the results shown in Table III
for this detector are obtained for a configuration where
the data taking time is split evenly between two expo-
sures with a different detector threshold: 1.5 years run-
ning with Eth = 0.1 keVnr, and 1.5 years running with
Eth = 1 keVnr. In this case, the systematic uncertainties
are taken to be fully correlated between the two samples.
To this end, the threshold can be trivially alternated be-
tween consecutive events, by varying the operating pres-
sure of the chamber.

Neutrino magnetic moments arise in a variety of mod-
els of NP and, in particular, they do not need to be flavor-
universal. Therefore, being as general as possible, we al-
low different magnetic moments for the different neutrino
flavors. However, reactor and solar experiments (among
others) bound the νe magnetic moments at the level of
10−11 µB [128, 154] and render its effect well beyond the
reach of any of the CEνNS experiments considered here.
For this reason we only show on Table III our results on
the sensitivity to µνµ for which current scattering experi-

ments yield a bound of 6.8×10−10 at 90% CL [21] which,
as seen in the table, can be improved with some of the
considered setups.

V. CONCLUSIONS

Operating at a proton energy of 2 GeV and 5 MW
power, the ESS will soon become not just the most in-
tense source of spallation neutrons, but also of pion DAR
neutrinos. Its predicted neutrino yield is unmatched by
present or planned spallation sources. As such, it provides
an extensive enhancement in sensitivity to many areas of
phenomenology reachable via CEνNS experimentation.
While we have not included this possibility in our analy-
sis, it should be noted that presently contemplated future
ESS upgrades include doubling the beam spill rate to 28
Hz, and/or increasing the proton energy to 2.5-3 GeV.
Both options would lead to further improvements in sen-
sitivity.

Recent work [71] has shown that systematic uncertain-
ties affecting CEνNS experiments can be reduced to a
cumulative ∼10% level. Realistically, and from a present-
day perspective, further progress in this direction should
be considered very hard to achieve. In this context, the
subdominant statistical uncertainty possible for CEνNS
measurements at the ESS acquires a special relevance:
the experimentation we have described will provide close
to the best possible sensitivity to neutrino properties
that can be expected from CEνNS studies at spallation
sources.

In this work we have explored the sensitivity to a few
representative NP scenarios which illustrate the poten-
tial of our proposal from a quantitative perspective: NSI,
precise determination of the weak mixing angle, neutrino
charge radii and neutrino magnetic moments. We find
that, while flavour discrimination associated to temporal
separation of the signal would not be possible at the ESS,
the large statistics expected still allows for a partial sepa-
ration between different neutrino flavors using the energy
information. On the detector side, we have considered a
suite of innovative detector technologies that originate
in the fields of dark matter detection and double-beta
decay searches (listed in Tab. I), and that will allow to
maximally profit from the order-of-magnitude increase in
neutrino flux. Specifically, we find that any of the detec-
tors considered here can lead to an improved precision of
the determination of the weak mixing angle in CEνNS by
a factor O(3) and to tighter bounds on νµ magnetic mo-
ment by a similar factor. A substantial enhancement on
the sensitivity to NSI is also expected as shown in Fig. 12.
We have also explored the improvement in reach obtained
from a combination of nuclear targets and quantified this
effect in the context of NSI, see Fig. 14.

Finally, we want to emphasize that our proposal is not
premature, as the time to develop and implement these
innovative nuclear recoil detector technologies is a good
match to the start of the ESS users’ program in 2023. By
employing a variety of detectors, we expect to provide
an enhanced sensitivity to neutrino properties, and the
ability to confirm or refute any deviations from the SM
that might be observed via CEνNS at the ESS.
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