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ABSTRACT

Cosmic voids gravitationally lens the cosmic microwave background (CMB) radiation, re-
sulting in a distinct imprint on degree scales. We use the simulated CMB lensing convergence
map from the MICE N-body simulation to calibrate our detection strategy for a given void
definition and galaxy tracer density. We then identify cosmic voids in DES Year 1 data and
stack the Planck 2015 lensing convergence map on their locations, probing the consistency
of simulated and observed void lensing signals. When fixing the shape of the stacked con-
vergence profile to that calibrated from simulations, we find imprints at the 30 significance
level for various analysis choices. The best measurement strategies based on the MICE cal-
ibration process yield S/N ~ 4 for DES Y1, and the best-fit amplitude recovered from the
data is consistent with expectations from MICE (A ~ 1). Given these results as well as the
agreement between them and N-body simulations, we conclude that the previously reported
excess integrated Sachs-Wolfe (ISW) signal associated with cosmic voids in DES Y1 has no
counterpart in the Planck CMB lensing map.
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1 INTRODUCTION

The standard model of cosmology is based on the assumption that
our universe is homogeneous and isotropic at large scales. How-
ever, going to smaller scales one can observe a hierarchical cluster-
ing of matter that forms different structures in the cosmic web.
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Surrounded by galaxies, galaxy clusters, filaments and walls,
cosmic voids are large underdense regions that occupy the majority
of space in our Universe. They are the most dark energy dominated
regions in the cosmic web, essentially devoid of dark matter and re-
lated non-linear effects. Their underdense nature thus makes them
good candidates for studying the dark energy phenomenon (Ryden
1995; Lee & Park 2009; Bos et al. 2012; Pisani et al. 2015; Sut-
ter et al. 2015) and to probe its alternatives (Zivick et al. 2015;
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Cai et al. 2015; Li et al. 2012; Clampitt et al. 2013; Verza et al.
2019). Modified gravity models attempt to explain cosmic accel-
eration without the use of a cosmological constant, however the
viability of these types of models imply specific screening mecha-
nisms that will ensure the agreement with solar system observations
(see e.g. Brax (2012) for a review of such models). These screen-
ing mechanisms predict that the intrinsic density of high-density
regions (such as dark matter halos) and low-density regions (such
as cosmic voids as the unscreened regime) will be more and less
dense, respectively, than in the general relativity scenario (Martino
& Sheth 2009). Similarly, measuring the underlying matter profile
of these structures appears to be an interesting tool to probe cosmo-
logical models (Cautun et al. 2018).

The lensing signals by individual voids are difficult to detect
(see e.g. Amendola et al. 1999), but recent work has shown that
a stacking methodology could help to increase the signal-to-noise
ratio and make the detection possible (Krause et al. 2013; Davies
et al. 2018; Higuchi et al. 2013). Recently, the void lensing signal
has been observed in galaxy shear statistics (Melchior et al. 2014;
Clampitt & Jain 2015; Sanchez et al. 2017) with moderate signifi-
cance (~ 4.4 — 7o). The most significant detection to date is 140
by Fang et al. (2019) using the Dark Energy Survey first year data
set (DES Y1 The Dark Energy Survey Collaboration 2005). Simi-
larly, a lensing signal has been detected using projected underdense
regions, the so-called troughs (Gruen et al. 2016; Brouwer et al.
2018) with higher significance (~ 10 — 150 detection). The above
studies used shear statistics of galaxies around void centres, i.e.
measured anisotropic shape deformations of galaxies due the gravi-
ational field inside voids. Likewise, these weak lensing imprints are
also expected to be observed in the reconstructed lensing conver-
gence maps of the cosmic microwave background radiation (CMB
hereafter). In particular, cosmic voids cause a de-magnification ef-
fect and therefore correspond to local minima in the convergence
maps.

The CMB lensing imprint of other elements of the cosmic web
have also been measured recently. Madhavacheril et al. (2015) de-
tected the lensing of the CMB by optically-selected galaxies. Along
similar lines, Baxter et al. (2015) detected a CMB lensing effect by
galaxy clusters selected from the South Pole Telescope (SPT) data,
while He et al. (2018) reconstructed the correlation of filamentary
structures in the Sloan Digital Sky Survey (SDSS) data and CMB
lensing convergence (k, hereafter), as seen by Planck. Then, Baxter
et al. (2018) stacked the SPT s maps on locations of galaxy clus-
ters identified in DES Y1 data, finding good consistency between
simulated and observed results.

The prospects of obtaining cosmological parameter con-
straints from CMB lensing probed using cosmic voids are discussed
by Chantavat et al. (2016, 2017). The role of void definition, en-
vironment, and type have also been studied in simulations. Na-
dathur et al. (2017) found that the sensitivity of the detection of
void lensing effects could be significantly improved by considering
sub-populations.

Following their own stacking measurement strategy, Cai et al.
(2017) have, for the first time, detected a CMB lensing signal using
cosmic voids (catalogue created by Mao et al. 2017) identified in
the CMASS (constant mass) galaxy tracer catalogue of the Baryon
Oscillation Spectroscopic Survey Data Release 12 (BOSS DR12).
They identified voids using the ZOBOV (ZOnes Bordering On Void-
ness) void finder algorithm (Neyrinck 2008). Their main aim was
to complement the stacking measurements of the integrated Sachs-
Wolfe effect (ISW) (Sachs & Wolfe 1967) using the CMB lensing
analyses. Evidences for ISW and CMB lensing imprints of the same

cosmic voids helps to confirm the reality of each effect. They dis-
cuss that an ISW-lensing dual probe is valuable from the point of
view of modified gravity, since the two effects are closely related:
lensing depends on the sum of metric potentials, whereas ISW de-
pends on their time derivatives. Hints of the correlations between
the ISW and CMB lensing signatures have also been found by the
Planck team (Planck 2015 results. XXI. 2016). Nevertheless, Cai
et al. (2017) reported a CMB lensing signal of BOSS voids that
is compatible with simulated imprints, with somewhat higher-than-
expected signal in the center of the voids. The conclusion was that
the puzzling excess ISW signal was seen in the BOSS DR12 data,
especially for the most significant large and deep voids, but the
lensing counterpart seemed inconclusively noisy with hints of a
small excess imprint.

In the first year footprint of the Dark Energy Survey, Kovics
et al. (2017) have recently attempted to probe these claims in a dif-
ferent part of the sky and identified 52 voids and 102 superclusters
at redshifts 0.2 < z < 0.65 using the void finder tool described in
Séanchez et al. (2017).

These measurements, although hinting again at a large ISW
amplitude, were indecisive because of the significant noise level in
the stacked images of the CMB. More recently, Kovécs et al. (2019)
extended the Year-1 ISW stacking analysis to Year-3 DES data, and
confirmed the ISW excess signal of supervoids with higher confi-
dence. In this paper, we aim to probe the detection of the excess
ISW signals in the DES Y1 data from another point of view by
measuring the corresponding CMB lensing imprint of the voids.

The paper is organized as follows. In Section 1 we motivate
our analysis of DES voids and discuss the relevance of the prob-
lem. Section 2 is dedicated to the description of the simulation and
data products that we use for our cross-correlations. In Section 3,
we explain how cosmic voids are identified in our study and we
discuss details about the resulting void catalogues and properties
of voids. Then, in Section 4 we detail our actual cross-correlation
measurement method using cosmic voids and lensing convergence
maps. We present our original results in Section 5 with details in
observational cross-correlation results and their consistency tests
with respect to simulated DES data. Finally, Section 6 contains a
summary and discussion of our most important findings and their
significance, including a vision of possible future projects.

2 DATA SETS AND SIMULATIONS

In this section, we introduce the galaxy tracer catalogues and corre-
sponding lensing convergence maps that we aim to cross-correlate.

2.1 Observations - DES Y1 redMaGiC catalogues

We use photometric redshift data from the Dark Energy Survey
(DES) to identify cosmic voids. DES is a six-year survey. After the
first three years of data (Y3) DES covers about one eighth of the
sky (5000 deg2) to a depth of tap < 24, imaging about 300 mil-
lion galaxies in 5 broadband filters (grizY’) up to redshift z = 1.4
(for details see e.g. Flaugher et al. 2015; Dark Energy Survey Col-
laboration 2016).

In this paper we used a luminous red galaxy sample from
the first year of observations (Y1, 1300 deg? survey area). This
Red-sequence MAtched-filter Galaxy Catalogue (redMaGiC, see
Rozo et al. 2016, for DES science verification (SV) test results)
is a catalogue of photometrically selected luminous red galaxies,
based on the red-sequence M Atched-filter Probabilistic Percolation
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(redMaPPer) cluster finder algorithm (Rykoff et al. 2014). See also
Elvin-Poole et al. (2018) for further details about the DES Y1 red-
MaGiC sample that is not identical to the SV data set.

An important source of error that affects our void finding pro-
cedure is photo-z uncertainty (see e.g. Hoyle et al. 2018, and ref-
erences therein); photometric DES data does not provide a precise
redshift estimate for the galaxy tracers of voids in the way that a
spectroscopic survey does (see e.g. Sanchez et al. 2017). However,
the redMaGiC sample has exquisite photometric redshifts, namely
c./(142) = 0.02, and a 40 redshift outlier rate of oy ~ 1.41%.
The resulting galaxy sample has a constant co-moving space den-
sity in three versions, i &~ 10~3h® Mpc™2 (high density sample,
brighter than 0.5L.), 7 = 4 x 10~*h3 Mpc™2 (high luminosity
sample, brighter than 1.0L.)), # ~ 1 x 10~*h® Mpc~3 (higher
luminosity sample, brighter than 1.5L.)). For further details about
the redMaGiC sample see Rozo et al. (2016) and Elvin-Poole et al.
(2018).

We will argue in section 3 that significant real underdensities
can be identified even using photo-z data.

2.2 Observations - Planck CMB lensing

Similarly to the distortion of galaxy shapes due to the underlying
matter field, used in weak lensing analyses, CMB photons also
experience deflections along their path and thus will be observed
lensed. In general, one can express the lensed (observed) CMB
temperature 7" in the 7 direction as a deviation (remapping) of the
unlensed (emitted) temperature T:

T(n) = T(7 + &(n)), (1)

where @(7) is the deflection angle that is used to define a lensing
potential via « = V®(i1) (see e.g. Lewis & Challinor 2006, for
details). Assuming a flat universe, the CMB lensing potential in a
direction 1 is defined as:

Xcmb
(n) = —2/ X=X (i t), )
0 Xemb X

where x is the co-moving distance (X cmb 1S the co-moving distance
to the CMB) and W is the gravitational potential evaluated in the i
direction and at time ¢ = 79 — 1 where 7)o is the conformal time
today.

The gravitational potential can then be expressed as function
of the underlying matter density (§(x1; ¢)) field through the Pois-
son equation :

3HZQ
Avad\} xi;t) = 2-20° m
(s 1) 2a(n)

where Hy is the expansion rate today, 2, is the matter energy
density, and a(n) is the scale factor evaluated at the conformal time
71 (assuming here natural units, i.e. where ¢ = 1).

The lensing convergence, as a main observable, is defined as
k = V?®, which in harmonic space can be related to the lensing
potential as

5(xi; ), 3)

L
KLM = —§L(L +1)®rm 4

where L and M are indices of spherical harmonics of the recon-
structed lensing maps. The Planck collaboration released the xi,m
coefficients (see Planck Collaboration 2016, for details) they recon-
structed from their data up to Limax = 2048". A convergence map

L https://wiki.cosmos.esa.int/planck-legacy-archive/index.php/Lensing
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can then be created by converting the x1m values into healpix
maps (Gorski et al. 2005). We thus created a xk map at Ngige = 512
resolution using the Planck 2015 data products following Cai et al.
(2017)2. We also constructed a corresponding mask from the pub-
licly available Planck 2015 lensing products. We note that even
though higher resolution maps may be extracted from the k1 co-
efficients, Ngige = 512 is a sufficient choice given the degree-size
angular scales involved in our problem.

2.3 Simulations - the MICE galaxy mock and x map

The MICE (Marenostrum Institut de Ciencias de 1’Espai) simulated
sample is an N-body light-cone extracted from the MICE Grand
Challenge (MICE-GC), that contains about 70 billion dark-matter
particles in a (3h"'Gpc)® comoving volume. MICE was devel-
oped at the Marenostrum supercomputer at the Barcelona Super-
computing Center (BSC)® running the GADGET2 (Springel 2005)
code. The simulation assumed a flat standard AC'D M model with
input fidutial parameters €2,,, = 0.25, Qx = 0.75, Q = 0.044,
ns = 0.95, 0g = 0.8 and h = 0.7 from the Five-Year Wilkin-
son Microwave Anisotropy Probe (WMAP) best fit results (Dunk-
ley et al. 2009). We note that the MICE cosmology is relatively far
from the best-fit Planck cosmology (Planck Collaboration 2018a).
Above all, they differ in the value of €2, that is expected to affect
the shape and the amplitude of the lensing signal. In spite of this
difference, Fang et al. (2019) reported good consistency between
the weak lensing signal of voids in MICE and in DES Y1 galaxy
catalogues. We therefore assume that these differences in cosmo-
logical parameters are negligible in our analysis.

The MICE mock catalogue was created and validated to fol-
low local observational constraints such as luminosity functions,
galaxy clustering (with respect to different galaxy populations), and
color-magnitude diagrams. For details on the creation of the MICE
simulation see e.g. Fosalba et al. (2015b); Crocce et al. (2015); Fos-
alba et al. (2015a).

In particular, the redMaGiC algorithm was run on the MICE
mock galaxy catalogue following the methodology applied to ob-
served DES Y1 data. We utilized this MICE-redMaGiC mock
galaxy catalogue to trace the large-scale galaxy distribution and to
identify cosmic voids. Positions of cosmic voids in MICE were then
cross-correlated with lensing maps of the MICE simulation, pro-
duced using the “Onion Universe” methodology (see Fosalba et al.
2008). An all-sky map was constructed by cloning the simulation
box from the MICE simulation. The box was translated around the
observer, then the light cone was split into concentric shells in red-
shift bins of Az ~ 0.003(1 + z) size and an angular resolution
of Af ~ 0.85". The resulting lensing map was then validated us-
ing auto- and cross-correlations with foreground MICE galaxy and
dark matter particles (see Fosalba et al. (2015a) for details).

The MICE x map was provided with a pixel resolution of
Ngide = 2048. However, given the nature of our problem and the
large angular size of voids, we downgraded the high resolution map
to a lower Ngige = 512 resolution. The downgraded map matches
the resolution of the Planck x map that we used in this analysis.

2 We exchanged simple computer scripts with Cai et al. in order to re-
produce the x map they used in their similar analysis, making comparisons
easier. The lensing reconstruction in the Planck 2015 data realase was based
on minimum variance (MV) methods.

3 www.bsc.es.
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3 VOID CATALOGUES

The identification of voids in the cosmic web is an intricate process
that is affected by specific survey properties such as tracer qual-
ity, tracer density, and masking effects (Sutter et al. 2012, 2014a,b;
Pollina et al. 2017, 2019). The void properties also depend sig-
nificantly on the methodology used to define the voids (see e.g.
Nadathur & Hotchkiss 2015). For instance, Colberg et al. (2008)
compared several void finders in a simulation using different trac-
ers (dark matter halos, galaxies, clusters of galaxies). More re-
cently, Cautun et al. (2018) studied how modified gravity models
can be tested with different void definitions. They concluded that
void lensing observables are better indicators for tests of gravity if
defined in 2D projection, where the projected voids lead to “tun-
nels" or “troughs". Such definitions are particularly promising in
photo-z surveys, such as DES, given the significant smearing effect
of redshift uncertainties. However, recent advances on applying 3D
void finders to DES data have demonstrated their ability to iden-
tify orders of magnitude more voids and therefore to allow precise
lensing measurements (see Fang et al. 2019, for details).

3.1 A 2D void finder optimized for photo-z data

Sanchez et al. (2017) showed that significant real underdensities
can be identified even using photo-z data in tomographic slices of
width roughly twice the typical photo-z uncertainty (see also Pol-
lina et al. 2019, for DES tests proving that even 3D voids can be
identified in photo-z data in cluster tracer samples). The heart of
the method by Sanchez et al. (2017) is a restriction to 2D slices
of galaxy data, and measurements of the projected density field
around centers defined by minima in the corresponding smoothed
density field. The line-of-sight slicing was found to be appropriate
for slices of thickness 2s, ~ 100 Mpc/h for photo-z errors at the
level of 0. /(1 + z) = 0.02 or ~ 50 Mpc/h at z =~ 0.5.

A free parameter in the method is the scale of the initial Gaus-
sian smoothing applied to the projected galaxy density field. A di-
rect consequence of a larger smoothing is the merging of neighbor
voids into more extended but shallower underdense structures (su-
pervoids) where possible. The merging properties of voids, there-
fore, encode information about the gravitational potential of their
environment. In turn, details of the potential in and around voids
affect void observables including lensing imprints (Nadathur et al.
2017). For instance, Kovdcs et al. (2017) found that c = 20 Mpc/h
is a preferable choice for ISW measurements using the whole void
sample in the stacking procedure. For weak galaxy lensing mea-
surements with DES voids, however, Sanchez et al. (2017) reported
that the smaller o = 10 Mpc/h smoothing is preferable. We will
test how the choice of the smoothing parameter affects the void
catalogue properties themselves and their CMB lensing signals.

We have also applied the random point methodology of
Clampitt & Jain (2015) to eliminate voids in the edges with a po-
tential risk of mask effects. This method evaluates the density of
random points that have been drawn within the mask inside each
void. Then, voids with a significant part of their volume laying out-
side the mask will have a lower random point density and therefore
can be identified and excluded. In the final catalogue, we have also
excluded voids of radius r, < 20 Mpc/h that are expected to be
spurious given the photometric redshift uncertainties.

We determine the radius of each void as well as its redshift
(defined as the mean redshift of the slice in which it has been iden-
tified). The void finder operates and then defines the 7, void radius
as follows:

(i) Divides the sample in redshift slices of size s in co-moving
distances. As in Sanchez et al. (2017), we choose slices of size 100
Mpc/h that have shown to be a good compromise between reso-
lution in the void’s line of sight position and the photo-z scatter.
Moreover, one can also build a sample placing the slices at differ-
ent positions.

(i) Computes the density field for each slice by counting the
number of galaxies in each pixel and smoothing the field with a
Gaussian filter with a predefined smoothing scale.

(iii) Selects the most underdense pixel and measures the average
density in concentric annuli around it. The void radius r, will then
be defined where the mean density is reached.

(iv) Finally the algorithm saves the void and erases its pixels
from the density slice. Then it reiterates the process with the fol-
lowing underdense pixel.

The void finder also provides two additional characteristic
quantities related to the under-density of voids:

o the mean density contrast: §(r < r,) = p/p — 1 where p is
the mean density inside the void and p is the mean density of the
corresponding redshift slice;

e the central density contrast: The density contrast evaluated at
one quarter of the void radius d,,4 = §(r = 0.257,).

3.2 VIDE voids in 3-dimensional photo-z data

For completeness, we consider a different definition of voids to
probe the effect on the CMB lensing signal. Namely, we employ a
watershed-based finding procedure firstly introduced by the ZOnes
Bordering On Voidness (ZOBOV) algorithm. ZOBOV defines voids
using the 3-dimensional positions of the tracers (Neyrinck 2008).
This method was originally developed to identify voids in simula-
tions with periodic boundary conditions. However we use a ZOBOV
wrapper and inhaced version, the Void IDentification and Examina-
tion toolkit (VIDE, hereafter) by Sutter et al. (2015), that also al-
lows to find voids in observed data. We detail the algorithm below:

e First, the 3D tracer distribution is used as an input to construct
a Voronoi tessellation. This procedure defines a volume for each
particle p consisting of all points that are closer to p than to any
other particle. In this context, the density of each cell is inversely
related to its size.

e Local density minima are found by comparing cell sizes. A
Voronoi cell that is larger than all its neighbours is associated with
a local density minimum.

e Starting from a local minimum the algorithm appends neigh-
bour cells with higher density (i.e. smaller size) than the mini-
mum cell. The process stops when no more higher density cells
are found. This procedures creates basins (called zones), that are
depressions in the density field, which could be identified as sub-
voids already.

e Finally, in order to make sense of the nesting of smaller voids
into big voids, a watershed transform (see e.g. Platen et al. 2007)
is applied to join the basins together and define a hierarchy of
voids and sub-voids starting with the deepest basins. Sub-voids are
merged and nested into larger voids if the density of the ridge in
between them is lower than the 20% of the density of the Universe.
A number is assigned to each void with 0 meaning it is the deepest
(i. e. the parent void) and (e.g.) 1 or 2 referring to sub-voids at dif-
ferent levels in the hierarchy.The TreeLevel parameter can be used
to filter on the hierarchical properties of the voids (see e.g. Lavaux
& Wandelt 2012).
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Figure 1. Comparison of the 2D void catalogue characteristics constructed in simulated MICE1 and MICE2 (orange bars and blue steps) and observed DES
Y1 samples (blue bars) with the different void catalogue versions (HD10, HD20, HL10, HL20). We present results for the high-density sample (first and
second columns) and the high-luminosity sample (third and fourth columns) for different void finder smoothing scales of 10 Mpc/h and 20 Mpc/h.

After the so-described void-finding procedure is concluded,
each void is assigned an effective radius rS that is equal to the
radius of a sphere with a volume identical to the total void volume.
Then centers of 3D VIDE voids are defined as volume-weighted
barycenters of all the Voronoi cells that make up the given void.

We note that the possible elongation properties of
ZOBOV/VIDE voids identified in photo-z samples have also
been investigated by Granett et al. (2015) using overlapping tracer
with accurate spectroscopic redshift information as ground truth.
Then Fang et al. (2019) reconstructed the average shape of the DES
Y1 and MICE VIDE voids we also use in this study and reported
a significant line-of-sight elongation (with an axis ratio of about
4) due to photo-z errors. They concluded, however, that individual
voids are not necessarily more elongated but a selection bias in
orientation aligned with our line-of-sights breaks the isotropy.
Relatedly, Cautun et al. (2018) argued that tunnel-like structures
provide better signal-to-noise compared to spherical voids of the
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same angular size, and therefore this property of our VIDE voids
is not a disadvantage.

3.3 Cosmic void properties in the MICE galaxy mocks

We note that the definition of effective radius of 3D VIDE voids
(rf,ﬁ) is different than the radius definition of 2D voids (r,) as we
describe above. In particular, the void radius of VIDE structures
is defined as a turning point in the density profile’s compensation
around the voids, while the 2D void radius is simply a distance
where the profiles reach the mean density. Similarly, the underden-
sity parameters are defined differently in the two void finders. Nev-
ertheless the catalogues are internally consistent and their CMB
lensing signals can meaningfully be compared to each other. We
apply specific pruning methods to make 2D and VIDE void cata-
logues more comparable, especially in number counts, and we pro-
vide a detailed description of these cuts in Section 4.
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3.3.1 2D voids

We examine how potential systematic effects modify the resulting
void populations. We compare the void parameter distributions for
different tracer densities and various initial Gaussian smoothing ap-
plied to the density fields. Edge/mask effects may lead to different
mean void properties because at survey boundaries the full extent
of underdense regions around minima may not be captured with
good precision.

We run our 2D void finder using two different redMaGiC
samples as tracers. The redMaGiC high-luminosity sample ap-
plies a stronger cut in luminosity (L > 1.5L,) which offers
higher precision in photometric redshift. On the other hand, the
redMaGiC high-density sample has a more relaxed luminosity cut
(L > 0.5L.), resulting in an increased galaxy density. We then
further probe systematic effects by running the void finder on these
two rather different samples using two different initial Gaussian
smoothing scales, namely 10 Mpc/h and 20 Mpc/h.

We compare the void catalogues in terms of three character-
istic parameters of voids: distribution in physical size (r,), distri-
bution of mean density (§) and distribution in central void density
(Ch /4). We observe the following properties:

e Comparing the different resulting catalogues, a higher number
of voids is detected when the tracer density is lower (redMaGiC
high-luminosity sample). Sutter et al. (2014a) found a different be-
havior for VIDE voids in simulations. Shot noise appears to drive
these effects. In particular, a higher number of pixels are identified
as 2D void center candidates when the tracer density is lower, and
the mean density might be reached more frequently, splitting voids
up.

e A larger smoothing scale decreases the total number of voids
for both tracer densities, as the role of shot noise is reduced.

e The mean void radius is shifted towards larger values for
larger smoothings, as smaller voids merge into larger encompass-
ing voids.

e Small smoothing scales result in a larger fraction of deep
voids, given the same tracer density. This feature is also related
to shot noise properties.

When testing mask effects, we found that the voids identified
using redMaGiC tracers in the MICE octant have different prop-
erties compared to void properties of DES Y1-like survey patches
inside the octant. We therefore decided to use the same mask as
in the DES Y1 cosmological analysis (Elvin-Poole et al. 2018) as
this guarantees faithful comparison to the observed data. We con-
sider two rotated positions of the Y1 mask with some overlap that is
unavoidable inside the octant. Therefore, as a consistency test, we
will study two MICE Y 1-like void catalogues (MICE 1 and MICE
2; see Table 1 for more details).

3.3.2 VIDE voids

Aiming at a different catalogue of voids from the same data set,
we also run the VIDE void finder on the MICE redMaGiC photo-z
catalogue in the full octant, focusing on the high density sample of
galaxies.

We find a total of 36115 voids using this 3-dimensional algo-
rithm. The VIDE algorithm provides various output parameters to
characterize the voids. We judge that the most important parame-
ters for our CMB lensing study are the effective radius (<), den-
sity contrast (r), and the TreeLevel (for details see e.g. Neyrinck
2008; Sutter et al. 2015).

High luminosity (HL)
Smoothing DESY1 MICEl MICE2
10 Mpc/h 1218 1158 1219
20 Mpc/h 411 364 400
High density (HD)
Smoothing DESY1 MICEl MICE2
10 Mpc/h 518 521 495
20 Mpc/h 122 85 106

VIDE DES Y1 MICE

All 7383 36115
Pruned 239 1687

Table 1. We list the numbers of 2D voids identified in two Y 1-like MICE
patches vs. in DES Y1 data. We also provide void number counts for VIDE
voids for the full MICE octant and for the DES Y1 data set, with and without
pruning cuts that we consider in our measurements.

Unlike for 2D voids, we find no significant difference in VIDE
void properties when using Y1-like mask patches or a full oc-
tant mask in MICE. This agrees with the findings of Pollina et al.
(2019). We therefore consider all voids in the MICE octant for our
stacking tests, i.e. a factor of ~ 5 more voids than in a Y1 patch
(see also Table 1 for void number count comparisons).

In our empirical tests, we found that a S > 35 Mpc/h limit
in radius effectively removes small voids that tend to live in over-
dense environments.The positive central x imprint of these small
voids decreases the negative stacked ~ signal inside the void ra-
dius, bringing the signal closer to zero thus harder to detect. We
also found that an additional cut that removes the least significant
voids below the 1o extremeness level (r > 1.22) (Neyrinck 2008)
is helpful to eliminate voids with less negative central imprints
and remaining larger voids with positive central imprints. While
these choices are subject to further optimization, we use them in
the present analysis in order to test a different definition using a
robust and clean VIDE sub-sample.

Finally, we apply a cut with TreeLevel = 0 to only keep voids
which are highest in the hierarchy, i.e. do not overlap with sub-
voids. These three conditions result in a set of voids that is a very
conservative subset of the full catalogue. However, such a pruned
catalogue with clean expected CMB « imprints is sufficient for pro-
viding an alternative for our main analysis with 2D voids.

3.4 DES Y1 catalogues compared to simulations

In the light of the simulated stacking measurements using the
MICE k map, we aim to measure the DES Y1 voids x Planck CMB
k signal. We thus use the observed redMaGiC catalogues from DES
Y1, presented in 3.3, to construct void catalogues with the different
tracer densities and initial smoothing scales.

Figure 1 shows a comparison of the observed and simulated
2D void catalogues. We report a very good agreement in terms
of sizes, central density, and mean density for both MICE Y 1-like
patches when they are compared to DES Y1 data. We find that the
simple two-sample Kolmogorov-Smirnov (KS) histrogram consis-
tency tests (Kolmogorov 1933; Smirnov 1948) suggest that, in gen-
eral, high luminosity samples are in slightly better agreement (see
Table 1). However, the overall agreement is sufficient (with KS test
p-values ranging from 0.28 to 0.97), thus we aim to test the con-
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Figure 2. Simulated signal-only stacked « images from MICE (left) in comparison to noise-added versions (centre) and observed DES Y1 stacked results
(right) for the HL20 version of 2D voids. All versions of our results are displayed, without smoothing (top) and with FWHM= 1° (middle) or o = 1° (bottom)
Gaussian smoothings are used. The re-scaled void radius R/ R, = 1 is marked by the dashed circles. We identify important trends with changing smoothing

scales but overall report good consistency between data and simulations.

sistency of simulations and observations for all void catalogue ver-
sions.

We also find good agreement between void properties of the
simulated and observed catalogues using the VIDE algorithm on
the DES Y1 redMaGiC high density sample. We identify a total of
239 voids in DES Y1 data considering the selection cuts explained
above. This is a very conservative cut on the total of 7383 voids in

MNRAS 000, 1-?? (2020)

the DES Y1 VIDE catalogue that also includes smaller and less sig-
nificant voids. Our primary goal with this work was to offer a robust
alternative to 2D voids, and we thus leave the further optimization
of the VIDE sample for future work.
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4 SIMULATED CROSS-CORRELATION ANALYSES
4.1 Stacking x maps on void positions

The CMB lensing imprint of single voids is impossible to detect
(see e.g. Krause et al. 2013). We therefore apply an averaging
method using cutouts of the CMB map at void positions (see e.g.
Kovics et al. 2017, and reference therein). This stacking procedure
can be described with the following steps:

e we define a catalogue of voids. We also select subgroups in
radius and density bins to probe their specific imprint type.

e we re-scale the angular size of voids to measure distances
in dimensionless R/R, units. We use a quite large relative patch
size enclosing 5 re-scaled void radii to possibly detect the lensing
imprint of void surroundings, such as matter overdensities around
voids, i.e. compensation walls (Hamaus et al. 2014).

e we probe the effect of a Gaussian smoothing on the noise
properties of the stacked images using different filter sizes applied
to the CMB convergence map (not in the re-scaled images).

e we stack using three different strategies: without smoothing;
using a full width at half maximum value FWHM= 1°; and with
a standard deviation o = 1° (equivalent to FWHM= 2.355°) to
reduce the noise of the measurement. A more optimized analysis
could use filters matching the shape of the expected signal to maxi-
mize S/N (see Nadathur & Crittenden 2016, for a similar analysis).

e we found that FWHM= 1° is a good compromise as it effi-
ciently removes fluctuations from very small scales (compared to
the typical void size) but it practically preserves the signal itself
(see Figure 3 for details).

e we cut out the re-scaled patches of the CMB convergence map
centered at the void center position using healpix tools (Gérski
et al. 2005). This allows us to have the same number of pixels by
varying the resolution of the images according to the particular void
angular size.

e we then stack all patches and measure the average signal in
different concentric radius bins around the void center.

As we use full-sky MICE  maps but only consider smaller
DES Yl-like patches, we also measure the mean ~ values in the
masked area and remove this bias from the profiles to account for
possible large-scale fluctuations that a DES Y1-like survey is af-
fected by. From the Planck data, we also remove the mean « value
measured in the DES Y1 footprint. We do not apply any other fil-
tering in the stacking procedure such as exclusion of large-scale
modes up to £ < 10 (see Cai et al. 2017, for related results).

4.2 Simulated analyses with noise in the ~ map

In order to model observational conditions, we generate 500
Planck-like noise map realizations using the noise power spectra
released by the Planck team (Planck Collaboration 2018b). We
first check how the detectable signal fluctuates around the true sig-
nal without rotating the MICE lensing map (SM!CE) in alignment
with void positions. In this test we add simulated noise contribution
maps (N?) to the same non-rotated MICE & (signal-only) map in
500 random realizations. We find significant fluctuations in the sig-
nal in the presence of Planck-like noise but no evidence for biases
when considering noisy data. Figure 2 shows how the signal-only
(SMICEY and noise-added (SMCF + N°) MICE images compared
for a given noise realization in the case of 2D voids.

‘We note that the total error of the stacking measurement has a
non-negligible contribution from random fluctuations in the signal
map itself. We thus create 500 noise-added SMICE 4 i maps, and

estimate the measurement errors by their random rotations in 500
runs, i.e. removing the alignment of void positions and the SM'CE
map. We repeat this for each DES Y1-like void catalogue version.
The error bars for our signal-to-noise analyses are calculated based
on the variance of these measurements with randoms.

For all void catalogues, we repeat all measurements for our
three different x smoothing strategies: no smoothing, and two
Gaussian smoothings with FWHM= 1° and o = 1°. Figure 2
demonstrates how different smoothings of the x maps affect the
results. In Figure 2 we also preview the results from stacking mea-
surements using a DES Y1 2D void catalogue to show the rea-
sonable agreement between noise-added simulations and observed
data. Other versions of the void catalogue showed consistent re-
sults. Figure 3 presents our findings on alternative VIDE void cat-
alogues in MICE and in DES Y1. We find imprints comparable to
2D void results for our very conservative subset.

4.3 Amplitude fitting

In our DES Y1 analysis we wish to perform a template fitting al-
gorithm using the simulated radial  profiles extracted from MICE
stacking analyses. As a measure of the signal-to-noise (S/N) of sim-
ulated and observed signals given the measurement errors and their
covariance, we aim to constrain an amplitude A (and its error oa)
as a ratio of DES Y1 and MICE signals using the full profile up to
R/R, = 5 in 16 radial bins. We expect A = 1 if the DES Y1 and
MICE ACDM results are in close agreement and we aim to test this
hypothesis. In the DES Y1 analysis, we fix the shape of the stacked
convergence profile to that calibrated from the MICE simulation.
See e.g. Kovdcs et al. (2019) for a similar analysis with DES voids.

As detailed above, we estimate the covariance using 500 ran-
dom rotations of the CMB lensing map with different noise real-
izations added to it. We then invert the covariance matrix and cor-
rect our estimates by multiplying with the Anderson-Hartlap fac-
tor @« = (Nrandoms — Nbins — 2)/(Nrandoms — 1) (Hartlap et al.
2007). Given our measurement configuration, this serves as a small
(=~ 3%) correction.

To constrain the A amplitude, we then evaluate a statistic
22 = Z(RPES _ AH?/IICE)CZZI(KI;DES _ AK;\/HCE) 5)

ij

where r; is the mean lensing signal in the radius bin ¢, and C'is the
covariance matrix defined above. We perform such a x? minimiza-
tion for all void catalogue versions and smoothing strategies using
the corresponding data vectors and covariances.

4.4 Optimization of the measurement

The imprint of voids on the CMB lensing maps depends on their
properties. Nadathur et al. (2017) showed that simulated cosmic
voids, identified with the ZOBOV methodology (similar to VIDE),
trace the peaks of the underlying gravitational potential differently
given different density, size, and environment (see also Cai et al.
2017)]. They reported that voids can be grouped based on a com-
bined density-radius observable to have distinct lensing profiles. In
particular, they found that the combination of all sub-populations
gives an average profile that is closer to zero at all scales, i.e. harder
to detect. For instance, stacked x images of voids-in-voids are less
negative in their center, while voids-in-clouds show a more pro-
nounced compensation. The overall significance of the measure-
ment can therefore be improved if the distinct imprints of different
void types are measured separately and a combined significance
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Figure 3. Same as Figure 2 except we replace the 2D void sample with VIDE voids.

analysis is performed. These findings appear to be robust against
changing the galaxy tracer sample but have not yet been tested in
photo-z void studies. We thus cannot blindly follow these pruning
strategies in our methodology.

4.4.1 2D voids

While 2D voids are different in their nature than 3D voids, we aim
to explore the possible optimization of the void catalogue by prun-
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ing in a similar manner. We therefore perform the stacking mea-
surement for subsets of our 2D void catalogues for both tracer den-
sities and two different initial density smoothing scales.

The S/N is first measured in stacked images using individual
bins in void radius and underdensity, indicating how sub-classes
of voids contribute to the total detection significance. Similarly, we
also stack cumulatively, i.e. gradually making use of all the voids in
the sample by adding more and more voids from bins of . and &,
indicating which portion of the radius-ordered and density-ordered
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data provides the highest detection significance. We make the fol-
lowing observations based on these optimization efforts:

o the most numerous medium size voids (40 Mpc/h < r, < 80
Mpc/h) contribute most to the total lensing signal.

o similarly, the rather shallow —0.2 < § < —0.1 but numerous
voids show a better chance to measure their CMB lensing imprint.

e while approximately two thirds of the S/N is contained inside
the void radius (R/R, < 1) and in the close surroundings (1 <
R/R, < 2), measuring the cumulative S/N up to (R/ R, = 5) does
increase the detectability and provides a way to test convergence to
zero signal at large radii.

e the highest S/N is achieved by stacking all voids, even if some
voids are expected to contribute with less pronounced signal and
higher noise at small scales (see Kovdcs et al. 2017, for a counter-
example in the case of ISW imprints).

In terms of different tracer density and smoothing, the high-
est S/N is found when using the high luminosity catalogue with
10 Mpc/h smoothing (HL10). We note that such a result is not un-
expected, given the wider redshift range and the larger fraction of
deep voids in the case of the HL sample (see Figure 1).

We estimate S/N = 4.0 for the case of no x map smoothing,
while we find an even higher S/N = 4.8 and S/N = 4.5 for
Gaussian smoothings using FWHM= 1° and o = 1°, respectively.
We use S/N and A/o interchangeably to refer to the signal-to-
noise throughout the paper. We consider a DES Y1 measurement
configuration and resulting errors and a MICE ACDM signal (A =
1) of the simulated 2D voids.

Nevertheless, all measurement configurations show moder-
ately significant S/N 2 3 CMB lensing signals for voids in a sur-
vey such as DES Y1, and thus we will measure the corresponding
observed lensing imprint of all DES void catalogues and smoothing
versions. See again Figure 2 for details.

‘We note that the main results above are based on the full void
sample with a variety of redshifts in 0.2 < z < 0.7. For complete-
ness, we also performed a simple redshift binning test for voids of
size 20 Mpc/h < r, < 70 Mpc/h. We found no clear evidence
for redshift evolution in their CMB lensing profile.

4.4.2 VIDE voids

Because in this paper we consider VIDE voids as a consistency test,
we do not formally optimize the signal-to-noise for the VIDE void
sample. Relatedly, we do not have a single recipe for pruning pa-
rameters in the presence of photo-z errors for 3D voids. Neverthe-
less, as explained in Section 3.3.2, we apply various pruning cuts in
order to ensure a detectable CMB lensing signal in the MICE simu-
lation and therefore also in DES Y1 data (see Figure 3). These cuts
result in 1687 VIDE voids in the MICE octant to be used in the
stacking measurement, and 239 voids in the DES Y1 redMaGiC
high density data. We present a comparison with 2D void types in
Table 2, finding good consistency in void number counts.

Overall, we find S/N = 2.3 for the case of no x map smooth-
ing, while S/N = 2.0 and S/N = 2.1 for Gaussian smoothings
using FWHM= 1° and o = 1°, respectively. In these tests, we
again consider a MICE ACDM imprint signal (A = 1) and a DES
Y1 measurement configuration and resulting errors (o 4 ) of the sim-
ulated VIDE voids.

We note that our pruning cuts in fact remove most of the voids
from the original catalogue; thus the VIDE catalogue may promise
higher S/N with further optimization. However, for our purposes
of studying a sample complementary to the 2D void analysis the

No smoothing

Catalogue VIDE HDI10 HD20 HL10 HL20

MICE 2.27 3.13 2.38 4.00 3.85

DES Y1 2.25 2.47 3.29 3.04 3.36

FWHM= 1° smoothing

Catalogue VIDE HDI10 HD20 HLIO HL20

MICE 2.00 3.70 2.94 4.76 4.17

DES Y1 242 3.30 2.79 3.48 3.58

o = 1° smoothing

Catalogue VIDE HDI10 HD20 HL10 HL20

MICE 2.13 3.70 333 4.55 4.00

DES Y1 2.11 2.89 2.40 4.91 3.19

Table 2. Signal-to-noise ratios (A/o 4) are listed for all measurement con-
figurations using MICE and DES Y1 signals. We compare three different
smoothing strategies and five void catalogue versions.

sample defined above is adequate. We leave the optimization of
VIDE catalogues for CMB lensing measurements for future work,
including tests of VIDE voids in high luminosity tracer catalogues
that appear more promising for the 2D void definition.

5 RESULTS FOR OBSERVATIONS: DES Y1 x PLANCK

We measure the stacked imprint of DES Y1 voids with the same
methodology and parameters as in the case of the MICE mock.
Together with the MICE results, the stacked x images of the DES
Y1 void catalogues are shown in Figures 2 and 3 for 2D and VIDE
voids, respectively. We find good consistency between simulations
and observations for all void definitions, smoothing strategy, and
tracer density.

We then use the stacked images to calculate a radial x imprint
profile in order to quantify the results, relying on the noise analysis
we introduced above. We present these results below and provide a
detailed description of our constraints on the A amplitude of DES
Y1 and MICE void lensing profiles.

5.1 2D voids

We continue our data analysis with the DES Y1 2D void catalogues
that promised higher S/N in our MICE analysis, where, recall, we
forecasted S/N = 4.8 for the high luminosity catalogue.

We compare the stacked images of the s imprints in the high
luminosity catalogue with 20 Mpc/h smoothing in the galaxy den-
sity map in Figure 2 as a representative example of all 2D void
results. A visual inspection shows good agreement between MICE
and DES Y1 « imprints both in the centres and surroundings of
the voids. We find consistency for all x smoothing strategies and
report that similar conclusions can be drawn from stacked images
from other void catalogue versions (see also Figure 3).

We then also measure the azimuthally averaged radial imprint
profile in the stacked images to quantify the results. We present the
results in Figure 4 for all four 2D void catalogue versions HD10,
HD20, HL.10, and HL20. The shaded blue regions mark 1o errors
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Figure 4. Comparison of the radial « imprint profiles of 2D voids in the MICE simulation and in DES Y1 data. We show results based on all three x map
smoothing strategies, including no smoothing (left), FWHM= 1° smoothing (middle), and o = 1° smoothing (right). For completeness, we present the
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computed with 500 random realizations of the stacking measure-
ment on the MICE « map with Planck-like noise included, while
the error bars around DES Y1 measurements show the correspond-
ing uncertainties for the DES data. We observe a good general
agreement in the sign and the shape of the observed and simulated
profiles. Negative « values in the interior of voids plus an extended
range of positive convergence in the surroundings. We note that the
approximate convergence of the profiles to zero signal at large dis-
tance from the void center is an important null test which proves
that our method is not affected by significant additive biases.

We provide the S/N ratios for all catalogue versions and anal-
ysis techniques in Table 2 and amplitudes with errors in Table 3.
We observe clear trends in the results, including a natural decrease
of both errors and the signal itself if larger Gaussian s smoothing
scales are applied to the CMB map. We see no evidence for signif-
icant excess signals or a lack of signal compared to simulations.

As demonstrated in detail in Figure 4 for the case of 2D voids,
the less promising DES Y1 void catalogue versions tend to robustly
show signal-to-noise ratios of at least S/N = 3. This is in good
agreement with the mean of all MICE signal-to-noise estimates
S/N =~ 3.3. We compare these mean S/N values to individual
estimates in Figure 6. We find that the DES Y1 constraints on the
A amplitude typically favor values slightly lower than A = 1, often
with A = 0.8, and this reduces the significance of our detections.

In particular, the highest signal-to-noise is expected for the
HL10 sample with FWHM= 1° smoothing (based on the MICE
analysis) with S/N = 4.76. Using the DES Y1 catalogue we con-
strain A &~ 0.734+0.21 and S/N =~ 3.5, i.e. slightly lower than ex-
pected. In another promising configuration with the HL10 sample
with o = 1° smoothing, we find A &~ 1.08 £0.22 and S/N = 4.9,
i.e. slightly higher than expected. Nevertheless we conclude that
these results are consistent with expectations from MICE both in
terms of amplitude and significance.

We note that our estimates of the stacked CMB &k profile in
the MICE mock are in good agreement with the simulated profile
shapes and central amplitudes reported by Cai et al. (2017) and Na-
dathur et al. (2017) even though they used different void definitions
and tracer catalogues.

5.2 VIDE voids

In Figure 5, we present the profile measurement results for VIDE
voids for all three smoothing strategies. The profiles with error bars

No smoothing

VIDE HD10 HD20 HL10 HL20

099+044 0.794+0.32 1.38+0.42 0.76+£0.25

0.83 +£0.26

FWHM= 1° smoothing

VIDE HD10 HD20 HL10 HL20

1.21£0.50 0.89+0.27 0.95+£0.34 0.73+0.21

0.86 = 0.24

o = 1° smoothing

VIDE HD10 HD20 HL10 HL20

0.99+047 0.78£0.27 0.72+0.30 1.08£0.22

0.84 £0.25

Table 3. Similar to Table 2, but here amplitudes (A) and their errors (o4 )
are listed for all measurement configurations for DES Y1 signals. In the case
of MICE, amplitudes are all A = 1 by definition, while the uncertainties
are identical.

again indicate the signal-to-noise of the visually compelling im-
prints seen in the stacked images. We conclude that an FWHM= 1°
smoothing offers the best chance to detect a signal. The detection
reaches S/N = 2.4 with A ~ 1.21 + 0.50, given the DES Y1 sur-
vey setup, in good agreement with our predictions from the MICE
mock (see more detailed comparisons of expected and measured
S/N in Figure 6). We find that the best-fit amplitudes are all con-
sistent with the expectation A = 1 from the MICE simulation.

As a forecast, in Figure 5 we over-plot the expected error bars
for the upcoming DES Y3 release that will offer a better chance
to measure the void CMB lensing signal of DES voids even with
a conservatively pruned VIDE catalogue. We expect roughly two
times smaller error bars given the approximately four times larger
survey area. This translates to an expected S/N = 4.5 detection
for identically selected but more numerous DES Y3 VIDE voids.

6 DISCUSSION & CONCLUSIONS

The main objective of this work was to study cosmic voids iden-
tified in Dark Energy Survey galaxy samples, culled from the first
year of observations. We relied on the redMaGiC sample of lumi-
nous red galaxies of exquisite photometric redshift accuracy to ro-
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S/N comparison for different void catalogs

(2

MICE: light
A DES Y1: dark
3 -
=g

21 B0 B0
g g
| |
£ =

11 g
s S
Z Z

0 m

VIDE HD10

60
@
Z

HD20

No smoothing
No smoothing

FWHM = 1°

HL10 HL20

Figure 6. We provide a detailed comparison of measurement significance in the form of A /o A . The conservative VIDE sample also provides useful consistency
tests in agreement with our 2D analyses. The dashed horizontal lines mark the mean of the DES Y1 (dark) and the MICE (light) significances with values 3.03

and 3.39, respectively.

bustly identify cosmic voids in photometric data. We then aimed to
cross-correlate these cosmic voids with lensing maps of the Cosmic
Microwave Background using a stacking methodology.

Such a signal has already been detected by Cai et al. (2017)
with a significance of 3.2¢0. They stacked patches of the publicly
available lensing convergence map of the Planck satellite on posi-
tions of voids identified in the BOSS footprint. In general, we fol-
lowed their methodology but we put more emphasis on simulation
analyses to detect a signal with DES data, given different galaxy
tracer density and void finding methods. In particular, we used sim-
ulated DES-like redMaGiC galaxy catalogues together with a sim-
ulated lensing convergence map from the MICE Grand Challenge
N-body simulation to test our ability to detect the CMB lensing
imprint of cosmic voids.

‘We constrained the ratio of the observed and expected lensing
systems, which we called A. We first analyzed the signal-to-noise
corresponding to the CMB « profile of MICE redMaGiC voids.
We considered different void populations including 2D voids and
VIDE voids in 3D. We varied the galaxy density and also the initial
smoothing scale applied to the density field to find the centres of
the 2D voids (see Sanchez et al. 2017, for details). These parame-
ters affect the significance of the measurement as the total number
of voids, mean void size, underdensity in void interiors, and their
depth in their centres are all affected by these choices and hence so
is the resulting lensing signal and noise.

We then comprehensively searched for the best combination
of parameters that guarantees the best chance to detect a signal with
observed DES data. We concluded that the lower tracer density of
the higher luminosity redMaGiC galaxy catalogue is preferable to
achieve a higher signal-to-noise for both 10 Mpc/h and 20 Mpc/h
initial Gaussian smoothing.

We tested to prospects of using sub-classes of voids instead of
the full sample, but concluded that stacking all voids is preferable
for the best measurement configuration with DES Y1 data.

We also tested the importance of post-processing in the MICE
x map. We experimentally verified that Gaussian smoothing of
scales FWHM= 1° and o = 1° reduce the size of the small-scale
fluctuations in the lensing map while preserving most of the sig-
nal. For completeness, we created stacked images for all smooth-
ing versions and provided a detailed comparison of the results. In
the MICE analysis, we found that the best measurement configu-
rations to detect a stacked signal are achieved when considering a
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2D void catalogue with high luminosity tracers and 10 Mpc/h ini-
tial density smoothing (HL10), exceeding S/N = 5 for all three x
smoothing strategies.

We then identified voids in the observed DES Y1 redMaGiC
catalogue and compared their properties with MICE voids. In gen-
eral, we found a good agreement when comparing observed 2D and
VIDE void catalogues with both DES Y 1-like MICE mocks that we
used for predictions. We repeated the simulated stacking analyses
using the observed Planck CMB lensing map. The signal-to-noise
is typically slightly lower than expected from MICE, due to a trend
of lower amplitudes at the level of A ~ 0.8 in some of the cases.
Nevertheless, given the measurement errors, we detected a stacked
signal of voids with amplitudes consistent with A ~ 1.

Overall, we robustly detected imprints at the 3o significance
level with most of our analysis choices, reaching S/N = 4 in the
best predicted measurement configurations using DES Y1 high lu-
minosity redMaGiC data. We found that VIDE voids provided sim-
ilar imprints in the CMB lensing maps, albeit at consistently lower
S/N than 2D voids. This finding, however, is not unexpected given
the conservative cuts we apply to select our VIDE sample. We leave
the possible further improvements in the VIDE analysis for future
work.

Regarding the previously reported excess ISW signal in DES
void samples compared to ACDM simulations, however, we con-
clude that the excess in the CMB temperature maps at void lo-
cations has no counterpart in the Planck CMB lensing map. This
finding does not necessarily invalidate the ISW tension. First, Cai
et al. (2017) also reported excess ISW signals using BOSS data,
but found a stacked « signal in good agreement with ACDM simu-
lations. Second, no detailed simulation work has jointly estimated
the ISW and CMB lensing signal of voids in some alternative cos-
mologies. It is yet to be analyzed if the excess ISW signal should
always be imprinted in the corresponding CMB « map. Such simu-
lation analyses could potentially exclude the coexistence of an en-
hanced ISW signal and a ACDM-like CMB « imprint, pointing
towards some exotic systematic effect that results in an ISW-like
excess in Planck temperature data aligned with the biggest voids in
both BOSS and DES data.

Our goal for the future is to create a bigger catalogue of voids,
and potentially superclusters, using galaxy catalogues from three
years of observed DES data (DES Y3). These presumably more ac-
curate future detections with more voids will most probably allow
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cosmological parameter constraints as suggested by e.g. Chanta-
vat et al. (2016). Furthermore, joint analyses of CMB lensing and
galaxy shear statistics may constrain modified gravity models (see
e.g. Cautun et al. 2018; Baker et al. 2018).

In the near future, beyond a better understanding of the
methodologies, new simulations and new cosmic web decompo-
sition data from experiments such as the Dark Energy Spectro-
scopic Instrument (DESI) (Levi et al. 2013) and the Euclid mission
(Amendola et al. 2013) will further constrain the lensing and ISW
signals of cosmic voids.
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