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Why the Need What is POMS POMS a Successful Product
| | The success of POMS can be seen by its acceptance and
Large scalle compuiting of month-long production . A service to assist production and analysis of continued usage by experiments.
_and analysis ar_1d vionte Carllo leads to the need for experiments in their MC production and data
improved tracking of computing progress. orocessing -
A web service interface, enabling automated jobs ‘
POMS is a project designed to provide a service to submission on distributed resources according to . MM o '
assist production teams and analysis groups of customers’ requests and subsequent monitoring and ‘ l | | “ | .” || " HM
experiments in their MC production and data recovery of failed submissions, debugging and record J‘WM
processing. As the quantity of data originated by the keeping.
running experiments greatly increases, the ability of . The ultimate goal is the most efficient utilization of all Poms has managed over 9.8 million production jobs in the last
simplifying the steps in data processing and computing resources available to experiments, while year alone.  Usage has doubled in the last year.
management has become more and more appealing providing a simple and transparent interface between
to the users. users and the complexity of the grid.
POMS Clients

"DUNE is currently using POMS for

Cam palg n Management . . all official large-scale production
All Campaigns, production & analysis, are viewed How is POMS Organlzed processing. DUNE has a very
and managed from the same page positive interaction W|th_ the |
Gorirs Job Launches: allowed st developers and appreciates their
‘o e i — Sysem s Y (et NEUTRINO W|II|n_gness to ,!ncorporate DUNE's
requirements.
m m Obtaining a POMS Account L5 Creating a Campaign o 3 Monitoring Lo Debugging of
. e “POMS is very useful especially in terms of
S m. BB ZERB. 2R tracking job status and debugging failures. This
e mow o] 4] & @ (o] |3 =[] e : - - — s feature can be also very beneficial not only for ]
e e T e el el 2 | P e B | o || s ® | B e production team but also for the analyzers. MB@ _
o commands maimetaces i Common it tohelb cpermens | Stoe et esad i) POMS simplifies running and managing S
Actions on Campaigns depend on the users oo Dol et etk Geacing e hiand e e production jobs. It is also helpful in bookkeeping
Privileges. your past jobs: you can always go back and
Superusers can start, stop and edit all campaigns. — : - - check your workflows you had in the past.”
Jobsub o dCache o
e e W e ey “l find POMS to be an essential tool for managing
P O M S Ca m pa i g ns and running a large-scale production. Its ability
Butch et Wai  Overves we to monitor a workflow stage, catch and resubmit
POMS organizes data processing into campaigns . Submits grid jobs failed jobs and then automatically trigger the
with stages, where each stage performs a specific + Tracks job submissions » Assists in analyzing job idnc’:;\l nri[triz?lrcvgﬁ%i?gre IQEZT_\’:CI)%;;SiSSGerr’:iISSIZrI
step of processing. through Landscape failures with plots, charts eeTat - P Y
ned o ) & impressive. POMS very quickly became a
O e (Cickonelemen toseic Doutie koo i o s s o Qrganlzes JOb SUb.m|SS|OnS and €asSy aCCesSS to |Og files. cornerstone of all official SBND productions_”
into Campaigns with Stages « Can also be used for
- . Has a Graphical Editor for Analysis, providing a ) |
Campaigns and their common architecture for The Muon g-2 experiment uses POMS for data
Stages. both production and analysis processing and MC production. We found it 1
. Records how and when + Experiment Superusers see beneficial for submitting, tracking, bookkeeping
o submissions were run all computing in one place and monitoring grid jobs. In addition, with POMS @ ‘
ok Rt we can automate our for our next round of data
b e T — taking in October 2019. POMS is a great asset

Example of a campaign, shown in the GUI Editor,

with stages connected by their dependencies PO MS Landsca pe

POMS is well integrated with Landscape/Grafana with many

to the offline team of Muon g-2 experiment.”

"I find the dependency workflow and
the recovery feature of POMS
extremely useful. And | think there is a
quick response from the POMS team. “

POMS Cam paig n Detai Is plots, reports and status pages available.

Shifters Report

Details of each component are editable via the GUI editor.
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