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The differential $t\bar{t}$ cross sections, measured as a function of the transverse momentum of the top quark and the invariant mass of the $t\bar{t}$ system, are employed to determine the pole mass of the top quark. The data corresponds to an integrated luminosity of 9.7 fb$^{-1}$, collected with the D0 detector of the Fermilab Tevatron. Precise calculations at next-to-next-to leading order in perturbative quantum chromodynamics provide the absolute differential cross sections that are employed to extract the pole mass of the top quark. We measure the pole mass of the top quark to be $169.1 \pm 2.5$ (tot.) GeV.

I. INTRODUCTION

The top quark is the heaviest known elementary particle [1, 2] and the discovery of the Higgs boson [3, 4] marks the completion of the very successful standard model (SM). However, the top quark mass ($m_t$) in the SM is a completely free parameter and thus we rely on measurements. The most precise measurements of $m_t$ with a precision better than 0.5% use 'direct techniques' [5, 6], for example mass reconstruction relying on the top quark decay particles or matrix element techniques. The world average of these direct measurements currently is $m_t = 173.34 \pm 0.76$ GeV [7], while the latest Tevatron combination including updated direct measurements is $174.30 \pm 0.65$ GeV [8]. The direct measurements are based on analysis techniques relying on $t\bar{t}$ events from Monte Carlo (MC) simulation for several values of the top quark mass. Applying these techniques to data provides a mass corresponding to the scheme used for the top quark mass implemented in the MC that we refer to as the “MC mass” or $m_{t}^{MC}$. Theoretical arguments suggest that $m_{t}^{MC}$ as measured by the direct mass measurements is within about 1 GeV of the well-defined pole mass $m_{t}^{pole}$ [9]. A calibration of the relationship between $m_{t}^{MC}$ in PYTHIA8 [10] and $m_{t}^{pole}$ has recently been done in Ref. [11] by comparing theoretical calculations for $e^+e^- \to t\bar{t}$.

An alternate approach where $m_{t}^{pole}$ is extracted from the total $t\bar{t}$ cross section, not subject to this theoretical uncertainty, has been taken by the ATLAS, CMS and D0 collaborations [12–15]. The most recent $m_{t}^{pole}$ extraction by D0 [15] uses the inclusive $t\bar{t}$ cross section $\sigma(t\bar{t})$.

In this note we use a novel technique based on extracting the theoretically well-defined $m_{t}^{pole}$ from a comparison of differential $t\bar{t}$ cross sections predicted by perturbative QCD (pQCD) at next-to-leading order (NLO) and at next-to-next-to leading order (NNLO) with the measured differential distributions. We use the results from the dependence of the differential cross section on the invariant mass of the top and anti-top quark pair, $m(t\bar{t})$, and on the transverse momentum of the top and anti-top quarks ($p_{T}^{top}$) in the D0 Run II data sample [16]. The index “top” in $p_{T}^{top}$ refers to either $t$ or $\bar{t}$ quarks. The $E_T$ provides the initial estimate for the $p_{T}$ of the neutrino. The longitudinal momentum $p_z(\nu)$ is estimated by constraining the mass of the $W$ boson decay products to 80.4 GeV. Together with all possible jet-quark assignments there is 24 possible solutions for reconstructing the $t\bar{t}$ decay topology. We use a kinematic reconstruction method that seeks the best match to the top quark topology as determined by lowest $\chi^2$. This reconstruction method is applied in the same way to data and MC, more details on the reconstruction method are given in Ref. [16].

This document was prepared by [D0 Collaboration] using the resources of the Fermi National Accelerator Laboratory (Fermilab), a U.S. Department of Energy, Office of Science, HEP User Facility. Fermilab is managed by Fermi Research Alliance, LLC (FRA), acting under Contract No. DE-AC02-07CH11359.
II. QCD CALCULATIONS

We follow Ref. [17] to obtain the absolutely normalized $m(t\bar{t})$ and $p_T^{\text{top}}$ cross section distributions for the following set of top quark masses: $m_t^{\text{pole}} = 155, 160, 165, 170, 173.3, 175, 180, 185, 190$ GeV. The calculation for $m_t^{\text{pole}} = 173.3$ GeV coincides with the one in Ref. [17] and the results for the other masses are new. The calculations use the same bins as the original differential measurements from D0 [16]. The differential distributions are computed at NLO and NNLO pQCD, but they do not include soft-gluon resummations or any other partial corrections beyond NNLO. We have checked that the sum over all bins, including overflow events, agrees with the calculated total cross section at NNLO pQCD [18–21] produced with the Top++ program [22] using the same parameters. Nevertheless, these fixed-order distributions provide an inclusive cross-section that is lower than the NNLO+NNLL resummed cross section [23] generated using the default Top++ program by about 2%.

FIG. 1. The different calculations at NLO (MSTW2008 PDF) for five selected values of the top quark mass for (a) $m(t\bar{t})$ and (c) $p_T^{\text{top}}$. A ratio of the calculated cross section using independent $\mu_R$ and $\mu_F$ changes by a factor of 2 relative to the calculated cross section using the default scale choice is shown in (b) for $m(t\bar{t})$ and in (d) for $p_T^{\text{top}}$. The horizontal solid line at 1 indicates the nominal scale choice for any $m_t^{\text{pole}}$. 
The calculation is performed for four parton-density distribution functions (PDF) at either NLO or NNLO: 'MSTW2008(n)nlo68cl' (MSTW2008) [24], 'CT10(n)nlo' (CT10) [25], 'NNPDF23._nlo_FFN_NF5_as0118' (NNPDF23) [26], and 'HERAPDF15(N)NLO_EIG' (HERAPDF15) [27]. We refer to the PDFs from MSTW, CT and NNPDF as global PDFs since they include all available experimental data, while HERAPDF is following a different approach using only the unique \( e_p \) data for their PDF fit. We follow the PDF4LHC approach for determining a PDF uncertainty based on the three global PDF sets [28]. The value of \( \alpha_S \) is obtained from the LHAPDF interface [29]. This approach ensures consistency between the value of \( \alpha_S \) used in the partonic calculation and in the parton distributions. Electroweak corrections are likely too small to be relevant in the present study and are not included. Finally, uncertainties in the MC integration are small, typically within 1% in each bin (see Ref. [17] for more details). The calculations use fixed non-dynamic renormalization and factorization scales (\( \mu_R \) and \( \mu_F \)), both chosen to be equal to \( m_t \). Scale uncertainties are obtained through independent changes of \( \mu_R \) and \( \mu_F \) around their central values by a factor of two.

FIG. 2. The different calculations at NNLO (MSTW2008 PDF) for five selected values of the top quark mass for (a) \( m(t\bar{t}) \) and (c) \( p_T^{top} \). A ratio of the calculated cross section using independent \( \mu_R \) and \( \mu_F \) changes by a factor of 2 relative to the calculated cross section using the default scale choice is shown in (b) for \( m(t\bar{t}) \) and in (d) for \( p_T^{top} \). The horizontal solid line at 1 indicates the nominal scale choice for any \( m_t^{pole} \).
0.5 \leq \mu_F/\mu_R \leq 2$ [30] with the envelope of these variations assigned as scale uncertainties. We do not compute the uncertainties associated with each choice of PDF since these are generally smaller than the uncertainty from varying $\mu_F$ and $\mu_R$ independently in pQCD [17] and thus when added in quadrature contribute little to the total theoretical uncertainties. An alternative way of judging the PDF dependence is through a comparison of $m_t^{\text{pole}}$ extractions based on different PDF sets as provided below.

The theoretical inclusive $t\bar{t}$ cross section is defined through the addition of the bins in the calculation for a particular top quark mass. Compared to NNLO, the NLO differential calculation provides a lower cross section for all masses, and this is reflected in a smaller value of $m_t^{\text{pole}}$ for the NLO calculation.

Figure 1 shows the differential cross sections for five different $m_t$ values calculated at NLO as a function of $m(t\bar{t})$ and $p_T^{\text{top}}$, and provides ratios of the up and down changes of $\mu_R$ and $\mu_F$ for a particular $m_t^{\text{pole}}$ to the corresponding calculation using the default scale choice. The bins for the largest values in both the $m(t\bar{t})$ and $p_T^{\text{top}}$ distributions do not contain overflow events. The scale uncertainties are $\approx 5\%$, except at larger values of $m(t\bar{t})$ and $p_T^{\text{top}}$ where they are up to $20\%$.

Figure 2 shows the same collection of cross section distributions, but calculated at NNLO QCD. As expected scale uncertainties are smaller with values of at most $5\%$ for $p_T^{\text{top}}$, whereas at highest $m(t\bar{t})$, values of $10\%$ are observed.

III. SUMMARY OF DIFFERENTIAL CROSS SECTION MEASUREMENT

The proper extraction of $m_t^{\text{pole}}$ from differential cross sections, corrected for detector effects by using matrix unfolding, relies on the use of a covariance matrix. Since the results from Ref. [16] rely on matrix unfolding we briefly discuss the method in the following.

A. Unfolding the differential cross section

For a quantity $X_i$, where $i$ denotes an individual bin, the differential cross section is measured as:

$$\frac{d\sigma}{dX_i} = \frac{N_i^{\text{sig}}}{\epsilon \cdot L \cdot B \cdot \Delta X_i},$$

where $N_i^{\text{sig}}$ is the number of background-subtracted signal events obtained using an unfolding procedure defined later in this section, $\epsilon$ is the detector efficiency times acceptance, $L$ is the integrated luminosity, $B$ is the branching ratio for the final state being considered, and $\Delta X_i$ is the bin width. For $t\bar{t}$ $\ell$+jets events we use $B(t\bar{t} \rightarrow e + \text{jets}) = 0.171$ and $B(t\bar{t} \rightarrow \mu + \text{jets}) = 0.172$, both with uncertainties of $0.8\%$ [32]. These values include electrons and muons stemming from the leptonic decay of $\tau$ leptons ($\tau \rightarrow \ell \nu \nu_{\ell}$).

Data are corrected for detector effects such as migrations, efficiencies, and acceptance by means of a regularized matrix-unfolding method [33–36] to the parton level in the full phase space. A regularization is needed to invert the matrix and to prevent numerical instabilities in the matrix inversion. The response matrix $A$, which reflects the efficiency and the resolution of the D0 detector, relates the distributions in a reconstructed variable ($y_{\text{rec}}$) to distributions of a variable at the unfolded or generator level ($x_{\text{true}}$):

$$A \cdot x_{\text{true}} = y_{\text{rec}}.$$

Each matrix element $A_{ij}$ gives the probability for an event originating in bin $j$ of $x_{\text{true}}$ to be measured in bin $i$ of $y_{\text{rec}}$. The response matrix is determined from simulation, and has twice as many bins at the reconstruction level as at the generator level to provide detailed information on the probability distribution and to improve thereby the accuracy of the unfolding procedure [35]. The unfolding reduces the influence of model assumptions in determining the cross sections relative to just a bin-by-bin correction.

Regularized unfolding [37] is based on a $\chi^2$ minimization using a migration matrix $A$ extracted from fully simulated MC events, as implemented in the TUnfold package [36]:

$$\chi^2 = \sum_i \frac{(y_{i}^{\text{data}} - \sum_j A_{ij} \cdot x_{j}^{\text{true}})^2}{(\delta y_{i}^{\text{data}})^2} + \sum_{ij} \tau^2 \cdot L_{ij}(L_{ij})^T,$$
where the input to the $\chi^2$ minimization reflects the data vector $y_{\text{data}}^i$ with corresponding uncertainties $\delta y_{\text{data}}^i$. The true unfolded vector is given by $x_{\text{true}}^i$. The regularization strength $\gamma$ and matrix condition $L$ represent a penalty for any large local fluctuations that occur when the matrix is inverted. This procedure reduces the statistical correlations among neighboring bins introduced through the matrix unfolding. There are several ways to implement the penalty [36], e.g. through single bins that can be regularized based on their size, or neighboring bins can be taken into account using criteria such as the first or second derivative function. For the measurement used to extract $m_{t}\text{pole}$, we employ a first derivative criterion in which case $L$ is initialized to $L_{i,i} = -1$ and $L_{i,i+1} = +1$ while all other entries are zero [36].

The covariance matrix is given by

$$V_{xx} = B V_{yy} B^T,$$

where $B = EA^T V_{yy}^{-1}$, $E = (A^T V_{yy}^{-1} A + \gamma^2 L^T L)^{-1}$

(4)

where $V_{yy}$ is a diagonal matrix containing the squares of the uncertainties of the measurement. The statistical uncertainties for the unfolded result are given by the diagonal elements of $V_{xx}$. However, to make full use of the unfolded cross sections, the full covariance matrix is needed. The unfolded vector $x$ is given by:

$$x_{\text{true}} = A^T V_{yy}^{-1} A \left( A^T \cdot V_{yy}^{-1} \cdot y_{\text{data}}^i + \gamma^2 \cdot L^T L \cdot x_0 \right)$$

(5)

where $x_0$ is an initial distribution taken from the generated quantities of the migration matrix. We use the full covariance matrix, as provided by the algorithm to calculate the $\chi^2$ between an unfolded differential data cross section and a calculated cross section for a particular value of $m_{t}\text{pole}$.

Since D0 published the differential cross sections [16] D0 also made a new measurement of the total $\sigma(t\bar{t})$ [15]. That measurement of the inclusive $t\bar{t}$ cross section employs a reduced uncertainty in luminosity of 4.3% compared to 6.1% in the measurement of differential cross sections [16]. The selection of $t\bar{t}$ events in the two measurements is very similar with respect to effects that affect the luminosity measurement. Hence, we can transfer the reduced uncertainty in luminosity to the already measured differential cross sections. The uncertainty in luminosity is part of the published covariance matrices of the differential cross sections, but it was added assuming 100% correlation, which allows for an adjustment of the uncertainty in luminosity. Following the adjustment we consistently re-invert the covariance matrix for the extraction of $m_{t}\text{pole}$.

B. Experimental systematic uncertainties

Table I summarizes the experimental systematic uncertainties and their impact on the differential cross sections. More details can be found in Ref. [16].

The uncertainties in modeling the $t\bar{t}$ signal include effects related to alternative signal generator, top quark mass and kinematics as well as to the background subtraction method. Hadronization effects are estimated by comparing MC@NLO+HERWIG [38, 39] to ALPGEN+PYTHIA [40, 41] for the signal. This represents a large variation, which includes differences in acceptance that are larger compared to differences from ALPGEN+PYTHIA for a different top quark mass. Another part of the signal model uncertainty arises from using a different top quark mass during the unfolding process, where we employ two MC samples with $m_t = 175$ GeV and $m_t = 170$ GeV and scale the resulting difference to a top mass uncertainty of 0.9 GeV matching the uncertainty of the Tevatron combination at the time the differential cross sections were published. The transverse momentum of the $t\bar{t}$ pair is not very well modeled by MC [42], and we assign the full difference between data and MC as part of the signal model uncertainty. Differences in the $W$+jets distributions from uncertainty in the choice of the PDF are small in regions of good statistical precision, whereas at higher $m(t\bar{t})$ or $p_T^{\text{top}}$, differences are about 30–40%, which affects the background-subtracted distributions prior to the unfolding. However, $W$+jets contribute only 12–15% to the sample composition, and the impact of this background related signal uncertainty is therefore small but nonetheless included.

Uncertainties on detector modeling include effects due to trigger efficiency as well as object reconstruction that includes the lepton reconstruction and identification efficiency [43, 44], as well as effects due to the jet energy scale, jet resolution and jet identification [45]. Furthermore, we account for the difference in jet response between MC events and data, which changes with jet kinematics and depends on the flavor of the parton that initiates the jet [45]. We rely on the identification of $b$ jets, and include the related systematic uncertainties on $b$-, $c$- and light-quark identification, as well as $b$-fragmentation [46]. A 4.3% uncertainty in luminosity is assigned to the unfolded data.

Uncertainties on the modeling of the background account for effects from the normalization of $W$+jets events, the uncertainties on the misidentified and true lepton selection rates, as well as uncertainties on the predicted cross sections for diboson and single top quark processes.

Experimental systematic uncertainties on the measurement technique include the procedural uncertainty of the chosen matrix unfolding method, and effects due to limited number of MC events.
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V. DETERMINATION OF THE POLE MASS

IV. DIFFERENTIAL CROSS SECTIONS

Figures 3 and 4 show the measured differential cross sections $m(t\bar{t})$ and $p_T^{top}$ together with calculated cross sections for a series of different values of $m_{t}^{pole}$, as well as the ratio of theoretical to measured values. We show the representative case using the MSTW2008 PDF; other PDF choices show a similar behavior as discussed in the next Section. Figure 3(a) shows the unfolded distribution for $m(t\bar{t})$ at the parton level for data compared to the theoretical calculations for selected values of input $m_{t}^{pole}$. The ratios of the calculations to data are shown in (b), highlighting the sensitivity to the top quark mass in the threshold region. Figure 4 shows the same comparison for the $p_T^{top}$ distributions, indicating improved sensitivity to $m_{t}^{pole}$ relative to the $m(t\bar{t})$ variable.

TABLE I. Table of systematic uncertainties on the differential cross sections for uncorrelated systematic sources are given as inclusive values combining all bins, and as range of uncertainty indicating the minimum and maximum uncertainty across all bins of the distributions. Values are as published in Ref. [16] with the exception of the luminosity uncertainty.

V. DETERMINATION OF THE POLE MASS

We form a $\chi^2$ that compares the measured differential cross sections with the theoretical calculation at the parton level. The $\chi^2$ is defined by:

$$\chi^2 = \sum_{i,j}(x_i^{true} - x_i^{theo}) \cdot V_{xx}^{-1} \cdot (x_j^{true} - x_j^{theo}),$$

(6)

where $i$ and $j$ are bin indices in either the $m(t\bar{t})$ or the $p_T^{top}$ cross sections. We use the measured differential cross sections [16] for the extraction of $m_{t}^{pole}$, after re-deriving the covariance matrix to account for the reduction relative to Ref. [16] in the uncertainty in integrated luminosity. The full covariance matrix (see Eqn. 4) is then inverted and employed to calculate the $\chi^2$, thereby providing the correlations among the bins in the measured spectra, as well as the statistical and systematic uncertainties in the data. We extract $m_{t}^{pole}$ for the four PDF sets and, using results from the three global PDF sets, provide an average value of $m_{t}^{pole}$ with an additional theoretical uncertainty based on their spread.

We perform a parabolic fit, as shown in Figures 5 to 7, to the $\chi^2$ distributions using the cross sections in $m(t\bar{t}), p_T^{top}$.
or their combination, to determine the minimum of the $\chi^2$, which represents $m_t^{\text{pole}}$. The fit is limited to 160 – 180 GeV, which is the part of the distribution that best follows a parabolic shape. The number of degrees of freedom (n.d.f.) is six. The combined experimental and theoretical uncertainty on the extracted $m_t^{\text{pole}}$ is defined using the criterion that $\Delta \chi^2 = 1$ relative to the minimum of the fitted parabola.

For each trial top quark mass we use the NLO and NNLO calculations (with the appropriate associated PDFs) to form a $\chi^2$ according to Eqn. 6. Table II shows the $m_t^{\text{pole}}$ results for all four PDF sets considered at either NLO

FIG. 3. Unfolded $m(t\bar{t})$ distribution in data (a) compared to theoretical calculations at NNLO pQCD for selected input values of $m_t^{\text{pole}}$, and (b) the calculated distributions divided by the data. The inner error bars correspond to the statistical uncertainties and the outer error bars to the total uncertainties.

FIG. 4. Unfolded $p_T^{\text{top}}$ distribution in data (a) compared to theoretical calculations at NNLO pQCD for selected input values of $m_t^{\text{pole}}$, and (b) the calculated distributions divided by the data. The inner error bars correspond to the statistical uncertainties and the outer error bars to the total uncertainties.
or NNLO. Figure 5 shows, for the MSTW2008 PDF as an example, the $\chi^2$ distribution for the comparisons of data and theory at (a) NLO and at (b) NNLO as a function of $m_t^{\text{pole}}$. The shaded bands indicate the uncertainties in the calculated values as the renormalization and factorization scales are varied. The solid line indicates the 2nd order polynomial used to extract the minimum, which represents the value of $m_t^{\text{pole}}$. The corresponding $\chi^2$ distributions

FIG. 5. The $\chi^2$ distribution for the differential cross section as a function of $m(t\bar{t})$ calculated at (a) NLO and (b) at NNLO. The shaded band indicates the theoretical uncertainties while the experimental uncertainties are included in the $\chi^2$ function.

using the differential cross section as a function of $p_T^{\text{top}}$ is shown in Fig. 6 at (a) NLO and at (b) NNLO. We combine

FIG. 6. The $\chi^2$ distribution for the differential cross section as a function of $p_T^{\text{top}}$ calculated at (a) NLO and (b) at NNLO. The shaded band indicates the theoretical scale uncertainties.

the $p_T^{\text{top}}$ and $m(t\bar{t})$ $\chi^2$ distributions to calculate a combined $\chi^2$, taking into account the correlation between $p_T^{\text{top}}$ and $m(t\bar{t})$. A global correlation of 0.12 is determined from the MC@NLO MC showing that the correlation is not large, but for the derivation of the combined $\chi^2$ the entire 2D matrix of $m(t\bar{t})$ vs. $p_T^{\text{top}}$ is employed. The combined $\chi^2$ distribution for the differential cross sections as a function of $m(t\bar{t})$ and $p_T^{\text{top}}$ is shown in Figure 7(a) at NLO and in (b) at NNLO; the combination is mainly constrained by the $p_T^{\text{top}}$ distribution.
FIG. 7. The combined \( \chi^2 \) distribution for the differential cross sections in terms of \( m(t\bar{t}) \) and \( p_{T}^{\text{top}} \) calculated at (a) NLO and (b) at NNLO (right). The shaded band indicates the theoretical scale uncertainties.

TABLE II. Extracted top quark pole mass at NLO and at NNLO pQCD employing the absolute differential cross section as a function of \( m(t\bar{t}) \) or \( p_{T}^{\text{top}} \) and its combination for the MSTW2008, CT10, NNPDF2.3, and HERAPDF1.5 PDF.

We studied the use of differential cross sections normalized by the respective total \( \sigma(t\bar{t}) \), which provides smaller systematic uncertainties, since e.g. the uncertainty in luminosity cancels. Extracting \( m_t^{\text{pole}} \) in the same way as described above from the normalized \( m(t\bar{t}) \) distribution yields improved sensitivity, however using the \( p_{T}^{\text{top}} \) distribution yields a degraded sensitivity compared to using the absolute distributions. The central values of \( m_t^{\text{pole}} \) are similar but the uncertainties are worse, since most of the sensitivity in \( p_{T}^{\text{top}} \) originates from the normalization only.

VI. RESULTS AND DISCUSSION

Table III summarizes the results of this analysis at NLO and NNLO for several PDF sets using the combined \( \chi^2 \) functions from the absolute \( m(t\bar{t}) \) and \( p_{T}^{\text{top}} \) differential cross sections. Employing NNLO pQCD, the pole mass of the top quark is between 168.5 and 170.2 GeV (at NLO it is between 165.1 and 167.5 GeV), depending on the PDF. The breakdown of uncertainties is determined by repeating the \( m_t^{\text{pole}} \) extraction while setting either the total experimental or theoretical uncertainty to zero. In case of the theoretical uncertainty we add in quadrature the maximum difference
between the extracted \( m_t^{\text{pole}} \) value using the up, down or nominal scale choice while setting the experimental uncertainties to zero. We also calculate the average \( m_t^{\text{pole}} \) from the three global PDF sets (MSTW2008, CT10, and NNPDF23) and estimate an additional PDF uncertainty following the PDF4LHC approach [28]. We add in quadrature the maximum difference between the \( m_t^{\text{pole}} \) average and the extracted \( m_t^{\text{pole}} \) value for each of the global PDFs as an additional uncertainty for the PDF choice. At NLO the average \( m_t^{\text{pole}} \) is \( 167.3 \pm 2.6 \) (tot.) \( [\pm 2.1 \text{(exp.)} \pm 1.5 \text{(scale)} \pm 0.2 \text{(PDF)}] \) GeV, whereas at NNLO it is \( 169.1 \pm 2.5 \) (tot.) \( [\pm 2.2 \text{(exp.)} \pm 0.8 \text{(scale)} \pm 1.2 \text{(PDF)}] \) GeV, where the total uncertainty includes the combination of statistical and systematic from the experimental side, and scale uncertainties as well as parton distribution function uncertainties from the theoretical side. When assigning half of the difference between the average \( m_t^{\text{pole}} \) and the extracted \( m_t^{\text{pole}} \) value for each of the global PDFs as PDF uncertainty, we get a total uncertainty that is smaller by 0.1 GeV. Averaging all four PDF sets (including HERAPDF1.5) and assigning half of the difference amongst the extracted \( m_t^{\text{pole}} \) values yields the same total uncertainties (within 0.2 GeV) and a shift in \( m_t^{\text{pole}} \) of \(-0.5\) GeV at NLO and \(+0.3\) GeV at NNLO.

The inclusive \( \sigma(tt) \) corresponding to the measured top quark pole mass average as provided by Top++ without resummation, as an example for the MSTW2008 PDF, is \( 8.0^{+0.4}_{-0.3} \) (scale) pb at NLO and \( 8.0^{+0.4}_{-0.3} \) (scale) pb at NNLO QCD. These values agree, as expected, well with the inclusive \( \sigma(tt) \) measured from the differential distributions in \( m(tt) \), \( 7.8 \pm 1.0 \) (tot.) pb, and \( p_T^{\text{top}} \), \( 8.0 \pm 1.1 \) (tot.) pb.

<table>
<thead>
<tr>
<th>Order &amp; PDF</th>
<th>( m_t^{\text{pole}} \pm \delta_{\text{tot}} ) [GeV]</th>
<th>( m(tt) \oplus p_{T}^{\text{top}} )</th>
<th>( \delta_{\text{exp}} ) [GeV]</th>
<th>( m(tt) \oplus p_{T}^{\text{top}} )</th>
<th>( \delta_{\text{pole}}^{100} ) [GeV]</th>
<th>( m(tt) \oplus p_{T}^{\text{top}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSTW2008</td>
<td>167.4 \pm 2.5</td>
<td>\pm 2.0</td>
<td>\pm 1.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CT10</td>
<td>167.5 \pm 2.6</td>
<td>\pm 2.0</td>
<td>\pm 1.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NNPDF2.3</td>
<td>167.1 \pm 2.5</td>
<td>\pm 2.0</td>
<td>\pm 1.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HERAPDF1.5</td>
<td>165.1 \pm 2.7</td>
<td>\pm 2.3</td>
<td>\pm 1.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NNLO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSTW2008</td>
<td>168.5 \pm 2.3</td>
<td>\pm 2.2</td>
<td>\pm 0.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CT10</td>
<td>169.7 \pm 2.2</td>
<td>\pm 2.0</td>
<td>\pm 0.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NNPDF2.3</td>
<td>169.0 \pm 2.3</td>
<td>\pm 2.1</td>
<td>\pm 0.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HERAPDF1.5</td>
<td>170.2 \pm 2.3</td>
<td>\pm 2.2</td>
<td>\pm 0.7</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE III. Extracted \( m_t^{\text{pole}} \) at NLO and at NNLO employing the combined \( \chi^2 \) in \( m(tt) \) and \( p_T^{\text{top}} \) distributions for the MSTW2008, CT10, NNPDF2.3, and HERAPDF1.5 PDF. The special setting to separately determine the theoretical uncertainty (for details see text) neglects the correlations between the bins of a measured distribution.

Figure 8(a) summarizes the extractions of the pole mass at different orders of \( \alpha_s \) for different PDFs, whereas (b) shows the average \( m_t^{\text{pole}} \) at NLO and at NNLO relative to other measurements including also the latest Tevatron and world combinations of direct measurements of the top quark mass. There is a consistent average increase between NLO and NNLO of about 1.8 GeV for MSTW2008, CT10 and NNPDF2.3. An increase between NLO and NNLO of 5.4 GeV is found when comparing \( m_t^{\text{pole}} \) extracted from using HERAPDF1.5. The increase from NLO to NNLO can be understood from the fact that the cross section is about 5% larger at NNLO, which shifts the extracted pole mass towards higher values of \( m_t^{\text{pole}} \).

The average value of \( m_t^{\text{pole}} \) extracted from the absolute differential cross sections at NNLO is about 4 GeV less than that extracted from the total cross section [15]. The experimental measurement of the total \( \sigma(tt) \) of \( 7.3^{+0.6}_{-0.5} \) (tot.) pb [15] is about 9% lower than the total \( \sigma(tt) \) measured from the differential cross sections using \( m(tt) \). In the latter case it is \( 7.8 \pm 1.0 \) (tot.) pb, while using \( p_T^{\text{top}} \) it is \( 8.0 \pm 1.1 \) (tot.) pb. The differential measurement was not optimized to measure the total cross section, which resulted in larger uncertainties. Taking into account the systematic uncertainties the difference in the total \( tt \) cross section between the inclusive and differential measurements is not significant. Furthermore, part of the difference can be attributed to different theoretical assumptions; the differential cross section calculation has no NNLL resummation, whereas the inclusive cross section calculation performed with Top++ does. This effect is taken into account in the larger scale uncertainties in the differential pole mass extraction.

1 We point out that after the completion of the present analysis, a new fully differential calculation for top pair production at the LHC became available [31]. The calculation of Ref. [31] uses dynamic scales and at NNLO produces total cross-section that is numerically close to the NNLO+NNLL default one from Top++. No calculations with dynamic scales are yet available for the Tevatron.
FIG. 8. Extractions of (a) $m_{\text{pole}}^t$ at different orders of pQCD and for different PDFs. The average $m_{\text{pole}}^t$ is shown in (b) at NLO and at NNLO extracted from the differential cross sections, compared with other $m_{\text{pole}}^t$ extractions, as well as with recent direct mass measurements.

VII. CONCLUSIONS

We have made the first measurement of the top quark pole mass based upon the comparison of data with perturbative QCD calculations of the $t\bar{t}$ differential cross sections as a function of $m(t\bar{t})$ and $p_T^{\text{top}}$. Comparing to the NLO calculation, we obtain $167.3 \pm 2.6$ (tot.) GeV and from comparing to the NNLO calculation we measure $169.1 \pm 2.5$ (tot.) GeV. These results are significantly more precise than those based on the total $t\bar{t}$ cross section measurement.
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