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Abstract

Observing WZ/ZZ production at the Tevatron in the final state with a lepton, missing transverse energy and two jets
is extremely difficult because of the low signal rate and the very large background. In the attempt to increase the
acceptance in the analysis of the data collected by the CDF experiment, we study the sample with three high-energy
jets, where according to simulations about 1/3 of the diboson events are expected to be. Rather than choosing always
the two jets of largest transverse energy (ET ) to reconstruct the Z mass, we make use of the information carried by all
jets. We describe in detail how to combine the jet information optimally, and introduce a method of interest in every
experiment searching for hadronic resonances in the W/Z + jets channel, including measurements of Higgs boson
production associated with a W or Z.
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1. Introduction1

The study of diboson (WZ/ZZ) production at hadron2

colliders provides a test of the electroweak sector of the3

Standard Model (SM) of particle physics. In particu-4

lar, any deviation from the predicted WWZ and ZZZ5

couplings (TGC, Trilinear Gauge Couplings) would be6

indicative of new physics. The WZ identification in7

the final state with a lepton, missing transverse energy8

and two b-tagged jets is particularly important since the9

event topology is the same as expected for WH associ-10

ated production.11

At the 1.96 TeV center-of-mass energy of the Fer-12

milab proton-antiproton Tevatron collider the process13

WH→ Wbb̄, for mH ' 125 GeV/c2[1] has an expected14

cross section times branching ratio (σ · BR) lower by15

about eight times than WZ→Wbb̄. Therefore, observ-16

ing the WZ→ Wbb̄ process would be a benchmark for17

the even more difficult Higgs measurement in the WH→18

Wbb̄ channel. NLO calculations predict a WZ produc-19

tion cross section of 3.22 pb [2]. Given such a small20

cross section, in the `νbb̄ final state after accounting21

for trigger and kinematical selection efficiency, only a22

handful of events per fb−1 of integrated luminosity are23

expected. This statement remains valid even if the few24

accepted ZZ events with leptonic decay of one Z, where25

one lepton is not detected, are included.26

Consequently, the observation of this process is dif-27

ficult. Furthermore, the signal to background ratio is28

very poor, due primarily to the production of W and as-29

sociated jets. Since the main feature to be exploited for30

disentangling signal from background is the invariant31

mass of Z-decay jets, a correct selection of the jets to be32

assigned to Z decay and an optimal resolution in di-jet33

mass are of utmost importance.34

A standard kinematical cut in the analysis of the WZ35

process requires exactly two large transverse energy jets36

(i.e. ET > 20 GeV) in the candidate sample. Since simu-37

lations show that if a third high energy jet is allowed the38

signal acceptance is increased by about 1/3, it would be39

important to be able to detect the Z signal also in events40

with more than two high energy jets.41

However, the situation is complicated by (higher-42

order) sub-processes where an additional jet is43

produced in association to the W and Z bosons. This44

work presents a method to overcome this difficulty by45

making use of the full information on the diboson event46

in the sample with three jets included. Extra-activity47
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Element Coverage
Tracker
Silicon Detector (L00, SVX, ISL) |η| < 2
COT |η| < 1
Calorimeter
CEM |η| < 1.1
CHA |η| < 0.9
PEM, PHA 1.1 < |η| < 3.6
WHA 0.6 < |η| < 0.3
Muon chambers
CMU, CMP |η| < 0.6
CMX 0.6 < |η| < 1.1
IMU 1.1 < |η| < 1.5

Table 1: Coverage of CDF II detector elements (CEM and CHA have
an insensitive area at η < 0.1).

produced by by multiple interactions are negligible in48

our studies.49

50

2. CDF Run II detector51

CDF II is a general purpose apparatus designed to52

study a wide range of physical processes produced in53

pp̄ collisions at the Tevatron. The detector, which is54

described in details elsewhere [3] consists of a cen-55

tral tracking system embedded in a superconducting56

solenoid providing a uniform 1.4 T magnetic field par-57

allel to the beam; a calorimetric system outside the58

solenoid at large angles and in the forward regions; a59

muon detector, external to the calorimeters surrounding60

the detector at all angles down to a few degrees from61

the beam. Table 1 shows the coverage of the tracker el-62

ements, of the calorimeters and of the muon system, and63

defines the acronyms used in the text.164

3. The 3 Jets CDF Data Sample65

The experimental signature of the process being in-66

vestigated involves the presence of a charged lepton67

(electron or muon), a neutrino (identified as missing68

1CDF uses a cylindrical coordinate system with z along the proton
beam direction and the origin at the center of the detector. The polar
angle θ is measured with respect to the positive z axis, the pseudo-
rapidity being defined as η = - log[tan(θ/2)]. The transverse energy
and momentum are defined as ET = E·sinθ and PT = P·sinθ, respec-
tively. CDF also uses a cartesian coordinate system, with the x axis
pointing radially outside on the horizontal plan and the y axis pointing
upwards.

transverse energy,�ET
2) and large-ET hadron jets. The69

off-line selection of the data events identifies leptons,70

jets and �ET with similar criteria as in Higgs and top71

quark CDF studies [4]. In particular, electrons are iden-72

tified as isolated electromagnetic energy clusters that73

match with a reconstructed track; muons are identi-74

fied as isolated tracks in the COT which extrapolate75

to track segments in a muon detector element; jets are76

reconstructed using the JETCLU cone algorithm [5]77

with radius3 0.4 and properly corrected for detector and78

physics effects, as described in Ref. [6].79

The data sample (”pretag”) that we investigated was80

selected, in the data as well as in the simulation, with81

the following cuts:82

• exactly three jets4 with ET (J1, J2, J3) > 25, 15, 1583

GeV and |η(J1, J2, J3)| <2, 2, 3.684

• An isolated electron (muon) with |η| < 1.1 and85

ET (pT )> 20 GeV (GeV/c).86

• �ET > 20 GeV87

• Multi-jet QCD veto:88

– MW
T > 10 (30) GeV if the triggered lepton is89

a muon (electron)5.90

– �ET -significance> 1.8 6 [7].91

Two different subsamples corresponding to an inte-92

grated luminosity of 6.6 fb−1 are studied separately.93

One, the ”tag” sample, in which we require two jets94

2
�ET is defined as the modulus of the opposite of the vector sum of

the transverse energies of all the calorimeter towers:

�~ET = −
∑

i

~Ei
T (1)

where i indexes each tower. The sum involves all the towers with to-
tal energy above 0.1 GeV in the region |η| < 3.6. Tower energy is
corrected for known detector and physics effects. When muons are
identified �ET is properly modified to account for the muon momen-
tum rather than its associated calorimetric deposit. This vector gives
the energy and the direction in the transverse plane of a (massless)
undetected particle.

3The radius of a cone around a detector position is defined as the
distance in the η-φ space, i.e.

√
(∆φ2 + ∆η2)

4Events with a fourth jet with ET > 10 GeV and |η| < 3.6 are
rejected.

5 MW
T being the W-invariant mass in the transverse plane:

MW
T =

√
2 · E`

T · �ET · (1 − cos ∆φ`ν) (2)

6This parameter is defined as − log10(P�E
f luct
T > �ET ), where P is

the probability and �E
f luct
T is the expected missing transverse energy

due to fluctuations in the energy measurements.
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originated by a b quark (b-jets), represented the golden95

channel for the light SM Higgs boson search at Tevatron96

(WH → Wbb̄). In this analysis the identification of a b-97

jet is based on the ”bness” [8] b-tagger, which is a mul-98

tivariate, neural network (NN) based tagger exploiting99

in particular the high precision track measurement per-100

formed by the innermost silicon detectors of the CDF II101

tracker. It provides an output value which serves as a102

figure of merit to indicate how b-like a jet appears to be.103

The second, the ”notag” sample is the ”pretag” sam-104

ple where the tag sample has been removed. The two105

samples are made independent of each other in order to106

be able to combine the results.107

In Fig. 1 M(J1J2), the invariant mass built using the108

two ET leading jets, for WZ events in the ”two jets re-109

gion”7 is compared with the same distribution built in110

the ”three jets region”.111

In the three jets region M(J1J2) has a degraded112

resolution since the third jet confuses the assignment of113

two jets to the Z decay: high mass and low mass tails114

due to wrong combinations are present. Simulations115

show that by properly handling initial and final state116

gluon radiation the resolution on the Z-mass would be117

greatly improved (Fig.2).118

119

120

3.1. Simulated composition of the data samples121

Besides WZ and ZZ, the following background pro-122

cesses contribute to the data samples selected with our123

cuts:124

• Electroweak and top quark production processes:125

i.e. WW, Z+jets, tt, single-top. Each of these pro-126

cesses can mimic the signal signature, with one de-127

tected lepton, large�ET and jets. The contamination128

of these processes in the selected data sample is129

estimated by using their theoretical cross sections130

[2]. The distributions (”templates”) of a number of131

observables are obtained from the Pythia (diboson,132

tt, single-top) [9] and Alpgen+Pythia (Z+jets) gen-133

erators [9, 10] after simulation of the CDF detec-134

tor and reconstruction with the CDF reconstruction135

software.136

• W(→ lν)+jets, l = e, µ, τ. Due to the presence of137

real leptons and neutrinos, the W+jets background138

is the hardest to be reduced. Templates are ob-139

tained from Alpgen+Pythia, while the rate normal-140

ization is obtained from the data.141

7Events with a third jet with ET > 15 GeV are rejected in this
region.
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Figure 1: Pythia simulation, top: notag sample, bottom: tag sample.
The black dashed-filled distributions are the dijet mass built with the
two leading jets in the three jets sample. For comparison, the his-
tograms show the dijet mass in exclusive two-jets events. This com-
parison shows that using in all cases the mass of the leading jets in
three jets events causes a heavy loss of information.

• QCD: multi-jet production with a jet faking a lep-142

ton and mismeasurements of the jet energies lead-143

ing to large missing transverse energy. Both rate144

normalization and templates are obtained from the145

data.146

In Table 2 we show the estimated number of events147

for each process contributing to the M(J1J2) distribution148

in the notag and tag samples.149
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NOTAG Process Rate (Electrons) Rate (Muons)

Signal (WZ/ZZ) 66.2 ± 0.9 69.5 ± 0.9
WW 386.2 ± 3.0 311.1 ± 3.1

tt̄ 333.0 ± 1.4 288.5 ± 1.2
single-top 68.9 ± 0.4 57.8 ± 0.3

Z+jets 350.0 ± 3.2 1167.8 ± 4.5
W+jets 10304.2 ± 29.6 8275 ± 22.8

QCD 1600.4 ± 60.0 352.3 ± 5.4

Total observed 13109.0 ± 114.5 10522.0 ± 102.6

TAG Process Rate (Electrons) Rate (Muons)

Signal (WZ/ZZ) 3.5 ± 0.2 3.6 ± 0.2
WW 6.2 ± 0.4 4.7 ± 0.3

tt 146.4 ± 0.9 127.9 ± 0.8
single-top 22.5 ± 0.2 18.7 ±0.2

Z+jets 8.0 ± 0.4 23.6 ± 0.6
W+jets 212.0 ± 3.9 189.9 ± 3.2

QCD 32.5 ± 0.3 5.7 ± 0.0

Total observed 431.0 ± 20.8 374.0 ± 19.3

Table 2: Predicted number of events in the notag and tag samples.
W+jets and QCD rates are estimated by fitting the data, as explained
in the text. The expected rates are separated for different triggered
lepton type. Since the W+jets contribution is obtained by fitting the
simulated template to the data, the total expected rates are equal by
construction to the observed ones.

4. Adopted strategy150

In order to find a strategy for building properly the Z151

boson invariant mass in the three jets sample, we ana-152

lyzed a simulated WZ sample selected as described in153

Sec.3. This sample was obtained using the Alpgen in-154

terfaced to the Pythia to include parton showering and155

hadronization.156

Jets are ordered in decreasing ET in the notag sample157

and in decreasing bness in the tag sample8.158

4.1. Matching jets to stable hadrons159

Requiring two jets to be matched to the primary q/q̄160

from Z decay selects a limited event sample (66%)161

where the NNs could be trained. We found that in the162

events where this direct matching is unsuccessful the163

distribution of primaries is confused, with some parton164

missing or piling-up with others.165

In order to reach a greater NN efficiency we adopt166

a different matching algorithm, which searches for167

hadrons rather than for primary quarks in the jet cone.168

The hadrons are traced back to their point of origin in169

8In the tagged sample, J1, J2 would be the two jets with highest
bness, J3 the one with highest ET among the others.

order to identify if they come from a primary beam par-170

ton (initial state radiation, ISR) or if they are Z prongs or171

are radiated by the Z prongs (final state radiation, FSR).172

Both the Z prongs and the radiation by the Z prongs are173

named FSR in our classification.174

Next, we look for stable hadrons within the jet cone,175

and for each of the three jets in the event we ask that the176

total hadron energy originating from a single parton is177

greater than 50% of the jet energy. When this is possible178

we label jets as ISR or FSR.179

In the rare cases when more than one jet satisfies the180

condition, the jet with the highest fraction of shared en-181

ergy is chosen. We checked that when direct matching182

to primary partons is possible the same jet- to parton183

matching is achieved as with this indirect method.184

In this way the rate of matching reaches ∼ 99% and185

we can train NNs with a set of events with no kine-186

matic biases due to the matching algorithm. The resid-187

ual small matching inefficiency of 1% could originate188

because bending in the CDF magnetic field is not ac-189

counted for when tracing the hadrons back to their ori-190

gin.191

By construction we expect at least two jets from FSR192

(i.e. jets originated by q/q̄ from Z). But, in 2.7% of193

cases our association method fails and we are not able194

to find them. We investigate these events and we see195

that one of the two Z-jets is not reconstructed. This in-196

terpretation is supported by the observation that in these197

events also searching for a primary quark in the jet cone198

fails. The reason could be the calorimeter cracks in199

η ∼ |1| region, or the coarser calorimeter granularity200

for η ∼ |2| region. We neglect these few events in the201

NN training.202

Once the origin of each jet is well understood we203

know event-by-event which jet combination should be204

used to reconstruct the Z mass. We named this ”the right205

jet combination”, (RJC). In terms of RJC frequency the206

notag (tag) sample is composed as follows:207

1. J3 is from ISR, J1 and J2 from FSR 7→ RJC = J1J2208

33.6% (52.7%)209

2. J2 is from ISR, J1 and J3 from FSR 7→ RJC = J1J3210

20.4% (9.5%)211

3. J1 is from ISR, J2 and J3 from FSR 7→ RJC = J2J3212

10% (4.9%)213

4. J1, J2, J3 are from FSR 7→ RJC = J1J2J3214

33.3% (30.2%)215

Notice that in the tag sample the RJC rate of J1J2 is216

52.7%. This large rate is because in this sample J1, J2217

are defined as the two leading jets in bness. therefore218

in the tag sample J1 and J2 are already a good bet on219

which the Z decay jets. Still, even in this sample a better220

4



combination than J1J2 can be searched for in 45% of221

events.222

The best resolution that could in principle be reached223

in the three jets region is shown in Figs. 2 and 3, where224

we compare the invariant mass built using the proper225

RJC for each event with the distribution built with the226

two ET leading jets (Fig. 2) and with the dijet mass in227

the tight dijet sample (Fig. 3). One sees that choosing228

the RJC in the three jets sample recovers a resolution as229

good as in the tight dijet sample. The low and high mass230

tails affecting the M(J1J2) distribution are much reduced231

by choosing the correct combination.232

5. Neural Networks233

Four different Neural Networks (NNs) have234

been trained, using the multi layer perceptron235

method (MLP) [11], in simulated WZ events to236

describe the signal in four distributions of interest:237

NN(J1J2), NN(J1J3), NN(J2J3) and NN(J1J2J3). These238

NNs combine kinematical information and some tools239

developed by the CDF Collaboration for discriminating240

gluon-like and b-like jets from light-flavored jets [8, 12]241

in MC samples. Inputs to NNs are:242

1. Angular variables:243

- dηJi Jk = |ηJi − ηJk |244

- dRJi Jk =
√

dη2
Ji Jk

+ dφ2
Ji Jk

245

- dRJi`
9

246

- dRJk Jl,Jp247

- dRJ1 J2 J3,Jk248

2. Jet kinematics:249

- mJi Jk/mJ1 J2 J3250

- γJi Jk = (EJi + EJk )/mJi Jk251

- γJJJ = (EJ1 + EJ2 + EJ3 )/mJ1 J2 J3252

- ‘pt-imbalance’ = PT J1 + PT J2 − PT `-��ET253

- η(Ji + Jk)/η(Jp)254

- pT (Ji + Jk)/pT (Jp)255

- Zpt which is the modulus of the vectorial sum of256

PT J1 and PT J2257

- H−1
T which is the total transverse hadron energy258

after excluding J1.259

3. b/light quark discriminant, quark/gluon discrimi-260

nant.261

With a multiple trial method we scan the NNs outputs262

and apply cuts to the response of the four NNs deter-263

mining the most appropriate jet combination for build-264

ing the Z mass for each event. The method chooses a265

9i, k, p = 1; 2; 3. ` = highest ET lepton
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Figure 2: Pythia Simulation, top: notag sample, bottom: tag sample.
In the top plot, the histogram is the invariant mass of the two Z-jets
when the third jet is from ISR, or of the three jets combined if one
jet is FSR. In the bottom plot, the histogram is the invariant mass of
the two highest bness jets. The black dashed filled distributions are
the dijet mass built with the two ET -highest jets in the samples. The
top figure shows that in the notag sample a much improved resolution
is obtained if the correct jet combination is chosen. The resolution
would approximately be the same as for the tagged dijets in the tag
sample (bottom figure). Comparing with Fig. 1, one observes that if
jets are correctly assigned the optimal resolution (histograms in Fig. 1)
can be approximately achieved also in the three jets sample.

different combination from J1J2 in about 65% (45%) of266

cases in the notag (tag) sample. Thanks to the good per-267

formance of the algorithm which identifies the origin of268
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Figure 3: Pythia simulation. The dashed line represents the MRJC
distribution; the reference histogram is the invariant mass in the tight
dijet sample, in the notag (top) and tag (bottom) sample.

each jet, we are able to identify almost all the cases in269

which J1J2 is not the appropriate combination.270

5.1. The Novel Technique in the notag sample271

We describe here the method and how the number272

of cases when J1J2 is the RJC in the notag sample was273

determined.274

275

5.1.1. Exploiting the two leading jets: NN(J1J2)276

In order to isolate events when RJC = J1J2 we ana-277

lyze differences of some variables in two subsamples:278

• The sample where RJC = J1J2279

• The ”other jet combination” sample (OJC), where280

RJC= J1J3, J2J3, J1J2J3281

The list of the variables used (see also Fig. A.10) can282

be found in Appendix A.283

In order to avoid a spurious peaking of the invari-284

ant mass distribution for the background (W+jets, tt̄,285

etc...) within the signal windows, the input variables286

are weighted. Weights are such that the M(J1J2) dis-287

tribution in the OJC sample becomes approximately the288

same as in the RJC = J1J2 sample. By reweighting one289

ensures that any difference in the NN output distribution290

in the OJC sample is a reflection only of differences in291

the kinematical parameters other than the Z-mass to be292

reconstructed.293

The weighted variables are used for training a Neu-294

ral Network with the MLP method. The NN(J1J2) re-295

sponses in the two samples are shown in Fig. 4
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Figure 4: NN(J1J2) MLP response for the RJC sample (solid) and for
the OJC sample (dashed).

296

5.1.2. Criterion for the notag sample297

For combining the information provided by the out-298

puts of the four NNs, a criterion for building the in-299

variant mass has been developed. We started with a re-300

quirement on NN(J1J2) and selected 33.5% of the sam-301

ple where M(J1J2) is chosen for reconstructing the Z.302

Next we applied a requirement on NN(J1J2J3) in order303

to select the subsample where M(J1J2J3) would be used.304

Lastly, we applied a cut on the NN(J1J3) and NN(J2J3)305
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outputs. The values for the cuts for each NNs have been306

chosen in order to obtain for each combination a number307

of events equal to the expected frequency of the RJC in308

the selected sample (see sec. 4.1)10. As a final step, the309

cuts were varied slightly around these values in order310

to optimize them against the sensitivity of the WZ/ZZ311

cross section measurement.312

The selected cuts, applied sequentially, (see Table 3)313

allow for calculating the appropriate MJJCOMB for each314

3-jets event. The resulting distribution is shown in Fig. 5315

compared with the M(J1J2) distribution in the three jets316

region. With MJJCOMB a clear improvement in resolu-317

tion is obtained, with a distribution in the exclusive two318

jets region.319

In order to understand quantitatively its impact on

NN MJJCOMB

NN(J1J2)> 0.5 M(J1J2)
NN(J1J2J3)>0.3 M(J1J2J3)
NN(J1J3)>0.55 M(J1J3)
NN(J2J3)>0.55 M(J2J3)

Table 3: Cuts used for calculating MJJCOMB in the notag sample.

320

the sensitivity of the measurement we also apply the321

method to the major sources of background (W+jets,322

Z+jets, tt̄ and single top) and compare the result to WZ323

events. In Fig. 6, M(J1J2) and MJJCOMB are shown in324

signal and background events. The overlaid distribution325

represents the signal multiplied by 80 to allow for visual326

comparison.327

One observes that the slight background change does328

not compromise the improvement in the reconstructed329

Z-mass distribution obtained with MJJCOMB. We also330

note that the resolution is still not good enough to dis-331

tinguish from each other the contributions of the WW→332

`νjj and WZ-→ `νjj processes, which are shown in dif-333

ferent color codes in the figures.334

The acceptance A, the purity p, the standard deviation335

over mean ratio (σ/µ), and the FWHM.11 of the Z-peak336

for the standard M(J1J2) and for the optimized MJJCOMB337

are compared in Table 4338

A =
Evtsel

Evttot p =
MJJRIGHT

Evtsel (3)339

where Evtsel is the number of selected signal events out340

of the total number of events in the sample Evttot, and341

10with a perfect NN optimization we would expect that exactly all
RJC would be selected.

11FWHM and µ are estimated by a Gaussian fit in the mass window
[70,110] GeV/c2.
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Figure 5: Pythia simulation, notag sample. M(J1J2) in the two jets
region (plain, upper plot) and M(J1J2) in the three jets region (dashed,
lower plot) are compared with MJJCOMB in the three jets region
(dashed line, both plots). The top plot shows that by using MJJCOMB
in the three jets sample one approaches the resolution obtained in the
exclusive dijet sample. The lower plot shows the large progress made
by using MJJCOMB rather than M(J1J2) in the 3-jets sample.

MJJRIGHT is the number of the signal events in which342

the correct RJC is found by the applied NN cuts.343

The excellent performance of the decorrelation proce-

std if criteria
A 100% 90%
p 35% 65%
σ/µ 0.25 0.13
FWHM [GeV/c2] 48.3 29.9

Table 4: Parameters (see text) assessing the performance of MJJCOMB
in the notag sample

344

dure is illustrated in Fig. 5.1.2, where MJJCOMB is com-345
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Figure 6: Notag Sample. Simulation of signal+background. Upper
plot, M(J1J2). Lower plot, MJJCOMB. In both figures the background
rate is normalized to the CDF data in a sample of integrated luminosity
6.6 fb−1, while the overlaid signal is multiplied by 80.

pared to M(J1J2) for a sample of the dominant W+jets346

background. The MJJCOMB distribution is narrower than347

M(J1J2), but its mean is only slightly changed.348

5.2. The Novel Technique in the tag sample349

In the tag sample we used a very similar technique.350

Differences from the criterion developed in the notag351

sample are mainly in the variables used for training each352

NN.353

Since we expect two b-jets in this sample we also use354

bness information in our NNs. The parameters used to355
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Figure 7: Notag Sample. MJJCOMB is compared to M(J1J2) for
W+jets events.

NN MJJCOMB

NN(J1J2)> 0.4 M(J1J2)
NN(J1J2J3)>0.3 M(J1J2J3)
NN(J1J3)> 0.6 M(J1J3)
NN(J2J3)> 0.6 M(J2J3)

Table 5: Cuts used for calculating MJJCOMB in the tag sample.

train the NNs in the tag sample are listed in Appendix356

B. Here we only mention the adopted criterion and357

present the results.358

5.2.1. Application of the criterion to the tag sample359

The developed criterion allows for choosing the NN’s360

cuts (see Table 5) calculating a MJJCOMB for the three361

jets region, as appropriate for the tag sample. The de-362

rived mass distribution is compared with M(J1J2) in the363

two jets region in Fig. 8.364

Although in this sample the resolution of M(J1J2) is365

already quite better than in the notag sample, a signif-366

icant improvement in resolution is obtained as is man-367

ifested for example by the significant reduction of the368

σ/µ ratio (Table 6). In order to understand the impact369

of this method on a real measurement, also in this sam-370

ple we compute MJJCOMB for the main sources of back-371

ground (W+jets, Z+jets, tt̄ and single top) and compare372

it to WZ events. In Fig. 9, M(J1J2) and MJJCOMB distri-373

butions are shown for signal and combined background374

events. The overlaid signal distribution is multiplied by375

40 to allow for visual comparison.376

We note that, even in this sample, the invariant mass377

distribution for the background events does not vary sig-378

nificantly, as a consequence of the adopted decorrelation379

procedure.380
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Figure 8: Tag sample. M(J1J2) in the two jets region (plain, upper
plot) and in the three jets region (dashed, lower plot) are compared
with MJJCOMB in the three jets region (dashed line).

std if criteria
A 100% 92%
p 53% 72%
σ/µ 0.22 0.14
FWHM [GeV/c2] 40.9 30.0

Table 6: Performance of MJJCOMB in the tag sample: acceptance,
purity and resolution parameters.

6. Sensitivity and Optimization381

We estimate the increased probability of observing a382

signal with a 2 σ or a 3 σ significance by applying our383

method to a set of simulated experiments (pseudoexper-384

iments, PE). We generate about 100,000 PE’s.385
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Figure 9: Simulation of signal+overall background in the tag sample.
Upper plot, M(J1J2). Lower plot, MJJCOMB.
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6.1. WZ/ZZ/WW as a signal386

It is of interest to estimate the probability at two and387

three standard deviations level to extract an inclusive388

(WW+WZ+ZZ) diboson signal in the exclusive 3-jets389

pretag sample (P2σ, P3σ). For this estimate, systematic390

uncertainties were not included for generating PE’s391

and for the fits to the pseudo-data. By applying our392

technique the resolution improves by 22%, see Table 7.393

After our procedure for calculating the Z mass is394

applied, P3σ is about 4 times greater than when building395

the Z mass “by default” with the two ET leading jets396

(see Table 8).397

398

std if criteria
σ/µ 0.21 0.16
FWHM [GeV/c2] 39.4 32.7

Table 7: Resolution parameters of MJJCOMB and M(J1J2) in the pretag
sample for the diboson signal.

6.2. WZ/ZZ signal in tag and no-tag samples399

We estimate the expected p-value to extract the400

WZ/ZZ signal in the 3-jets sample by the combined in-401

formation of the notag and tag channels. An increased402

sensitivity is expected by combining the results in the403

tag and notag samples if they are analized separately.404

The results are given in Table 8.405

After applying our technique to calculate the Z mass406

in the three jets region, the P2σ sensitivity increases407

from 0.35 to 0.45. We also estimate the expected p-408

value to extract a WZ/ZZ signal by combining the in-409

formation of the notag and tag channels and of the 2-410

jets and 3-jets samples. The expected p-value estimated411

considering only the two jets region is 0.75 σ [13]. We412

Fit Method P2σ P3σ

Fit signal WZ/ZZ/WW (pretag)
- M(J1J2) 51.2% 6.4%
- MJJCOMB 66.7% 25.9%

p-value

Fit signal WZ/ZZ:
(combined tag and notag analyses)
- M(J1J2) 0.35 σ
- MJJCOMB 0.45 σ

Table 8: Sensitivity of the fits in the exclusive 3 jets sample.

estimate a p-value = 1.05 σ including the three jets re-413

gion. This is the main result of this study. By combining414

the two samples one one expects to achieve a reduced415

statistical error.416

7. A test on data417

To check the potential of the method in the real418

world we have applied it to a CDF data sample, ac-419

cepting events with a leptonically decaying W and three420

large transverse momentum jets, as in the previously-421

described simulation studies. The selection cuts ac-422

cepted jets of all flavors (pretag sample), and a frac-423

tion of all diboson events including WW besides WZ,424

ZZ can pass the cuts. After our procedure for calculat-425

ing the Z mass is applied, P3σ was found to be about 4426

times larger than when calculating the Z mass from the427

two leading-ET jets only.428

This finding confirms the expectation that the impact429

of the statistical errors on the search for a signal is sig-430

nificantly reduced.431

The sensitivity of this measurement is primarily432

limited by the large statistical errors. With respect433

to the Z mass calculated with the two ET leading434

jets, no additional systematic uncertainties need to be435

introduced when applying the new technique. However,436

we have estimated the impact of the systematic error437

induced by the uncertainty on the jet energy scale,438

which is the largest one in such jet studies. We have439

evaluated that this systematic uncertainty affects the P3σ440

of the two methods in the same way. We then conclude441

our result is robust against systematic uncertainties.442

443

8. Conclusion444

The sensitivity of this measurement is primarily lim-445

ited by the large statistical errors. We have shown that446

by including the three jets sample in the WZ/ZZ analy-447

ses one would increase significantly the acceptance and448

thereby the sensitivity in a search for the hadronically449

decaying Z-boson in associated WZ production.450

The aim of this work was to determine the gain in451

sensitivity achievable at CDF by exploiting the `ν+3452

jets in the search for associated WZ production, with453

Z→jj. The significant gain obtained with our method454

in this particular search, over an analysis where only455

events with 2 exclusive jets are accepted, suggests that a456

similar method could profitably be implemented in any457

search for rare dijet resonances produced in hadron col-458

lisions. This would naturally be applicable to the stud-459

ies of the Higgs boson produced in association with a W460
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or Z in the process W(Z)H→ `ν(``, νν)jj, but might in461

general allow reaching a significant progress in searches462

of structures in more inclusive jet distributions. In such463

searches the potential of the quark-versus-gluon jet dis-464

criminant, that could be further refined, could play a ma-465

jor role.466

Appendix A. Neural Networks input in notag sam-467

ple468

In Fig.A.10 the distributions of the kinematic param-469

eters adopted as input variables to NN(J1J2) are shown.470

The input variables to the other three neural networks471

trained in the notag sample to isolate events when RJC472

= J1J3, J2J3, J1J2J3, are listed in table A.9.473

474

dR13
1 2 3 4 5 60

0.1

0.2

0.3

0.4

0.5
RJC=J1J2
OJC

dR13
1 2 3 4 5 60

0.1

0.2

0.3

0.4

0.5

dR13

dR23
1 2 3 4 5 60

0.1

0.2

0.3

0.4

0.5

0.6

0.7
RJC=J1J2
OJC

dR23
1 2 3 4 5 60

0.1

0.2

0.3

0.4

0.5

0.6

0.7
dR23

dRjjj_j3
1 2 3 4 5 6 7 8 90

0.1

0.2

0.3

0.4

0.5
RJC=J1J2
OJC

dRjjj_j3
1 2 3 4 5 6 7 8 90

0.1

0.2

0.3

0.4

0.5
dRjjj_j3

dR13_2
1 2 3 4 5 6 7 80

0.1

0.2

0.3

0.4

0.5

0.6
RJC=J1J2
OJC

dR13_2
1 2 3 4 5 6 7 80

0.1

0.2

0.3

0.4

0.5

0.6
dR13_2

dR23_1
1 2 3 4 5 6 7 80

0.1

0.2

0.3

0.4

0.5

0.6
RJC=J1J2
OJC

dR23_1
1 2 3 4 5 6 7 80

0.1

0.2

0.3

0.4

0.5

0.6

dR23_1

lg2
-1 -0.5 0 0.5 1

0.1

0.2

0.3

0.4

0.5

0.6

0.7
RJC=J1J2
OJC

lg2
-1 -0.5 0 0.5 1

0.1

0.2

0.3

0.4

0.5

0.6

0.7

lg2

boost13
2 4 6 8 10 12 140

0.2

0.4

0.6

0.8

1 RJC=J1J2
OJC

boost13
2 4 6 8 10 12 140

0.2

0.4

0.6

0.8

1

boost13

boost23
2 4 6 8 10 12 14 160

0.2

0.4

0.6

0.8

1
RJC=J1J2
OJC

boost23
2 4 6 8 10 12 14 160

0.2

0.4

0.6

0.8

1

boost23

deta12
0.5 1 1.5 2 2.5 3 3.5 40

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8 RJC=J1J2
OJC

deta12
0.5 1 1.5 2 2.5 3 3.5 40

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

deta12

deta13
0 1 2 3 4 50

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
RJC=J1J2
OJC

deta13
0 1 2 3 4 50

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

deta13

deta23
1 2 3 4 50

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8 RJC=J1J2
OJC

deta23
1 2 3 4 50

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

deta23

dR12
0.5 1 1.5 2 2.5 3 3.5 4 4.5 50

0.1

0.2

0.3

0.4

0.5

0.6
RJC=J1J2

OJC

dR12
0.5 1 1.5 2 2.5 3 3.5 4 4.5 50

0.1

0.2

0.3

0.4

0.5

0.6

dR12

lg3
-1 -0.5 0 0.5 10

0.1
0.2

0.3
0.4
0.5
0.6
0.7
0.8

0.9 RJC=J1J2
OJC

lg3
-1 -0.5 0 0.5 10

0.1
0.2

0.3
0.4
0.5
0.6
0.7
0.8

0.9

lg3

Ht
100 200 300 400 500 600 7000

0.002

0.004

0.006

0.008

0.01 RJC=J1J2
OJC

Ht
100 200 300 400 500 600 7000

0.002

0.004

0.006

0.008

0.01

Ht

Figure A.10: Distributions of the NN(J1J2) input variables after
weighting. For each variable a comparison is made between the dis-
tribution in the signal subsample where J1J2 is the RJC (plain distri-
bution), and the one where the RJC is different from J1J2, (dashed).

Appendix B. Neural Networks input in tag sample475

The variables used in the pretag and in the tag sam-476

ples for training the four NN‘s described in the text are477

listed in Table B.10.478
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NN(J1J2)

mJJ′/mJ1 J2 J3
12

γJJ′ = (EJ + EJ′ )/mJJ′

dηJJ′

dRJJ′

dRJ1 J2,J3

dRJ1 J2 J3,J3

Zpt

”pt-imbalance”
HT

Quark Gluon Discriminant for J2, J3

NN(J1J3)

mJJ′/mJ1 J2 J3

γJJ′ = (EJ + EJ′ )/mJJ′

dηJ1 J2

dηJ2 J3

dRJ2 J3

η(J1 + J3)/η(J2)
dRJ1 J2,J3

dRJ1 J2 J3,J2

dRJ2,`

Quark Gluon Discriminant for J3, J1
HT

ZpT ,13 related to the jet system, 13.

NN(J2J3)

mJJ′/mJ1 J2 J3

γJJ′ = (EJ + EJ′ )/mJJ′

dηJ1 J2

pT (J2 + J3)/pT (J1)
dRJ1 J3

dRJ1 J2,J3

dRJ1 J2 J3,J1

dRJ2,`

HT

ZpT ,23 related to the jet system, 23.
Quark Gluon Discriminant for J2, J3

NN(J1J2J3)

γJJ′ = (EJ + EJ′ )/mJJ′

γ = (EJ1 + EJ2 + EJ3 )/M(J1J2J3)
“pt-imbalance” : pT J1

+ pT J2
+ pT J3

− pT `−MET
dηJ1 J3

dRJ2 J3

dRJ1 J3,J2

dRJ2 J3,J1

dRJ3`

ZpT

Quark Gluon Discriminant for J2, J3

Table A.9: Input variables used to train the Neural Networks of the
notag sample

NN(J1J2)

mJJ′/mJ1 J2 J3
13

γJJ′ = (EJ + EJ′ )/mJJ′

dηJ1 J3

dηJ2 J3

η(J1 + J2)/η(J3)
dRJ1 J2,J3

dRJ2 J3,J1

dRJ1 J2 J3,J3

bness for J1, J2
Quark Gluon Discriminant for J3

NN(J1J3)

mJJ′/mJ1 J2 J3

γJJ′ = (EJ + EJ′ )/mJJ′

dηJ1 J2

dηJ2 J3

“pt-imbalance” : pT J1
+ pT J3

− pT `−MET
dRJ1 J2,J3

dRJ1 J2 J3,J2

dRJ3,`

EMfr for J214

bness for J2
Quark Gluon Discriminant for J3, J1

NN(J2J3)

mJJ′/mJ1 J2 J3

γJJ′ = (EJ + EJ′ )/mJJ′

dηJ1 J2

dηJ1 J3

“pt-imbalance” : pT J2
+ pT J3

− pT `−MET
pT (J2 + J3)/pT (J1)
dRJ1 J2,J3

dRJ1 J3,J2

dRJ1 J2 J3,J1

bness for J1, J3
Quark Gluon Discriminant for J1, J3

NN(J1J2J3)

γJJ′ = (EJ + EJ′ )/mJJ′

γ = (EJ1 + EJ2 + EJ3 )/M(J1J2J3)
“pt-imbalance” : pT J1

+ pT J2
+ pT J3

− pT `−MET
dηJ1 J3

dRJ1 J3,J2

dRJ2 J3,J1

dRJ1 J2 J3,J3

dRJ3`

EMfr for J2, J3
bness J2, J3
Quark Gluon Discriminant for J2, J3

Table B.10: Input variables used to train the Neural Networks of the
tag sample.12
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