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ABSTRACT

A logarithmic transform of the convergence field improves 'the information content', i.e., the overall precision associated with the measurement of the amplitude of the convergence power spectrum by improving the covariance matrix properties. The translation of this improvement in the information content to that in cosmological parameters, such as those associated with dark energy, requires knowing the sensitivity of the log-transformed field to those cosmological parameters. In this paper we use N-body simulations with ray tracing to generate convergence fields at multiple source redshifts as a function of cosmology. The gain in information associated with the log-transformed field does lead to tighter constraints on dark energy parameters, but only if shape noise is neglected. The presence of shape noise quickly diminishes the advantage of the log mapping, more quickly than we would expect based on the information content. With or without shape noise, using a larger pixel size allows for a more efficient log-transformation.

Subject headings: cosmology: theory - gravitational lensing large-scale structure methods: numerical

1. INTRODUCTION

The nature of the dark energy is one of the most intriguing mysteries of the Universe. As a result, various large sky area surveys are being conducted and designed to statistically determine the properties of this energy component with high precision. We of course wish to extract the most information available from the data. Recently, it has been suggested that the two-point statistics of the logarithmically transformed nonlinear density or weak-lensing convergence field may contain more information than the conventional nonlinear fields without the transformation (e.g., Neyrinck et al. 2009; Seo et al. 2011). In linear theory (i.e., at high redshift), the convergence (and density) field is Gaussian, which means that the two-point function contains all the information. Due to the structure growth, the field however becomes more nonlinear and non-Gaussian at low redshift. The cosmological information in the two-point function therefore decreases with increasing nonlinearity, the lost information moving to the higher order statistics (Takada & Jain 2004).

A logarithmic transform of the nonlinear mass/galaxy density field or the weak-lensing convergence field, which makes the one-point distribution of the field more Gaussian (e.g., Coles & Jones 1991; Kayo et al. 2001; Taruya et al. 2002), appears to produce a final field that alleviates this problem by mimicking properties of a Gaussian field (Neyrinck et al. 2009; Seo et al. 2011; Yu et al. 2011). The two-point function of the transformed field has a more diagonal covariance matrix (e.g., Neyrinck et al. 2011a) and (therefore) increased information content (i.e., the overall precision associated with the measurement of the amplitude of the convergence/density power spectrum) to a level comparable to the Gaussian field. Seo et al. (2011) showed that a Taylor expansion of the logarithmic transformation that includes up to the bispectrum contribution captures most of the improvement on large scales, suggesting that the log-transform draws its extra information from higher order statistics.

In these works, the benefits of the log-transform have been studied only when a single parameter – the amplitude of the power spectrum – is varied. This does not necessarily translate into an improvement in the measurements of other cosmological parameters, such as dark energy parameters. If the power spectrum of the transformed field is less sensitive to, e.g., dark energy (i.e., smaller derivatives with respect to the parameters), or suffers more degeneracies between parameters, the log-transform may not be as effective as expected based on the improved information content. In order to test this, we need to understand the dependence of the log-transformed field as a function of cosmology. In Seo et al. (2011), which we refer to as Paper I hereafter, we used a modified log-transform for the weak-lensing convergence field and showed the increased information content after the log transform. Here we extend the previous work and investigate whether or not this improvement propagates to the determination of the dark energy parameters. A first step in this direction was taken in Joachimi et al. (2011) for the weak lensing field, wherein mapping the required derivatives with respect to cosmological parameters were computed analytically. They showed that the Box-Cox transformation that encloses the logarithmic transformation, when optimized, indeed gives a tighter constraint on \(\Omega_m - \sigma_8\). Also, Neyrinck (2011c) has recently shown that, using Coyote Universe simulations (Heitmann et al. 2010), log-transformed density field gives tighter, but unmarginalized, constraints on cosmological parameters.

Here, we adopt a more extensive numerical approach and derive the dependence of the transformed field on the cosmological parameters directly from a very large set of N-body simulations produced for various cosmologies. The total simulated sky is 37000 square degrees. We produce mock weak-lensing convergence fields at three source redshifts, carry out a Fisher matrix analysis of tomography using the fully nonlinear covariance matrix and derivatives, and derive marginal-
ized errors on 6-8 cosmological parameters, including dark energy parameters \(i.e., \Omega_X, w_0, \) and \(w_a\). As far as we know, this paper is the first to conduct the full Fisher matrix analysis of weak-lensing power spectrum tomography using the numerical simulations to compute the derivatives and covariance matrices (but also see [Yang et al. 2011] for peak statistics tomography).

The paper is organized as following. In §2 we explain the details of our \(N\)-body simulations and Fisher matrix analysis. In §3 we revisit the general properties of the log transform, such as the one-point probability distribution function (PDF), the information content, and the covariance matrix from the \(N\)-body results using three source redshift bins. In §4 we present the numerical derivatives before and after the logarithmic mapping and the results of the full Fisher matrix analysis, deriving the dark energy figure-of-merit. We compare this result with the Fisher matrix obtained from semi-analytic fits to the power spectrum. In §5 we include shape noise; in §6 we discuss the effect of the size of pixels; in §7 we discuss the analytic, Gaussian Fisher matrix results in comparison to our \(N\)-body results for the fiducial field. Finally, we conclude in §8.

2. NUMERICAL FISHER MATRIX ANALYSIS

To study the cosmological information from the log-transformed field numerically, we use a large set of ray-tracing simulations. The ray-tracing simulations are constructed from \(2 \times 200\) realizations of \(N\)-body simulations with box sizes of 240 and \(480 h^{-1}\)Mpc on a side, respectively. The number of particles in each simulation is \(256^3\). For the fiducial cosmology, we adopt the concordance LCDM model: matter fraction \(\Omega_m = 0.238\), baryon fraction \(\Omega_b = 0.042\), dark energy fraction \(\Omega_X = 0.762\) (therefore a flat universe), the equation of state parameters \(w_0 = -1\) and \(w_a = 0\), spectral index \(n_s = 0.958\), normalization \(A_s = 2.35 \times 10^{-9}\), and Hubble parameter \(h = 0.732\). Note that the fiducial cosmology gives \(\sigma_8 = 0.76\) (the variance of the present-day density fluctuation in a sphere of radius \(8 h^{-1}\)Mpc). We assume three delta-function like source redshifts at \(z = 0.6, 1.0, \) and \(1.5\) for a tomographic study. From the \(400\) \(N\)-body simulations, we generate 1000 realizations of \(5^8 \times 5^8\) lensing convergence fields (i.e., a total of 25000 square degrees) with \(2048^2\) pixels (0.15 arcmin per pixel) at each source redshift using ray-tracing (a total of 3000 convergence fields). Details of the ray-tracing can be found in [Sato et al. 2009] (see, also [Sato et al. 2011]).

We resample the convergence fields in \(128^2\) pixels (2.4 arcmin per pixel) by averaging over nearby 16 by 16 pixels as our fiducial case. As will be discussed in §6 we find that using a larger pixel leads to a more efficient logarithmic mapping. We compute the power spectra of the \(3 \times 1000\) convergence fields assuming periodic boundary conditions before and after logarithmic mapping. The covariance matrix is derived by calculating covariance between band powers at different wavenumber bins and at different source redshifts. The resulting covariance matrix represents dispersions in the lensing power spectra for an area of \(5^5 \times 5^5\). We assume a future, wide-field weak lensing survey of 5000 square degrees, just as in the Dark Energy Survey [DES: Abbott et al. 2005], by rescaling each elements of the covariance matrix by \(1/(5000/25)\).

2.1. \(l\) bin width

For the power spectrum and the covariance calculations, we need to determine the multipole bin width. An important requirement is that the dimension of the covariance matrix is smaller than the total number of realizations that are used for generating it. The dimension of the covariance matrix with three source redshift bins is three times bigger than that with a single source redshift bin. We choose \(\Delta l = 200\) so that going up to \(l_{\text{max}} = 2000\) requires a 30 by 30 covariance matrix. The dimension of the covariance matrix is then smaller than the 1000 realizations. Another reason for using \(\Delta l = 200\) rather than a smaller bin width is to reduce the sample variance effect in the derivatives calculation and therefore to make the derivatives smoother.

2.2. Log-mapping

We use the logarithmic mapping that was introduced in Paper I. A log field is defined as:

\[
\kappa_{\ln}(\vec{\theta}) \equiv \kappa_0 \ln \left[ 1 + \frac{\kappa(\vec{\theta})}{\kappa_0} \right],
\]

where \(\kappa_0\) is a constant with a value slightly larger than the absolute value of the minimum value of \(\kappa\) for a given cosmology, source redshift, and survey pixel – this keeps the argument of the logarithm positive. In detail, to generate the covariance matrix for the fiducial cosmology, we use \(\kappa_0 = |\kappa_{\min}| + 0.001\) where \(\kappa_{\min}\) is the minimum pixel \(\kappa\) of the 1000 convergence fields at each source redshift: \(\kappa_{\min} = -0.01348, -0.02940, -0.04874\) at source redshifts \(z_s = 0.6, 1.0, \) and \(1.5\), respectively. While \(\kappa_{\ln}\) reduces to the standard convergence in the limit of small \(\kappa\), the log alters \(\kappa\) in very high or low convergence regimes. The parameter \(\kappa_0\) tunes the degree of the alteration such that, the smaller \(\kappa_0\), the more we alter the field.

Note that various properties of the \(\kappa_{\ln}\) field that will be discussed in this paper show a slow, asymptotic behavior as a function of \(\kappa_0\) near the minimum value of \(\kappa\). Therefore fine-tuning is not necessary for \(\kappa_0\).

2.3. Derivatives

For the Fisher matrix calculation, we need to first calculate numerical derivatives of the lensing power spectra with respect to cosmological parameters. To do this, we ran ray-tracing simulations of the convergence fields for cosmological models perturbed around the fiducial cosmology. We varied each of the following cosmological parameters: \(A_s, n_s\), the cold dark matter density \(\Omega_m h^2\) (the fiducial values for \(\Omega_m h^2 = 0.1054\), \(\Omega_X\), and \(w_0\) by \(\pm 10\%\), respectively, and \(w_a\) by \(\pm 0.5\), respectively. The Hubble parameter \(h\), \(\Omega_m\), and \(\Omega_X\) are then dependent parameters. For each of the 12 different cosmological models, we built 40 realizations of the convergence fields for each of the three redshift bins. Therefore we use a total of \(3(40 \times 12) = 1440\) simulated convergence fields for calculating the derivatives. We then computed power spectra with and without the logarithmic transformation from each realization, averaged them, and derived the derivatives by differencing them. The value \(\kappa_{\min}\) (Eq. 1) is derived for each cosmology and therefore different for different cosmological models. Meanwhile, calculating derivatives becomes tricky in the presence of shape noise for the logarithmic transformation, as will be discussed in the next section.

\[6\] We hold \(\Omega_b h^2\) fixed.
2.4. Shape noise

The intrinsic ellipticities of source galaxy shapes cause white noise contamination to the lensing power spectrum [Kaiser 1993]. For the simulated convergence map, we can include the noise contamination by adding, to each pixel, random Gaussian noise with variance

\[ \sigma^2_N = \frac{\sigma^2}{\bar{n}_g \Omega_{\text{pix}}}, \]

where \( \sigma \) is the rms of intrinsic shear per component, \( \bar{n}_g \) is the mean number density of galaxies and \( \Omega_{\text{pix}} \) is the pixel area. We set \( \sigma = 0.22 \) and \( \bar{n}_g = 30 \) arcmin\(^{-2} \) as for our fiducial values at each redshift, therefore a total of 90 galaxies per arcmin\(^2 \), which is much deeper than current weak lensing surveys such as Dark Energy Survey [Abbott et al. 2005]. In the presence of shape noise, the fiducial, \( \kappa \), field is closer to a Gaussian field and \( \kappa_{\text{min}} \) becomes larger than without shape noise; the log-transform becomes less efficient. We measure \( \kappa_{\text{min}} \) in the presence of the shape noise and use it when calculating the covariance matrix of the log-transformed field.

For the fiducial field before log mapping, we calculate the derivatives from the power spectra without shape noise, because the shape noise does not depend on cosmological parameters. That is, the shape noise is included only in the covariance matrix. This is consistent with what we would do in the likelihood analysis with real data. We would derive a signal power spectrum after subtracting the shape noise contribution [Hikage et al. 2011] and compare it with a theory power spectrum as a function of cosmology.

Including the shape noise effect in the derivatives calculation is non-trivial for the log-transformed field. The shape noise not only increases noise in the measured convergence field, but also makes the log-transform less efficient by increasing \( \kappa_{\text{min}} \). That is, when a convergence field is optimally log-transformed by using \( \kappa_{\text{min}} \), the power spectrum is different for a different level of shape noise even after the shape noise is, ideally, subtracted. In addition, while we conduct a nominal subtraction of the shape noise from the power spectrum by subtracting a constant number that is derived from the difference in the variance of the field before and after the log-transform in the presence of shape noise, in truth, the effect of the shape noise is neither scale-independent nor cosmology-independent in the log-transformed field due to the nonlinear transformation. Therefore we need to derive the derivatives differently for different cosmologies for the log-transformed field. For each of the 12 cosmological model, we first estimated the \( \kappa_{\text{min}} \) value for the log-transformed field with the shape noise. In order to minimize the impact of the random noise on the derivative calculation, for each cosmology, we cloned each of the 40 realizations 25 times using a different random seed for the shape noise. This way we generate 1000 realizations from the underlying 40 realizations for each cosmology; the averaged power spectrum will have much smaller sample variance on the effect of shape noise. We then log-transform the fields and differentiate the resulting power spectra between different cosmologies and calculated the derivatives with respect to cosmological parameters.

2.5. Fisher matrix

We want to propagate the errors on the convergence power spectrum, our observable, into the projections of cosmological parameters using a Fisher information matrix formalism. Using the numerical nonlinear derivatives and the measured covariance matrices, we can compute the Fisher information matrix for cosmological parameters of our interest, \( p_i \), [Tegmark 1997; Tegmark et al. 1997].

\[ F_{ij} = \sum_{l,z_s,z_s',l',l'<\text{max}} \frac{\partial C_{\kappa}(l)}{\partial p_i} \text{Cov}^{-1}(l,z_s,l',z_s') \frac{\partial C_{\kappa}(l')}{\partial p_j}, \]

where \( C_{\kappa}(l) \) is the measured convergence power spectrum at multipole bin \( l \) and \( z_s \), Cov is the measured covariance matrix between wavenumbers and source redshifts. The set of cosmological parameters is: the amplitude of the power spectrum (\( \ln A_s \)), the slope of the primordial spectrum (\( n_s \)), the physical matter density in units of the critical density (\( \Omega_m h^2 \)), the dark energy density \( \Omega_X \), and two parameters for the dark energy equation of state: \( w = w_0 + z/(1+z)w_a \). Note that, by incorporating the information from the three source redshifts into the Fisher matrix, we are including the tomographic lensing information [Hu 1999; Takada & Jain 2004]. The error on the \( i \)-th parameter including marginalization over uncertainties in other parameters is estimated as \( \sigma(p_i) = \sqrt{F^{-1}}_{ii} \), where \( F^{-1} \) is the inverse of the Fisher matrix. The unregularized error is given as \( \sigma(p_i) = 1/\sqrt{F_{ii}} \). We have also tried including independent, free shape noise as parameters for the three redshift bins, but find little effect on the constraints we derive.

2.6. Planck prior

Lensing information alone cannot determine all the cosmological parameters simultaneously due to severe parameter degeneracies. We therefore include in these projections the CMB information expected from the Planck experiment. The CMB is sensitive to two additional parameters, the baryon density \( \Omega_b h^2 \) and curvature density \( \Omega_k \). We combine the convergence field information with the Planck prior [Hu 2002] by adding the \( 6 \times 6 \) Planck Fisher matrix to the \( 6 \times 6 \) dimensional convergence Fisher matrix:

\[ F_{ij} = F_{ij}^{\text{WL}} + F_{ij}^{\text{cmb}}, \]

where the lensing Fisher matrix \( F_{ij}^{\text{WL}} \) has non-zero entries in the \( 6 \times 6 \) block associated with \( \ln A_s, n_s, \Omega_m h^2 \) (or \( \Omega_m h^2 \), \( \Omega_X, w_0, \) and \( w_a \)), and the Planck Fisher matrix \( F_{ij}^{\text{cmb}} \) has non-zero entries in all \( 8 \times 8 \) elements including additional two parameters: \( \Omega_b h^2 \) and \( \Omega_K \). The Planck Fisher matrix we use includes marginalization over uncertainties in the optical depth parameter \( \tau \) on which the CMB power spectra depend. The zero \( \Omega_K \) and \( \Omega_b h^2 \) elements in the convergence Fisher matrix reflect the fact that these two parameters are constrained solely by the CMB information.

3. GENERAL PROPERTIES OF THE LOG TRANSFORMATION

Before presenting the Fisher matrix analysis, we first revisit the general properties of the log-transform that have been discussed in Paper I, such as the power spectra, 1-point probability distribution (PDF), the information content, and the structure of the covariance matrix for the three source redshift bins. The upper left panel of Figure 1 shows the measured power spectra of the convergence field \( \kappa \) (open symbols and/or dashed lines) and the log-transformed field \( \kappa_{\ln} \) (solid symbols and/or solid lines) at \( z_s = 0.6 \) (triangles and/or black),
Fig. 1.— Upper left: power spectra at \( z = 0.6 \) (black), 1 (blue), and 1.5 (red) before (dashed lines/open points) and after the log-transform (solid lines/filled points). Upper right: PDF distribution before and after the log-transform. Lower left: the information content of the individual redshift bins. Lower Right: the information content from the combination of the three \( z \) bins. Since the three bins share information, the combination of the three bins (solid and dashed lines with points) show less improvement after the logarithmic transformation. Dotted lines show the Gaussian limit.

As expected, the log-transform reduces the small-scale nonlinear clustering. The reduction is more prominent for the lower source redshift, the reason for which is apparent in the PDF distribution in the upper right panel: the PDF of \( \kappa \) deviates more from a Gaussian PDF at \( z_s = 0.6 \) and therefore is more improved by the log-mapping. The lower left panel shows the improvement in the information content, the cumulative signal-to-noise ratio \((S/N)^2\) integrated up to a given maximum multipole \( l_{\text{max}} \), for each of the three \( z_s \) bins, defined as:

\[
\left( \frac{S}{N} \right)^2_{(l_{\text{max}})} \equiv \sum_{l, l' < l_{\text{max}}} C_l C_{l'}^{-1} (l, l') C_{l'}
\]

where \( C_l \) is the power spectrum of multipole \( l \) before and after the log-transform, \( \text{Cov} \) is the covariance matrix describing correlations between the power spectra of multipoles \( l \) and \( l' \) \( (l, l' < l_{\text{max}}) \) at each \( z_s \), and the summation runs over all the multipoles \( l \) and \( l' \) subject to \( l, l' < l_{\text{max}} \) (Sato et al. 2009; Takahashi et al. 2009). As pointed out in Paper I, this information content can be understood as the inverse of the fractional error on the amplitude of the observed, nonlinear power spectrum before and after the logarithmic transform. The Fisher matrix analysis will show to what extent this improved fractional error on the observed amplitude remains when a full set of cosmological parameters is used. In the lower left panel, the improvement in the information content due to the log-transform is largest for \( z_s = 0.6 \) and smallest for \( z_s = 1.5 \) due to the level of nonlinearities, as expected from the upper two panels. The dotted gray line is the \((S/N)^2\) expected for a Gaussian case. Due to the nonlinear structure growth that causes significant off-diagonal covariances, the measured \((S/N)^2\) values of the \( \kappa \) field are much smaller than the Gaussian limit. We find that the \( \kappa_{\ln} \) field returns the \((S/N)^2\) closer to that of the Gaussian case, which confirms the results in Paper I but using a different \( \Delta l \). The improvement is a factor of \( \sim 6.9, 3.9, \) and 2.2 at \( z_s = 0.6, 1, \) and 1.5, respectively, at \( l_{\text{max}} \sim 1000 \) and a factor of 12, 7.9, 4.6, respectively at
Fig. 2.— Slices of the covariance matrix to show the covariance matrix property before (black dashed) and after (red solid) the log transform. Each panel shows a different block of the covariance matrix constructed by pairing two of the three $z_s$ bins. The elements are normalized relative to the diagonal elements, i.e., $\text{Cov}(l, l')/(\text{Cov}(l, l)\text{Cov}(l', l'))^{1/2}$. In the notation $\text{Cov}_{ij}$, $i$ and $j$ indicates a source redshift bin. For example, $\text{Cov}_{11}$ is the normalized auto covariance matrix of $z_s = 0.6$. For each block of the covariance matrix, we find that the $\kappa_{\text{ln}}$ field is much more diagonal than $\kappa$. That is, the covariance between different $l$ bins is significantly reduced after the log-transform, while the covariance between different $z_s$ given $l$ remains similar before and after the log-transform. $l_{\text{max}} \sim 2000$; note that the improvement is largest for the lowest source redshift. The improvement is slightly better than was reported in Paper I, which is mainly due to the logarithmic transformation seemingly being more efficient for the larger pixels used here. The lower right panel shows the improvement in the information content when the information from the three $z_s$ bins is combined. This is done by including the measured covariance between different $z_s$ bins in $\text{Cov}$ in Eq. (5) and summing the signal-to-noise ratios up to $l_{\text{max}}$ and over all the three $z_s$ bins. Since the three $z_s$ bins share some of the lensing structures, there are non-vanishing covariances between the power spectra of different $z_s$ bins and therefore the improvement due to the log-transform is somewhat smaller when all $z_s$ are combined: 1.9 at $l_{\text{max}} = 1000$ and 2.7 at $l_{\text{max}} = 2000$. The Gaussian case in the lower right panel is derived also taking into account the expected covariance between different redshift bins. In addition to the improved information content, one of the potentially advantageous features of the log-mapping is the improvement in the covariance matrix property: it reduces the size of the off-diagonal terms (Paper I). Figure 2 shows two rows of the covariance matrix for $l = 306$ and $l = 1100$. Each panel shows a different block of the normalized covariance matrix constructed by pairing two of the three $z_s$ bins. For each block of the covariance matrix, we find that the $\kappa_{\text{ln}}$ field is much more diagonal than $\kappa$. That is, the covariance between different $l$ bins is significantly reduced after the log-transform. Both $\kappa$ and $\kappa_{\text{ln}}$ fields show a slightly higher level of off-diagonal covariance compared to what we found in Paper I, partly due to the larger $\Delta l$ bin used here (i.e., $\Delta l = 200$ compared to $\Delta l = 100$ in Paper I) and also probably due to sample variance. Note that the different bin width alters only the Gaussian covariance contribution (Meiksin & White 1999; Scoccimarro et al.).
Fig. 3 — Derivatives of convergence power spectra of $\kappa$ and $\kappa_{\ln}$ fields with respect to various cosmological parameters in absolute values. Points are derivatives estimated from $N$-body simulations; dotted lines use Halofit (for the fiducial map) as a comparison. Left: the fiducial map. Right: the log-mapping. The fractional derivatives (bottom panels) remain similar even after the log-transform for some parameters, especially at high source redshifts. The fractional derivatives are rescaled by the factor denoted in the legends for clarity.

In summary, we observe general properties of the log-transform that are consistent with the results in Paper I: the 1-point PDF is more Gaussian, the covariance matrix is closer to a diagonal matrix, and the information content is greatly improved after the log-transform. We next propagate this improvement to the errors on cosmological parameters using the Fisher matrix formalism.

4. FISHER MATRIX ANALYSIS

We study how the improvement on the precision of the amplitude, or the information content, propagates into the precision of cosmological parameters. The improvement in the information content for the $\kappa_{\ln}$ field is due to the improved properties of its covariance matrix. The Fisher matrix formalism then combines this with an extra piece: the sensitivity of the $\kappa$ and $\kappa_{\ln}$ power spectra to cosmological parameters.

Before presenting the Fisher matrix results, we take a look at the numerical derivatives calculated from the convergence fields from a large set of $N$-body simulations. Figure 3 shows the derivatives of the power spectrum of $\kappa$ (left panels) and $\kappa_{\ln}$ (right panels) fields with respect to various cosmological parameters (square points). As a comparison, the dotted lines show the prediction based on Halofit (Smith et al. 2003) for the fiducial mapping. We see an obvious decrease in the relative amplitude of the derivatives due to the log-transform (bottom panels) at $z_s = 0.6$. Such changes in the derivatives will be combined with the changes in the covariance matrix property in the Fisher matrix calculation. As a caveat, we find the relative amplitude of the derivative with respect to $n_s$ decreases after the log-transform, while Neyrinck (2011c) finds an increase on small scales; it might be due to a difference in details of the log-transform between the weak lensing field and the density field.

4.1. Without Planck prior

We first show the Fisher matrix results of the convergence field without shape noise contamination and CMB information in Figure 4. We use all the information up to $l = 2000$. For reference, if the amplitude of the power spectrum were the only parameter (as in Paper I), the log field would lead to an error $\Delta \ln(A_s) = 1.9 \times 10^{-3}$ for these survey parameters while the standard $\kappa$ field would have $\Delta \ln(A_s) = 2.9 \times 10^{-3}$. We call this a factor of 1.5 improvement in the 1D Figure of Merit. When we generalize to 6 parameters, the corresponding Figure of Merit (FoM, hereafter) is the square root of the determinant of the $6 \times 6$ Fisher matrix. In this case, we find a factor of 23 improvement. This is better than the naive expectation of $1.5^6 = 11$, so our first conclusion is that the advan-
tages of the log estimator hold up – or even increase – when generalizing to multiple cosmological parameters.

Figure 4 shows some 2D slices of these constraints. The figure shows the marginalized $1 - \sigma$ error contours from weak lensing tomography alone for various pairs of the 6 cosmological parameters. The solid black lines show the result from the $\kappa$ field before the log mapping and the red lines show the results of the $\kappa_{\ln}$ field. The constraints are tighter for the $\kappa_{\ln}$ field: the error ellipses have shrunk and the projections are the log-transform shows improvement, especially on the dark energy parameters, i.e., $\Omega_X$, $w_0$, and $w_a$. The solid black line is for the $\kappa$ field and the red line for the $\kappa_{\ln}$ field after the Planck Fisher matrix is combined. The dotted contour shows the error contours for the Planck alone as a comparison. When the Planck priors are included, the information on parameters other than $\Omega_X$, $w_0$, and $w_a$ is dominated by the Planck information, as evident in Figure 4. $\kappa_{\ln}$ improves constraints mainly on the three dark energy parameters.

Table 1 shows that we achieve an improvement by a factor of 2.5 for $\Omega_X$, 2.2 for $w_0$, and 1.6 for $w_a$ by log-transformation.

4.3. Improvement in the dark energy FoM

The situation is qualitatively similar when the Planck prior is added in. The Figure of Merit (now 8D) is larger by a factor of 12 when the log estimator is used. Figure 5 shows slices of the error contours on the 8 cosmological parameters when we combine the weak lensing data with Planck (left panel). However, we are adding the two full Fisher matrices here such that a given marginalized error contour is affected by the effect of the Planck information on the rest of the parameters.
We can also quantify the improvement due to the log-transform using the Figure-of-Merit of dark energy parameters (hereafter ‘FoM$_{w_0-w_a}$’) that is often used in literature to characterize the performance of a dark energy survey mission. The Dark Energy Task Force (DETF) FoM (Albrecht et al. 2006) is defined as

$$\text{FoM}_{w_0-w_a} \equiv \frac{1}{\sigma(w_p)\sigma(w_a)} = \frac{1}{\sqrt{\det(\text{Cov}[w_0, w_a])}},$$

(6)

where $w_p$ is the dark energy equation of state at the “pivot” redshift, at which the dark energy equation of state is best constrained by given observables, and $\text{Cov}[w_0, w_a]$ is the $2 \times 2$ sub-matrix of the inverted Fisher matrix, $F^{-1}$, including only its elements of $w_0$ and $w_a$. The FoM is proportional to the area of the marginalized error ellipse in $w_0$ and $w_a$ parameter sub-space. In Figure 6 the left panel shows FoM$_{w_0-w_a}$ before (dashed lines) and after the log-transform (solid lines): we observe approximately a factor of two improvement when including the Planck prior (red and black lines with triangles).

In the middle panel, we show the 8-dimensional figure-of-merit as a function of $l_{\text{max}}$. We find a factor of 7-12 improvement using $l_{\text{max}} = 1000 - 2000$, which can be read out from the right panel where we show the ratio of FoM$_{8D}$ between with and without the log-transform (black line). Table 2 presents the FoM values as a function of $l_{\text{max}} = 1000 - 2000$.

### Table 2

<table>
<thead>
<tr>
<th>$l_{\text{max}}$</th>
<th>FoM$_{w_0-w_a}$</th>
<th>FoM$_{8D}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>301</td>
<td>3.56E+20</td>
</tr>
<tr>
<td>2000</td>
<td>610</td>
<td>1.90E+21</td>
</tr>
</tbody>
</table>

Note. — Figure of Merit in $w_0-w_a$ and in the 8-D before and after the log-transform.

5. FISHER MATRIX ANALYSIS WITH SHAPE NOISE

Any weak lensing survey contains shape noise, i.e., uncertainty associated with intrinsic shapes of the galaxies. This noise decreases with increasing galaxy number density. In the presence of large shape noise, the observed field is closer to Gaussian (assuming Gaussian shape noise) and $\kappa_{\text{min}}$ is larger due to the additional dispersion: we therefore expect that a log-mapping will be less efficient for a larger shape noise. Paper I have shown that, with a galaxy number density of 30 arcmin$^{-2}$ at $z_s = 1$ and a pixel size of 2.4 arcmin, a factor of the improvement is 2.4 for $t_{\text{max}} = 2000$; we find a similar result of 2.3 as shown in the left panel of Figure 7. We assume the total mean number density of 90 arcmin$^{-2}$ and the number densities of 30, 30, and 30 arcmin$^{-2}$ for source redshifts of $z_s$ = 0.6, 1.0, and 1.5, respectively. Note that this is a galaxy number density that is much higher than ground-
Using a larger pixel appears more efficient in terms of the information content than using a smaller pixel, whether with and without shape noise, partly due to the smaller $\kappa_{\min}$ that we can reach for a larger pixel. The top panels of Figure 9 shows the information content and the 8D FoM using a pixel of 0.6 arcmin, instead of our fiducial pixel of 2.4 arcmin, in the presence of no shape noise. From the left panel, one sees that the information content after log-transforming (left panels) is much lower when using a smaller pixel than when using a pixel of 2.4 arcmin (in Figure 1) (also see Neyrinck 2011b; Joachimi et al. 2011). On the other hand, we find that the difference in FoM$_{8D}$ for different pixel sizes is not as drastic as we have expected based on the information content result. The left panel of Figure 10 shows the marginalized error contours for the pixel of 0.6 arcmin without shape noise and without the Planck prior. Since this case is less efficient for the log-transform, unlike the case of a 2.4 arcmin pixel (in Figure 4), the changes in the error ellipses are not a simple shrinkage of ellipses. The projections are that the $\kappa_{\ln}$ field leads to narrower allowed regions, which implies stronger degeneracies after the log-transform; the errors on cosmological parameters do not decrease after the log-transform despite the improvement in the information content. When the Planck priors are combined (right), the strong degeneracies in the power spectrum of $\kappa_{\ln}$ are lifted, and now the thin error ellipses observed in the left panel finally translate to smaller errors on $\Omega_X$, $w_0$, and $w_a$.

The bottom panels of Figure 9 shows the information content and the 8D FoM using a pixel of 0.6 arcmin in the presence of shape noise. In comparison to Figure 7 for pixel of 2.4 arcmin, we find even less improvement with the log-transform due to a smaller pixel. The effect of pixel we observe appears consistent with the effect of smoothing in Joachimi et al. (2011).

7. ANALYTIC FISHER MATRIX RESULTS

We compare our N-body Fisher matrix results with the analytic Fisher matrix results using a Halofit (Smith et al. 2003) for the fiducial mapping. As shown in the left panel of Figure 5 the derivatives derived from the Halofit slightly deviates from the N-body results, especially on high $l$, such that those for the dark energy parameters appear similar to what was shown in Casarini et al. (2011). Due to the discrepancy in the nonlinear convergence power spectrum between the Halofit and the N-body result (Elgaroy 2011), there seems to be a bigger difference in the fractional derivatives (bottom left panel). We conduct a Gaussian Fisher matrix analysis using Halofit results and the Gaussian assumption: we call this ‘Gaussian Fisher matrix results’.

We find the N-body Fisher result predicts better constraints on dark energy parameters than the Gaussian Fisher result, which is contrary to Casarini et al. (2011). In detail, the nonlinear covariance matrix increases the error bars, relative to the Gaussian case, which is expected; however, the N-body results appear to show less degeneracies between dark energy...
We have used the Fisher matrix formalism to test the impact of the log-transform on the cosmological parameters. We find that the log mapping performs much better than the fiducial mapping: when Planck mission information is included as a prior, the log-transformed field greatly improves constraints especially on dark energy parameters such as $\Omega_X$, $w_0$, and $w_a$. In the presence of shape noise, however, the advantage of the log mapping quickly diminishes. We find little improvement on the cosmological parameters after log-transform even with $\bar{n}_g = 30\text{arcmin}^{-2}$ at each of the three source redshift bins. We find the information content is not necessarily a good probe of the actual precision on the final cosmological parameters. We also find using a larger pixel allows a more efficient log-transform with and without shape noise. Finally, we find that, for the fiducial mapping, the Halofit-based Gaussian Fisher matrix calculation gives worse constraints on dark energy parameters than the full N-body Fisher matrix result. This appears to be due to less degeneracies among dark energy parameters in the N-body power spectra.
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FIG. 10.—Effects of pixel size. Using a pixel of 0.6 arcmin. Marginalized error contours before (solid black lines) and after log-transform (red lines) without shape noise contamination. Left: without the Planck prior. Right: with the Planck prior. We use power spectrum information up to $l = 2000$. One sees that the log-transform is less efficient with a smaller pixel.

TABLE 3  
$N$-body Fisher analysis vs analytic Gaussian Fisher analysis.

<table>
<thead>
<tr>
<th></th>
<th>$\kappa + \text{Planck}$</th>
<th>$\text{Analytic}$</th>
<th>$\kappa + \text{Planck}$</th>
<th>$\text{Analytic}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Omega_X h^2$</td>
<td>$\Omega_X h^2$</td>
<td>$\Omega_X h^2$</td>
<td>$\Omega_X h^2$</td>
</tr>
<tr>
<td>$\kappa + \text{Planck}$</td>
<td>0.36E-02</td>
<td>0.35E-01</td>
<td>0.99E-01</td>
<td>0.99E-01</td>
</tr>
<tr>
<td>$\text{Analytic}$</td>
<td>0.37E-02</td>
<td>0.45E-01</td>
<td>0.128</td>
<td>0.128</td>
</tr>
<tr>
<td>$\kappa + \text{Planck}$</td>
<td>0.335E-02</td>
<td>0.165E-01</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$\text{Analytic}$</td>
<td>0.154E-02</td>
<td>0.154E-01</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$\kappa + \text{Planck}$</td>
<td>–</td>
<td>0.294E-01</td>
<td>0.909E-01</td>
<td>0.909E-01</td>
</tr>
<tr>
<td>$\text{Analytic}$</td>
<td>–</td>
<td>0.171E-01</td>
<td>0.530E-01</td>
<td>0.530E-01</td>
</tr>
<tr>
<td>$\kappa + \text{Planck}$, shape noise</td>
<td>0.626E-02</td>
<td>0.808E-01</td>
<td>0.220</td>
<td>0.220</td>
</tr>
<tr>
<td>$\text{Analytic}$, shape noise</td>
<td>0.134E-01</td>
<td>0.169</td>
<td>0.409</td>
<td>0.409</td>
</tr>
<tr>
<td>$\kappa + \text{Planck}$, shape noise</td>
<td>0.525E-02</td>
<td>0.211E-01</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$\text{Analytic}$, shape noise</td>
<td>0.429E-02</td>
<td>0.237E-01</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$\kappa + \text{Planck}$, shape noise</td>
<td>–</td>
<td>0.603E-01</td>
<td>0.185</td>
<td>0.185</td>
</tr>
<tr>
<td>$\text{Analytic}$, shape noise</td>
<td>–</td>
<td>0.409E-01</td>
<td>0.131</td>
<td>0.131</td>
</tr>
</tbody>
</table>

NOTE. — The analytic Gaussian Fisher results are derived using the Halofit results and the Gaussian assumption. Shape noise is based on $\bar{n}_g = 30 \text{ arcmin}^{-2}$ for each source redshift bin. The results on parameters other than dark energy parameters are very similar between the two methods, mainly because these are dominated by the Planck information; we do not show these parameters in this table for simplicity. The rows with “–” means that the corresponding parameter is held fixed.
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