Fermilab-Pub-09/006-E

Search for the standard model Higgs boson in diphoton final states with the D0
detector

V.M. Abazov®, B. Abbott™, M. Abolins®®, B.S. Acharya?’, M. Adams®!, T. Adams*’, E. Aguilo®,

M. Ahsan®®, G.D. Alexeev®®, G. Alkhazov®?, A. Alton®¢, G. Alverson®®, G.A. Alves?, M. Anastasoaie3®,
L.S. Ancu®®, T. Andeen®?, B. Andrieu'”, M.S. Anzelc®®, M. Aoki®, Y. Arnoud', M. Arov%®, M. Arthaud'®,
A. Askew®®?, B. Asman®!, A.C.S. Assis Jesus®, O. Atramentov?®, C. Avila®, J. BackusMayes®?, F. Badaud'?,

L. Bagby®?, B. Baldin®®, D.V. Bandurin®, P. Banerjee?®, S. Banerjee?®, E. Barberis®®, A.-F. Barfuss'®,

P. Bargassa®', P. Baringer®®, J. Barreto?, J.F. Bartlett’®, U. Bassler'®, D. Bauer*3, S. Beale®, A. Bean®®,

M. Begalli®, M. Begel™, C. Belanger-Champagne*!, L. Bellantoni®®, A. Bellavance®®, J.A. Benitez%®, S.B. Beri?’,
G. Bernardi'”, R. Bernhard?3, I. Bertram®?, M. Besancon'®, R. Beuselinck?3, V.A. Bezzubov3?, P.C. Bhat®?,

V. Bhatnagar®”, G. Blazey®?, F. Blekman*?, S. Blessing®®, K. Bloom%”, A. Boehnlein®®, D. Boline®2, T.A. Bolton®®,
E.E. Boos?®, G. Borissov*?, T. Bose””, A. Brandt”®, R. Brock®, G. Brooijmans’®, A. Bross®®, D. Brown'?,
X.B. Bu’, N.J. Buchanan®’, D. Buchholz®3, M. Buehler®', V. Buescher??, V. Bunichev38, S. Burdin*?°,

T.H. Burnett®?, C.P. Buszello?, P. Calfayan®, B. Calpas'®, S. Calvet'®, J. Cammin”', M.A. Carrasco-Lizarraga??,
E. Carrera®®, W. Carvalho3, B.C.K. Casey®®, H. Castilla-Valdez3, S. Chakrabarti’?, D. Chakraborty®?,
K.M. Chan®®, A. Chandra®®, E. Cheu®®, D.K. Cho%?, S. Choi*?, B. Choudhary?®, L. Christofek””, T. Christoudias®3,
S. Cihangir®®, D. Claes®”, J. Clutter®®, M. Cooke®®, W.E. Cooper®?, M. Corcoran®’, F. Couderc'®,

M.-C. Cousinou'®, S. Crépé-Renaudin'?, V. Cuplov®®, D. Cutts””, M. CWiOkSO, H. da Motta?, A. Das*,

G. Davies®?, K. De"®, S.J. de Jong®®, E. De La Cruz-Burelo®?, C. De Oliveira Martins®, K. DeVaughan®7,

F. Déliot'®, M. Demarteau®®, R. Demina”, D. Denisov®’, S.P. Denisov??, S. Desai®®, H.T. Diehl*°, M. Diesburg®®,
A. Dominguez®”, T. Dorland®?, A. Dubey?®, L.V. Dudko®®, L. Duflot'®, S.R. Dugad?®, D. Duggan*®, A. Duperrin'?,
S. Dutt?”, J. Dyer%®, A. Dyshkant®?, M. Eads®”, D. Edmunds®, J. Ellison*®, V.D. Elvira®®, Y. Enari’”’, S. Eno®!,
P. Ermolov3®#, M. Escalier'®, H. Evans®, A. Evdokimov™, V.N. Evdokimov3?, A.V. Ferapontov®’, T. Ferbel®!:7!,
F. Fiedler?*, F. Filthaut3®, W. Fisher®, H.E. Fisk®®, M. Fortner®?, H. Fox*?, S. Fu®, S. Fuess®®, T. Gadfort™,
C.F. Galea®, C. Garcia™, A. Garcia-Bellido™, V. Gavrilov®”, P. Gay'?, W. Geist'?, W. Geng!'®>%° C.E. Gerber®?,
Y. Gershtein?®?, D. Gillberg®, G. Ginther™, B. Gémez®, A. Goussiou®?, P.D. Grannis™, H. Greenlee®®,

Z.D. Greenwood®, E.M. Gregores*, G. Grenier?®, Ph. Gris'?, J.-F. Grivaz'%, A. Grohsjean®®, S. Griinendahl®®,
M.W. Griinewald3?, F. Guo™, J. Guo”, G. Gutierrez®, P. Gutierrez”®, A. Haas™®, N.J. Hadley®', P. Haefner??,
S. Hagopian®?, J. Haley®®, 1. Hall%, R.E. Hall*”, L. Han”, K. Harder**, A. Harel™, J.M. Hauptman®’, J. Hays*3,
T. Hebbeker?!', D. Hedin®?, J.G. Hegeman®*, A.P. Heinson®®, U. Heintz%?, C. Hensel??>¢, K. Herner’?, G. Hesketh%3,
M.D. Hildreth®®, R. Hirosky®!, T. Hoang®”, J.D. Hobbs"?, B. Hoeneisen'?, M. Hohlfeld??, S. Hossain”, P. Houben??,
Y. Hu"™, Z. Hubacek!?, N. Huske!”, V. Hynek?, I. Iashvili%, R. Illingworth®%, A.S. Ito®?, S. Jabeen%?, M. Jaffré!6,
S. Jain™, K. Jakobs?3, C. Jarvis®!, R. Jesik*?, K. Johns*®, C. Johnson”™, M. Johnson®?, D. Johnston®7,

A. Jonckheere®, P. Jonsson?3, A. Juste®®, E. Kajfasz!®, D. Karmanov3®, P.A. Kasper®, 1. Katsanos™,

V. Kaushik™, R. Kehoe™, S. Kermiche!®, N. Khalatyan®®, A. Khanov'®, A. Kharchilava®, Y.N. Kharzheev>¢,
D. Khatidze™, T.J. Kim?', M.H. Kirby®3, M. Kirsch?!, B. Klima®®, J.M. Kohli®?, J.-P. Konrath??, A.V. Kozelov®,
J. Kraus%, T. Kuhl?4, A. Kumar®, A. Kupco'!, T. Kuréa?®, V.A. Kuzmin3®, J. Kvita®, F. Lacroix'3, D. Lam®,
S. Lammers™®, G. Landsberg””, P. Lebrun?’, W.M. Lee®®, A. Leflat®®, J. Lellouch!”, J. Li"®% L. Li*®, Q.Z. Li%,
S.M. Lietti®, J.K. Lim3', J.G.R. Lima®2, D. Lincoln®®, J. Linnemann®, V.V. Lipaev3?, R. Lipton®°, Y. Liu?, Z. Liu®,
A. Lobodenko*®, M. Lokajicek'!, P. Love*?, H.J. Lubatti®?, R. Luna-Garcia®?*€, A.L. Lyon®®, A.K.A. Maciel?,
D. Mackin®®, R.J. Madaras*®, P. Mattig?6, A. Magerkurth®, P.K. Mal®?, H.B. Malbouisson?®, S. Malik%7,
V.L. Malyshev35, Y. Maravin®®, B. Martin'4, R. McCarthy”?, M.M. Meijer®®, A. Melnitchouk®®, L. Mendoza?,
P.G. Mercadante®, M. Merkin®®, K.W. Merritt®®, A. Meyer?!, J. Meyer?>?, J. Mitrevski’®, R.K. Mommsen**,
N.K. Mondal??, R.W. Moore®, T. Moulik®®, G.S. Muanza'®, M. Mulhearn”®, O. Mundal??, L. Mundim?, E. Nagy'®,
M. Naimuddin®®, M. Narain””, H.A. Neal®*, J.P. Negret®, P. Neustroev??, H. Nilsen??, H. Nogima?, S.F. Novaes®,
T. Nunnemann?®, D.C. O’Neil®, G. Obrant*®, C. Ochando'®, D. Onoprienko®®, N. Oshima®?, N. Osman*?, J. Osta®®,
R. Otec'®, G.J. Otero y Garzén', M. Owen**, M. Padilla’®, P. Padley®®, M. Pangilinan””, N. Parashar®S,
S.-J. Park?>? S K. Park®', J. Parsons™, R. Partridge””, N. Parua®, A. Patwa’, G. Pawloski®®, B. Penning??,
M. Perfilov3®, K. Peters®*, Y. Peters®, P. Pétroff'®, M. Petteni*3, R. Piegaia', J. Piper®, M.-A. Pleier??,



P.L.M. Podesta-Lerma3®/, V.M. Podstavkov®®, Y. Pogorelov®®, M.-E. Pol?, P. Polozov®?, B.G. Pope%?,

A.V. Popov®, C. PotterS, W.L. Prado da Silva®, H.B. Prosper®®, S. Protopopescu’, J. Qian%*, A. Quadt?*,
B. Quinn®, A. Rakitine*?, M.S. Rangel?, K. Ranjan?®, P.N. Ratoff*2, P. Renkel”, P. Rich**, M. Rijssenbeek’?,
I. Ripp-Baudot!'?, F. Rizatdinova”, S. Robinson*3, R.F. Rodrigues®, M. Rominsky”®, C. Royon'®, P. Rubinov®,

R. Ruchti®®, G. Safronov®”, G. Sajot'4, A. Sanchez-Herndndez?3, M.P. Sanders'?, B. Sanghi®®, G. Savage®,

L. Sawyer®, T. Scanlon®3, D. Schaile?>, R.D. Schamberger”?, Y. Scheglov*?, H. Schellman®?, T. Schliephake?®,
S. Schlobohm®?, C. Schwanenberger®*, R. Schwienhorst%®, J. Sekaric*?, H. Severini™, E. Shabalina®', M. Shamim®?,
V. Shary!'®, A.A. Shchukin®, R.K. Shivpuri?®, V. Siccardi'®, V. Simak'?, V. Sirotenko®®, P. Skubic™, P. Slattery!,

D. Smirnov®®, G.R. Snow®’, J. Snow™, S. Snyder™, S. Soldner-Rembold**, L. Sonnenschein'”, A. Sopczak?*?,

M. Sosebee™, K. Soustruznik?, B. Spurlock’, J. Stark, V. Stolin®7, D.A. Stoyanova3?, J. Strandberg®,
S. Strandberg?!, M.A. Strang®’, E. Strauss”?, M. Strauss”, R. Stréhmer?®, D. Strom®3, L. Stutte®°,
S. Sumowidagdo®?, P. Svoisky®®, A. Sznajder®, A. Tanasijczuk!, W. Taylor®, B. Tiller?®, F. Tissandier'?,

M. Titov'®, V.V. Tokmenin®®, 1. Torchiani?*, D. Tsybychev’?, B. Tuchming'®, C. Tully®®, P.M. Tuts”, R. Unalan%?,
L. Uvarov??, S. Uvarov??, S. Uzunyan®?, B. Vachon®, P.J. van den Berg3*, R. Van Kooten®*, W.M. van Leeuwen?,
N. Varelas®', E.W. Varnes?®, .A. Vasilyev3?, P. Verdier?®, L.S. Vertogradov®®, M. Verzocchi®®, D. Vilanova!®,
F. Villeneuve-Seguier?3, P. Vint*3, P. Vokac'®, M. Voutilainen®”-9, R. Wagner®, H.D. Wahl*’, M.H.L.S. Wang®",
J. Warchol®®, G. Watts®?, M. Wayne®®, G. Weber?4, M. Weber®%" L. Welty-Rieger®*, A. Wenger?>?, N. Wermes?2,
M. Wetstein®', A. White’®, D. Wicke?®, M.R.J. Williams*?, G.W. Wilson®®, S.J. Wimpenny*®, M. Wobisch%,
D.R. Wood®, T.R. Wyatt?*, Y. Xie”™, C. Xu%, S. Yacoob®?, R. Yamada®®, W.-C. Yang*, T. Yasuda®®,
Y.A. Yatsunenko®®, Z. Ye°, H. Yin?, K. Yip™®, H.D. Yoo, S.W. Youn®3, J. Yu™, C. Zeitnitz?5, S. Zelitch®!,
T. Zhao®?, B. Zhou®*, J. Zhu™?, M. Zielinski’*, D. Zieminska®*, L. Zivkovic'®, V. Zutshi®?, and E.G. Zverev3?

(The D@ Collaboration)

Y Universidad de Buenos Aires, Buenos Aires, Argentina
2LAFEX, Centro Brasileiro de Pesquisas Fisicas, Rio de Janeiro, Brazil
3 Universidade do Estado do Rio de Janeiro, Rio de Janeiro, Brazil
4 Universidade Federal do ABC, Santo André, Brazil
5 Instituto de Fisica Tedrica, Universidade Estadual Paulista, Sdo Paulo, Brazil
8 University of Alberta, Edmonton, Alberta, Canada,
Simon Fraser University, Burnaby, British Columbia,
Canada, York University, Toronto, Ontario, Canada,
and McGill University, Montreal, Quebec, Canada
" University of Science and Technology of China, Hefei, People’s Republic of China
8 Universidad de los Andes, Bogotd, Colombia
9Center for Particle Physics, Charles University, Prague, Czech Republic
10 Czech Technical University, Prague, Czech Republic
Y Center for Particle Physics, Institute of Physics,
Academy of Sciences of the Czech Republic, Prague, Czech Republic
2 Universidad San Francisco de Quito, Quito, Ecuador
BLPC, Université Blaise Pascal, CNRS/IN2P3, Clermont, France
Y IL,PSC, Université Joseph Fourier Grenoble 1, CNRS/IN2P3,
Institut National Polytechnique de Grenoble, Grenoble, France
5 CPPM, Aiz-Marseille Université, CNRS/IN2P3, Marseille, France
S LAL, Université Paris-Sud, IN2P3/CNRS, Orsay, France
Y LPNHE, IN2P3/CNRS, Universités Paris VI and VII, Paris, France
BOEA, Irfu, SPP, Saclay, France
YIPHC, Université Lowis Pasteur, CNRS/IN2P3, Strasbourg, France
20IPNL, Université Lyon 1, CNRS/IN2P3, Villeurbanne, France and Université de Lyon, Lyon, France
2LI1I. Physikalisches Institut A, RWTH Aachen University, Aachen, Germany
22 Physikalisches Institut, Universitit Bonn, Bonn, Germany
2 Physikalisches Institut, Universitit Freiburg, Freiburg, Germany
M Institut fiir Physik, Universitit Mainz, Mainz, Germany
% Ludwig-Mazimilians- Universitit Miinchen, Miinchen, Germany
26 Fachbereich Physik, University of Wuppertal, Wuppertal, Germany
2T Panjab University, Chandigarh, India
2 Delhi University, Delhi, India
2 Tata Institute of Fundamental Research, Mumbai, India
30 University College Dublin, Dublin, Ireland



31 Korea Detector Laboratory, Korea University, Seoul, Korea
32 SungKyunKwan University, Suwon, Korea
33 CINVESTAV, Mezico City, Mezico
34 FOM-Institute NIKHEF and University of Amsterdam/NIKHEF, Amsterdam, The Netherlands
35 Radboud University Nijmegen/NIKHEF, Nijmegen, The Netherlands
36 Joint Institute for Nuclear Research, Dubna, Russia
3T Institute for Theoretical and Ezperimental Physics, Moscow, Russia
38 Moscow State University, Moscow, Russia
39 Institute for High Energy Physics, Protvino, Russia
10 petersburg Nuclear Physics Institute, St. Petersburg, Russia
4 Lund University, Lund, Sweden, Royal Institute of Technology and Stockholm University,
Stockholm, Sweden, and Uppsala University, Uppsala, Sweden
12 Lancaster University, Lancaster, United Kingdom
43 Imperial College, London, United Kingdom
4 University of Manchester, Manchester, United Kingdom
45 University of Arizona, Tucson, Arizona 85721, USA
6 Lawrence Berkeley National Laboratory and University of California, Berkeley, California 94720, USA
47 California State University, Fresno, California 93740, USA
8 University of California, Riverside, California 92521, USA
Y Florida State University, Tallahassee, Florida 32306, USA
50 Fermi National Accelerator Laboratory, Batavia, Illinois 60510, USA
! University of Illinois at Chicago, Chicago, Illinois 60607, USA
52 Northern Illinois University, DeKalb, Illinois 60115, USA
53 Northwestern University, Evanston, Illinois 60208, USA
5 Indiana University, Bloomington, Indiana 47405, USA
55 University of Notre Dame, Notre Dame, Indiana 46556, USA
56 purdue University Calumet, Hammond, Indiana 46323, USA
5TTowa State University, Ames, Towa 50011, USA
58 University of Kansas, Lawrence, Kansas 66045, USA
5 Kansas State University, Manhattan, Kansas 66506, USA
0 Louisiana Tech University, Ruston, Louisiana 71272, USA
81 University of Maryland, College Park, Maryland 20742, USA
52 Boston University, Boston, Massachusetts 02215, USA
53 Northeastern University, Boston, Massachusetts 02115, USA
54 University of Michigan, Ann Arbor, Michigan 48109, USA
55 Michigan State University, Fast Lansing, Michigan 48824, USA
56 University of Mississippi, University, Mississippi 38677, USA
7 University of Nebraska, Lincoln, Nebraska 68588, USA
58 Princeton University, Princeton, New Jersey 08544, USA
59 State University of New York, Buffalo, New York 14260, USA
™0 Columbia University, New York, New York 10027, USA
™ University of Rochester, Rochester, New York 14627, USA
"2 State University of New York, Stony Brook, New York 11794, USA
™8 Brookhaven National Laboratory, Upton, New York 11973, USA
™ Langston University, Langston, Oklahoma 73050, USA
™5 University of Oklahoma, Norman, Oklahoma 73019, USA
"6 Oklahoma State University, Stillwater, Oklahoma 74078, USA
™ Brown University, Providence, Rhode Island 02912, USA
™8 University of Texas, Arlington, Texas 76019, USA
™ Southern Methodist University, Dallas, Texas 75275, USA
80 Rice University, Houston, Texas 77005, USA
81 University of Virginia, Charlottesville, Virginia 22901, USA and
82 University of Washington, Seattle, Washington 98195, USA

(Dated: January 13, 2009)

We present a search for the standard model Higgs boson in the inclusive diphoton final state using
~ 2.7 fb~! of data collected with the DO detector at the Fermilab Tevatron pp Collider. We observe
good agreement between the data and the background prediction, and set 95% C.L. upper limits on
the Higgs production cross section times the branching ratio for H — ~vy for Higgs boson masses
between 100 and 150 GeV. For a Higgs boson mass of 130 GeV, we obtain an observed (expected)
limit of 41.9 (49.1) fb, a factor of 18.7 (21.9) above the standard model prediction.

PACS numbers: 14.80.Bn, 13.85.Rm, 13.85.Qk



In the standard model (SM), the Higgs boson, a fun-
damental scalar still awaiting experimental verification,
is the agent responsible for the spontaneous breaking
of the electroweak symmetry and the generation of the
mass of particles. The combination of direct searches
at the CERN LEP Collider [1] and indirect constraints
from precision electroweak measurements yields a pre-
ferred range for the SM Higgs boson mass (Mp) of
114.4 < My < 185 GeV at 95% C.L. [2]. The dominant
SM Higgs boson production mechanisms in pp collisions
at /s = 1.96 TeV are gluon fusion (g9 — H), asso-
ciated production with a W or Z boson (¢¢ — VH,
V = W,Z), and vector boson fusion (VV — H, or
VBF). The most sensitive SM Higgs boson searches at
the Fermilab Tevatron Collider are being performed in
the VH(— bb) and gg — H(— WW *)) channels, achiev-
ing similar sensitivity at Mg ~ 125 GeV [3], but quickly
degrading at higher and lower My, respectively. To in-
crease the overall sensitivity in the intermediate mass
region, 125 < My < 145 GeV, as well as the model inde-
pendence of the search, it is important to consider addi-
tional Higgs boson production and decay modes. One
such mode is H — <7 which, despite the small SM
branching ratio of ~ 0.2% for 110 < My < 140 GeV,
is considered to be one of the most promising discovery
channels at hadron colliders due to its clean signature
of a narrow resonance in the diphoton mass spectrum
over a steeply falling background. Furthermore, in some
models beyond the SM [4], the H — ~+ branching ratio
can be enhanced significantly relative to the SM predic-
tion. Thus, observing a significant excess in this channel
would point to a non-SM Higgs sector. In particular, sce-
narios with a fermiophobic Higgs boson have been tested
at LEP and the Tevatron [5].

In this Letter, we present the result of a quasi model-
independent search for a resonance in the diphoton mass
spectrum using a data sample collected by the DO de-
tector at the Fermilab Tevatron Collider. The result of
this search is interpreted in the context of the SM Higgs
boson, representing the first SM Higgs boson search in
this channel at the Tevatron and making this analysis a
forerunner to similar planned searches at the LHC [6].

The subdetectors most relevant to this analysis are:
the central tracking system, composed of a silicon mi-
crostrip tracker (SMT) and a central fiber tracker (CFT)
embedded in a 2 T solenoidal magnetic field, the central
preshower (CPS), and the liquid-argon/uranium sam-
pling calorimeter. The CPS is located immediately be-
fore the inner layer of the calorimeter and is formed of
one radiation length of absorber followed by several lay-
ers of scintillating strips. The calorimeter consists of a
central section with coverage of || < 1.1 [8], and two end
calorimeters covering up to |n| ~ 4.2. The electromag-
netic (EM) section of the calorimeter is segmented into
four longitudinal layers with transverse segmentation of
Anx A¢ =0.1x0.1 [8], except in the third layer (EM3),

where it is 0.05 x 0.05. The data used in this analysis
were collected using triggers requiring at least two clus-
ters of energy in the EM calorimeter and correspond to
an integrated luminosity of 2.7 +0.2 fb~! [9)].

Events are selected by requiring at least two photon
candidates with transverse momentum pr > 25 GeV
and |n| < 1.1, for which the trigger requirements are
fully efficient. Photons are selected from EM clus-
ters reconstructed within a cone with radius R =

(An)?2 + (A¢)? = 0.2 by requiring: > 97% of the
cluster energy is deposited in the EM calorimeter, (ii)
the calorimeter isolation variable I = [E(0.4) —
EEM(O2)]/EEM(O2) < 0.1, where Etot(R) (EEM(R)) is
the total (EM) energy in a cone of radius R; (iii) the
energy-weighted shower width in the r—¢ plane in EM3 is
< /14 cm; and (iv) the scalar sum of the pr of all tracks
(pfim.) originating from the primary vertex in an annu-
lus of 0.05 < R < 0.4 around the cluster is < 2 GeV. To
suppress electrons misidentified as photons, the EM clus-
ters are required to not be spatially matched to tracker
activity, either a reconstructed track, or a density of hits
in the SMT and CFT consistent with that of an elec-
tron [10]. To suppress jets misidentified as photons, a
neural network (NN) [11] is trained using a set of vari-
ables sensitive to differences between photons and jets
in the tracker activity and in the energy distributions
in the calorimeter and CPS: p347., the numbers of cells
above threshold in the first EM calorimeter layer within
R < 0.2 and 0.2 < R < 0.4 of the EM cluster, the num-
ber of CPS clusters within R < 0.1 of the EM cluster,
and the squared-energy-weighted width of the energy de-
posit in the CPS. The NN is trained using diphoton and
dijet Monte Carlo (MC) samples and its performance is
verified using a data sample of Z — (Y0~ (£ = e, p)
events. Fig. la compares the NN output (Onn) spec-
trum for photons and jets. Photon candidates are re-
quired to have Ony > 0.1, which is ~ 98% efficient for
real photons and rejects ~ 50% of misidentified jets. Fi-
nally, the diphoton mass (My,), computed from the two
highest pp photons, is required to be > 60 GeV. After all
requirements, a total of 5608 events are selected in data.

All MC samples used in this analysis are generated
using PYTHIA [12] with CTEQ6L [13] parton distribu-
tion functions (PDFs), and processed through a GEANT-
based [14] simulation of the DO detector and the same
reconstruction software as the data. Samples corre-
sponding to each of the three dominant SM Higgs boson
production mechanisms discussed above are generated,
and normalized using the next-to-next-to-leading order
(NNLO) theoretical cross sections [15-17] and branching
ratio predictions from HDECAY [18].

This analysis is affected by instrumental backgrounds
such as y+jet, dijet and Z/v* — eTe™ production, with
jets or electrons misidentified as photons, as well as an
irreducible background from direct diphoton production
(DDP). All backgrounds, except for Z/y* — ete™, are
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FIG. 1: (a) Normalized Onn spectrum for photons and jets. (b) M, spectrum in data (points) compared to the total

background parameterization (solid line) including the DDP contribution derived via side-band fitting, and the total background
prediction (dashed line) inside the search region for Mgy = 130 GeV. The inset figure compares the data to the total background
prediction inside the search region including its one standard deviation (s.d.) uncertainty band, as well as the expected signal

scaled by a factor of 50. (c¢) Observed and expected 95% C.L.
s.d. bands on the expected limits are also shown.

estimated directly from data.

The Z/v* — ete™ background is estimated using
the MC simulation, normalized to the NNLO cross sec-
tion [19]. To improve the agreement between data and
simulation, selection efficiencies determined by the MC
are corrected to the corresponding values measured in
the data. On average each electron has a 2% probability
to satisfy the photon selection criteria, mainly due to the
inefficiency of the track-match veto requirements. The
total contribution from Z/v* — ete™ is estimated to be
88 + 10 events, mainly located around the Z pole.

Backgrounds due to v+jet and dijet events are di-
rectly estimated from data by using a 4 x 4 matrix back-
ground estimation method [20]. After final event selec-
tion, a tightened Ony requirement (Oyy > 0.75) is
used to classify the events into four categories depending
on whether the two highest-pr photons, only the lead-
ing photon, only the trailing photon or neither of the
two photons, satisfy this requirement. The correspond-
ing numbers of events, after subtraction of the estimated
Z/v* — ete” contributions, are denoted as Np,, Ny,
Ny, and Nyy. The different relative efficiency of the
OnnN > 0.75 requirement between real photons and jets
allows the estimation of the sample composition by solv-
ing a linear system of equations: (Npp, Nps, Nyp, Ns) =
€ X (Nyy, Ny, Njy, Njj;), where N, (Nj;) is the num-
ber of vy (dijet) events and N,; (Njy) is the number
of y+jet events with the leading (trailing) cluster as the
photon. The 4 x 4 matrix £ contains the efficiency terms
(parameterized as a function of |7|), estimated in photon
and jet MC samples and validated in data. The esti-
mated sample composition is N, = 3155 & 125 (stat.),
N, jtjy = 1680 & 149 (stat.) and N;; = 685 & 93 (stat.).
The shape of the M., spectrum for the sum of the y-+jet
and dijet backgrounds is obtained from an independent
control data sample by requiring Onxy < 0.1 for one of
the photon candidates, and is parameterized with an ex-
ponential function. The resulting shape is found to be

upper limits on ¢ X B as a function of M. The one and two

in excellent agreement with that derived by directly ap-
plying the 4 x 4 matrix method bin-by-bin in the final
selected sample, but has smaller statistical fluctuations,
especially in the high M., region.

After subtraction of the Z/y* — eTe™, y+jet and di-
jet background contributions, the M., spectrum is ex-
amined for the presence of a narrow resonance. For
each assumed My value (between 100 and 150 GeV,
in steps of 5 GeV), the search region is defined to be
(Mg — 15 GeV, My + 15 GeV), where 15 GeV corre-
sponds to about five times the expected M., resolution.
The DDP background is estimated by performing a side-
band fit to the M., spectrum in the (70,200) GeV range
(this excludes the search region) using an exponential
function (see Fig. 1b). Such a parameterization has been
validated using a NLO calculation for this process [21].

Systematic uncertainties affecting the normalization
and shape of the M., spectrum are estimated for both
signal and backgrounds. Uncertainties affecting the
Z/v* — eTe” background normalization include:
tegrated luminosity (6.1%), electron misidentification
rate (14.3%) and Z/v* — ete™ cross section (3.9%).
Such uncertainties are propagated, via the 4 x 4 matrix
method, to the estimated normalization of the y+jet and
dijet background contributions, affected in addition by
the uncertainty on the Oyn > 0.75 selection efficiency
for photons (2%) and jets (10%). The uncertainty in the
shape of the y+jet and dijet M., spectrum is given by
the statistics of the control data sample used to param-
eterize it. The above uncertainties, as well as the sta-
tistical uncertainties of the side-band fitting method, re-
sult in systematic uncertainties in the normalization and
shape of the DDP background contribution. Uncertain-
ties affecting the signal normalization include uncertain-
ties in the integrated luminosity (6.1%) and acceptance
due to the photon identification efficiency (6.8%) and the
PDFs (1.7-2.2%). Finally, the location of the peak in the
M., spectrum for signal is affected by the uncertainty in

in-



My (GeV) 100 110 120 130 140 150
Z/y* = eTe” 55+7 1743 6+2 541 4+1 3+1
1y 742462 481442 324434 236430 161428 124422
vi+3ji 540+66 319439 204425 133+16 89+11 61+8
total background ~ 13374£29 817+26 534+19 374+12 254+7 18845
data 1385 827 544 357 270 202
signal 1.6240.11 1.61£0.11 1.5140.10 1.2640.08 0.904+0.06 0.5440.04

acceptance (%)

19.9/18.8/20.3 20.4/19.9/21.6 21.0/20.6/22.3 21.5/21.2/22.9 21.8/22.0/23.5 22.1/22.2/24.1

TABLE I: Numbers of selected events in data, expected backgrounds, expected signal and signal acceptance (for each production
mechanism: gluon fusion/ VH/ VBF), in the search region for different My values. The expected signal includes contributions
from gluon fusion, VH and VBF processes, the two latter representing ~ 21 — 24% of the total signal.

Mg (GeV) 100 105 110 115 120 125 130 135 140 145 150

exp. 0 X B 88.4 77.8 70.6 63.3 58.1 52.7 49.1 45.0 41.2 39.0 36.4
obs. ¢ x B 78.0 109.9 111.6 75.9 49.8 46.4 41.9 53.3 55.7 65.9 51.6

exp. ratio 28.0 25.0 23.2 21.7 21.1 20.9 21.9 23.5 26.3 31.4 39.3
obs. ratio 24.7 35.3 36.7 26.0 18.1 18.4 18.7 27.8 35.2 53.0 55.7

TABLE II: Observed and expected 95% C.L. upper limits on
o X B (in fb) for different My values. The corresponding
ratios to the predicted SM cross section are also given.

the relative photon energy scale between data and MC
(0.6%).

Table I shows the number of events in data, expected
background and expected signal in six different search
regions. The inset in Fig. 1b illustrates the M., spec-
trum in the search region for My = 130 GeV, found to
be in good agreement with the background prediction.
The M, spectrum in the search region is used to de-
rive upper limits on the production cross section times
branching ratio for H — ~v (o x B) as a function of
My . The SM prediction for the ratio of the production
cross sections for the three signal production mechanisms
is assumed. However, despite the different event signa-
ture for each of the signal processes, the use of the M,
spectrum as the main observable, and the very similar
signal acceptance (see Table I), makes the estimated lim-
its quasi model independent. Limits are calculated at
the 95% C.L. using the modified frequentist approach
with a Poisson log-likelihood ratio test statistic [23, 24].
The impact of systematic uncertainties is incorporated
via convolution of the Poisson probability distributions
for signal and background with Gaussian distributions
corresponding to the different sources of systematic un-
certainty. The correlations in systematic uncertainties
are maintained between signal and backgrounds. The
resulting limits on o x B are displayed in Fig. 1c and
given in Table II. The expected limit is defined as the
median of the distribution of limits in background-only
pseudo-experiments. For My = 130 GeV, the observed
(expected) limit is 41.9 (49.1) fb, a factor of 18.7 (21.9)
larger than the SM prediction. Compared to Ref. [5], the
expected sensitivity to a fermiophobic Higgs boson is im-
proved by ~ 13 —40%, depending on Mg, with increased

model independence.

In summary, we have presented the first 95% C.L. up-
per limits at the Tevatron on the production cross section
times branching ratio for H — v+ for Higgs boson masses
in the 100 < My < 150 GeV range. This search helps
to increase the overall sensitivity of the SM Higgs boson
search program at the Tevatron and allows the probe
of new physics models predicting an enhanced rate for
H — 7.
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