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We present a measurement of the W boson mass using data col-
lected with the CDF detector during the 1994-95 collider run at the Fermi-
lab Tevatron. A fit to the transverse mass spectrum of a sample of 30,115
W — ev events recorded in an integrated luminosity of 84 pb™! gives a mass
My, = 80.473 £ 0.065(stat.) £ 0.092(syst.) GeV/c?. A fit to the transverse
mass spectrum of a sample of 14,740 W — puv events from 80 pb~! gives a
mass My, = 80.465 4 0.100(stat.) & 0.103(syst.) GeV/c?. The dominant con-
tributions to the systematic uncertainties are the uncertainties in the electron
energy scale and the muon momentum scale, 0.075 GeV/c? and 0.085 GeV /c?,
respectively. The combined value for the electron and muon channel is My, =
80.47040.089 GeV/c?. When combined with previously published CDF mea-
surements, we obtain My, = 80.433 £ 0.079 GeV /c?.



Section 1

Introduction

This paper describes a measurement of the W mass using W boson
decays observed in antiproton-proton (pp) collisions produced at the Fermilab
Tevatron with a center-of-mass energy of 1800 GeV. The results are from an
analysis of the decays of the W into a muon and neutrino in a data sample
of integrated luminosity of 80 pb™!, and the decays of the W into an electron
and neutrino in a data sample of 84 pb~!, collected by the Collider Detector
at Fermilab (CDF) from 1994 to 1995. This time period is referred to as Run
IB whereas the period from 1992 and 1993 with about 20 pb™! of integrated

luminosity is referred to as Run IA.

The relations among the masses and couplings of gauge bosons al-
low incisive tests of the Standard Model of the electroweak interactions [1].
These relations include higher-order radiative corrections which are sensitive
to the top quark mass, M, and the Higgs boson mass, My [2]. The W
boson mass provides a significant test of the Standard Model in the context of
measurements of the properties of the Z boson, measurements of atomic tran-

sitions, muon decay, neutrino interactions, and searches for the Higgs boson.
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Direct measurement of the W mass originated at the antiproton-
proton collider at CERN [3]. Measurements at the Fermilab Tevatron collider
by CDF [4] and D [5] have greatly improved precision. At LEP II, the W
boson mass has been measured from the W pair production cross section near
threshold [6] and by direct reconstruction of the two Ws [7]. The average of
direct measurements including the analysis in this paper is of 80.39 £ 0.06
GeV/c?.

Indirect W mass determinations involve Z boson measurements at
LEP and SLC [8], charged- and neutral-current neutrino interactions at Fer-
milab [9], and the top quark mass measurement at Fermilab [10]. A recent
survey [8] gives a W mass of 80.381 4 0.026 GeV/c? inferred from indirect
measurements.

The paper is structured as follows. A description of the detector
and an overview of the analysis are given in Section 2. The calibration and
alignment of the central tracking chamber, which provides the momentum
scale, is described in Section 3. Section 3 also describes muon identification and
the measurement of the momentum resolution. Section 4 describes electron
identification, the calorimeter energy scale, and the measurement of the energy
resolution. The effects of backgrounds are described in Section 5. Section 6
describes a Monte Carlo simulation of W production and decay, and QED
radiative corrections. Section 7 describes the measurement of the detector
response to the hadrons recoiling against the W in the event, necessary to infer
the neutrino momentum scale and resolution. The knowledge of the lepton and
recoil responses is incorporated in the Monte Carlo simulation of W production
and decay. Section 8 gives a description of the fitting method used to extract
the W mass from a comparison of the data and the simulation. It also presents

a global summary of the measured values and the experimental uncertainties.



Finally, the measured W mass is compared to previous measurements and

current predictions.



Section 2

Overview

This section begins with a discussion of how the nature of W boson
production and decay motivates the strategy used to measure the W mass.
The aspects of the detector and triggers critical to the measurement are then
described. A brief description of the data samples used for the calibrations
and for the mass measurement follows. A summary of the analysis strategy

and comparison of this analysis with our last analysis concludes the section.

2.1 Nature of W Events

The dominant mechanism for production of W bosons in antiproton-
proton collisions is antiquark-quark annihilation. The W is produced with
momentum relative to the center-of-mass of the antiproton-proton collision
in the transverse (x,y) and longitudinal (2) directions (see Figure 2.1). The
transverse component of the momentum is balanced by the transverse momen-
tum of hadrons produced in association with the W, referred to as the “recoil”,
as illustrated in Figure 2.2.

The W boson decays used in this analysis are the two-body leptonic
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Figure 2.1: One quarter of the CDF detector. The detector is symmetric
about the interaction point. CDF uses a cylindrical coordinate system with
the z (longitudinal) axis along the proton beam axis; r is the transverse
coordinate, and ¢ is the azimuthal angle. Pseudorapidity (n) is defined as

= —In(tan(6/2)), where 6 is the polar angle relative to the proton-beam
direction.



— ¥ i
u = xi, By

Figure 2.2: Kinematics of W boson production and decay for the events used in
this analysis, as viewed in the plane transverse to the antiproton-proton beams.
The recoil energy vector u is the sum of the transverse energy vectors EiL of
the particles recoiling against the W. Although energy is a scalar quantity,
“transverse energy” commonly denotes the transverse component of the vector
whose magnitude is the energy of the particle and direction is parallel to the
momentum of the particle.



decays producing an electron or muon and a neutrino. Since the appara-
tus neither detects the neutrino nor measures the z-component of the recoil
momentum, much of which is carried in fragments of the initial proton and an-
tiproton at small angles relative to the beams, there is insufficient information
to reconstruct the invariant mass of the W on an event-by-event basis. This
analysis uses the transverse mass of each W event, which is analogous to the
invariant mass except that only the components transverse to the beamline

are used. Specifically,
(M))? = (Bf + B})? — (B + EY)?, (2.1)

where M} is the transverse mass of the W, EY is the transverse energy (see
Figure 2.2) of the electron or the transverse momentum of the muon, and Ef.
is the transverse energy of the neutrino. The boldface denotes two-component
vector quantities. The transverse energy of the neutrino is inferred from ap-

parent energy imbalance in the calorimeters,
Er = Ep = —(E} +u), (2.2)

where u denotes the transverse energy vector of the recoil (see Figure 2.2)

measured by the calorimeters.

2.2 Detector and Triggers

This section briefly describes those aspects of the CDF detector and
triggers pertinent to the W mass measurement. A more detailed detector de-
scription can be found in Reference [13]; recent detector upgrades are described

in Reference [14] and references therein.



The CDF detector is an azimuthally and forward-backward symmet-
ric magnetic detector designed to study pp collisions at the Tevatron. The mag-
netic spectrometer consists of tracking devices inside a 3-m diameter, 5-m long
superconducting solenoidal magnet which operates at 1.4 T. The calorimeter
is divided into a central region (30° < # < 150°) outside the solenoidal mag-
net, end-plugs (10° < 6 < 30°, 150° < # < 170°), which form the pole pieces
for the solenoidal magnet, and forward and backward regions (2° < 6 < 10°,
170° < 0 < 178°). Muon chambers are placed outside (at larger radius) of the
hadronic calorimeters in the central region and behind added shielding. An

elevation view of one quarter of the CDF detector is shown in Figure 2.1.

2.2.1 Tracking Detectors

A four-layer silicon microstrip vertex detector (SVX') [15] is used in
this analysis to provide a precision measurement of the location of the beam
axis (luminous region). The SVX' is located directly outside the 1.9-cm radius
beryllium beampipe. The four layers of the SVX' are at radii of 2.9, 4.3,
5.7, and 7.9 cm from the beamline. Outside the SVX' is a set of vertex time
projection chambers (VTX) [16], which provides r-z tracking information out
to a radius of 22 cm for || < 3.25. The VTX is used in this analysis for
finding the z position of the antiproton-proton interaction (the event vertex).
The event vertex is necessary for event selection, lepton track reconstruction,
and the calculation of Ey.

Both the SVX' and VTX are mounted inside the central tracking
chamber (CTC) [17], a 3.2-m long drift chamber that extends in radius from
31.0 cm to 132.5 cm. The CTC has 84 sampling wire layers, organized in 5 ax-

ial and 4 stereo “super-layers”. Axial super-layers have 12 radially separated



layers of sense wires, parallel to the z axis, that measure the r-¢ position of a
track. Stereo super-layers have 6 sense wire layers, with a ~2.5° stereo angle,
that measure a combination of 7-¢ and z information. The stereo angle direc-
tion alternates at each stereo super-layer. Axial and stereo data are combined
to form a 3-dimensional track. Details of the calibration and alignment of the
CTC are given in Section 3.

Track reconstruction uses r-¢ information from the beam axis and
the CTC axial layers, and z information from the VI'X z vertex and the CTC
stereo layers. In this analysis, the electron or muon momentum is measured
from the curvature, azimuthal angle, and polar angle of the track as the particle

traverses the magnetic field.

2.2.2 Calorimeters

The electromagnetic and hadronic calorimeters subtend 27 in az-
imuth and from —4.2 to 4.2 in pseudorapidity (7). The calorimeters are con-
structed with a projective tower geometry, with towers subtending approxi-
mately 0.1 in pseudorapidity by 15° in ¢ (central) or 5° in ¢ (plug and forward).
Each tower consists of an electromagnetic calorimeter followed by a hadronic
calorimeter at larger radius. The energies of central electrons used in the mass
measurement, are measured from the electromagnetic shower produced in the
central electromagnetic calorimeter (CEM) [18]. The central calorimeter is
constructed as 24 “wedges” in ¢ for each half of the detector (—=1.1 <n <0
and 0 < n < 1.1). Each wedge has 10 electromagnetic towers, which use lead
as the absorber and scintillator as the active medium, for a total of 480 CEM

towers.! A proportional chamber (CES) measures the electron shower position

!There are actually only 478 physical CEM towers; the locations of two towers are used
for the cryogenic penetration for the magnet.
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in the ¢ and z directions at a depth of ~ 6 radiation lengths in the CEM [18].
A fiducial region of uniform electromagnetic response is defined by avoiding
the edges of the wedges. For the purposes of triggering and data sample se-
lection, the CEM calibrations are derived from testbeam data taken during
1984-85; the tower gains were set in March 1994 using Cesium-137 gamma-ray
sources. Details of the further calibration of the CEM are given in Section 4.

The calorimeters measure the energy flow of particles produced in
association with the W. Outside the CEM is a similarly segmented hadronic
calorimeter (CHA) [19]. Electromagnetic and hadronic calorimeters which use
multi-wire proportional chambers as the active sampling medium extend this
coverage to |n| = 4.2 [20]. In this analysis, however, the recoil energy is calcu-
lated only in the region of full azimuthal symmetry, || < 3.6. Understanding
the response of these devices to the recoil from bosons is difficult from first
principles as it depends on details of the flow and energy distributions of the
recoil hadrons. The energy response to recoil energy is parameterized primar-

+

ily using Z — ete” and Z — p"pu~ events. Details of the calibration of the

calorimeters to recoil energy are given in Section 7.

2.2.3 Muon Detectors

Four-layer drift chambers, embedded in the wedge directly outside
(in radius) of the CHA, form the central muon detection system (CMU) [21].
The CMU covers the region |n| < 0.6. Outside of these systems there is
an additional absorber of 0.6 m of steel followed by a system of four-layer
drift chambers (CMP). Approximately 84% of the solid angle for |n| < 0.6
is covered by CMU, 63% by CMP, and 53% by both. Additional four-layer
muon chambers (CMX) with partial (70 %) azimuthal coverage subtend 0.6 <
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In| < 1. Muons from W decays are required in this analysis to produce a track
(stub) in the CMU or CMX that matches a track in the CTC. The CMP is
used in this measurement only in the Level 1 and Level 2 triggers. Details of

the muon selection and reconstruction are given in Section 3.

2.2.4 Trigger and Data Acquisition

The CDF trigger is a three-level system that selects events for record-
ing to magnetic tape. The crossing rate of proton and antiproton bunches in
the Tevatron is 286 kHz, with a mean interaction rate of 1.7 interactions per

=2 sec™!, which is typical of the

crossing at a luminosity of ~ 1 x 10*' c¢cm
data presented here. The first two levels of the trigger [22] consist of dedi-
cated electronics with data paths separate from the data acquisition system.
The third level [23], which is initiated after the event information is digitized
and stored, uses a farm of commercial computers to reconstruct events. The
triggers selecting W — ev and W — puv events are described below.

At Level 1, electrons were selected by the presence of an electromag-
netic trigger-tower with Ep above 8 GeV (one trigger tower is two physical
towers, which are longitudinally adjacent, adjacent in pseudorapidity). Muons
were selected by the presence of a track stub in the CMU or CMX, and, where
there is coverage, also in the CMP.

At Level 2, electrons from W decay could satisfy one of several trig-
gers. Some required a track to be found in the r-¢ plane by a fast hardware
processor [24] and matched to a calorimeter cluster; the most relevant required
an electromagnetic cluster [22] with Ep above 16 GeV and a track with pp
above 12 GeV/c. This was complemented by a trigger which required an

electromagnetic cluster with Er above 16 GeV matched with energy in the
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CES [25] and net missing transverse energy in the overall calorimeter of at
least 20 GeV, with no track requirements. The muon Level 2 trigger required
a track of at least 12 GeV/c that matches to a CMX stub (CMX triggers),
both CMU and CMP stubs (CMUP triggers), or a CMU stub but no CMP
stub (CMNP triggers). Due to bandwidth limitations, only about 43% of the
CMX triggers and about 39% of the CMNP triggers were recorded.

At Level 3, reconstruction programs included three-dimensional track
reconstruction. The muon triggers required a track with py above 18 GeV/c
matched with a muon stub. There were three relevant electron triggers. The
first required an electromagnetic cluster with Er above 18 GeV matched to a
track with pr above 13 GeV/c with requirements on track and shower maxi-
mum matching, little hadronic energy behind the cluster, and transverse profile
in z in both the towers and the CES. Because such requirements may create
subtle biases, the second trigger required only a cluster above 22 GeV with a
track above 13 GeV/c as well as 22 GeV net missing transverse energy in the
overall calorimeter. The third trigger required an isolated 25 GeV cluster with

no track requirement and with 25 GeV missing transverse energy.
Events that pass the Level 3 triggers were sorted and recorded. The
integrated luminosity of the data sample is ~80 pb~! in the muon sample and

~84 pb~! in the electron sample.

2.3 Data Samples

Nine data samples are employed in this analysis. These are described
briefly below and in more detail in subsequent sections as they are used. A

list of the samples follows:



13

e The ¢y — putp~ sample. A sample of ~ 500,000 ¢ — "y~ candidates
with 2.7 < M+, < 4.1 GeV/c? is used to investigate the momentum
scale determination and to understand systematic effects associated with

track reconstruction.

e The T — ptp~ sample. A sample of ~ 83,000 ¥ — p*p~ candi-
dates with 8.6 < M,+,- < 11.3 GeV/c? offers checks of the momentum
scale determination that are statistically weaker but systematically bet-

ter than those from the ¢ — pu*pu~ sample.

e The Z — putp~ sample. A sample of ~1,900 dimuon candidates near
the Z mass determines the momentum scale and resolution, and is used
to model the response of the calorimeters to the recoil particles against
the Z and W boson, and to derive the Z and W py distributions in the

W — uv analysis.

e The W — uv sample. A sample of ~ 14,700 W — puv candidates is

used to measure the W mass.

e The inclusive electron sample. A sample of ~750,000 central elec-
tron candidates with Er > 8 GeV is used to calibrate the relative re-

sponse of the central electromagnetic calorimeter (CEM) towers.

e The Run IA inclusive electron sample. A sample of ~210,000
central electron candidates with Er > 9 GeV is used to measure the
magnitude and the distribution of the material, in radiation lengths,

between the interaction point and the CTC tracking volume.
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e The W — erv sample. A sample of ~30,100 W — ev candidates is used
to align the CTC, to compare the CEM energy scale to the momentum

scale, and to measure the W mass.

e The Z — e"e™ sample. A sample of ~1,500 dielectron candidates near
the Z mass is used to determine the electron energy scale and resolution,
to model the response of the calorimeters to the recoil particles against
the Z and W boson, and to derive the Z and W p¢ distributions in the

W — ev analysis.

e The minimum bias sample. A total of ~ 2,000,000 events triggered
only on a coincidence of two luminosity counters is used to help under-

stand underlying event.

2.4 Strategy of the Analysis

The determination of the momentum and energy scales? is crucial to
the W mass measurement. Momentum is the kinematic quantity measured for
muons; for electrons, the energy measured in the calorimeter is the quantity of
choice as it has better resolution and is much less sensitive than the momentum
to the effects of bremsstrahlung [26]. The spectrometer measures the momen-
tum (p) of muons and electrons, and the calorimeter measures the energy (E)
of electrons. This configuration allows in situ calibrations of both the momen-
tum and energy scales directly from the collider data. The final alignment of
the CTC wires is done with high momentum electrons, exploiting the charge
independence of the electromagnetic calorimeter measurement since both pos-

itives and negatives should give the same momentum for a given energy. The

2Throughout this paper, momentum measurements using the CTC are denoted as p, and
calorimeter energy measurements are denoted as E.
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momentum scale of the magnetic spectrometer is then studied using the re-
constructed mass of the v — p*p~ and T — pup~ resonances, exploiting
the uniformity, stability, and linearity of the magnetic spectrometer. Similar
studies for the calorimeter are done using the average calorimeter response to
electrons (both ™ and e”) of a given momentum. The momenta of lepton
tracks from W decays reconstructed with the final CTC calibration typically
change from the initial values used for data sample selection by less than 10%;
their mean changes by less than 0.1%. The final CEM calibration differs from
the initial source/testbeam calibration in early runs on average by less than
2%, with a gradual decline of ~5% during the data-taking period. Fits to the
reconstructed Z — utpu~ and Z — ete” masses, along with linearity studies,
provide the final momentum and energy scales. The mass distributions are
also used to determine the momentum and energy resolutions.

The detector response to the recoil u is calibrated primarily using
Z — ptp” and Z — ete” decays in the muon and electron analyses, respec-
tively. These are input to fast Monte Carlo programs which combine the
production model and detector simulation.

The observed transverse mass lineshape also depends on the trans-
verse and longitudinal W momentum spectra. The p¥ spectrum is derived
from the Z — ete” and Z — pu"p~ data and the theoretical calculations.
The p% spectrum is measured from the leptons in the Z decays by taking into
account the lepton momentum and energy resolution. The theoretical calcu-
lations are used to correct the difference between the p% and p}¥ distributions.
The observed u distributions provide consistency checks. The longitudinal
spectrum is constrained by restricting the choice of parton distribution func-
tions (PDF's) to those consistent with data.

To extract the W mass, the measured W transverse mass spectrum
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is fit to fast Monte Carlo spectra generated at a range of W masses. Electro-
magnetic radiative processes and backgrounds are included in the simulated
lineshapes. The uncertainties associated with known systematic effects are
estimated by varying the magnitude of these effects in the Monte Carlo simu-

lation and refitting the data.

2.5 Comparison with Run IA Analysis

This analysis is similar to that of our last (Run TA) measurement [4],
with datasets ~ 4.5 times larger. The direct use of the Z events in modeling W
production and recoil hadrons against the W is replaced with a more sophisti-
cated parameterization [4, 11]. In this analysis our efforts to set a momentum
scale using the ¢ and T dimuon masses and then to transfer that to an energy
scale using E/p for W electrons did not produce a self-consistent picture. In-
stead we choose to normalize the energy and momentum scales to the Z mass,
in order to minimize the systematic effects, at the cost of a modest increase
in the overall scale uncertainty due to the limited Z statistics. A discussion
of this problem is given in Appendix A. The instantaneous luminosity of this
dataset is a factor of ~2 larger, resulting in higher probability of having ad-
ditional interactions within the same beam crossing. Also, we have included

muon triggers from a wider range of polar angle.



Section 3

Muon Measurement

In the muon channel, the W transverse mass depends primarily on
the muon momentum measurement in the central tracking chamber (CTC).
This section begins with a description of the reconstruction of charged-particle
trajectories and describes the CTC calibration and alignment. It then de-
scribes the selection criteria to identify muons and the criteria to select the
W — uvand Z — putp~ candidates. The momentum scale is set by adjusting
the measured mass from Z — p* = decays to the world-average value of the Z
mass [27]. The muon momentum resolution is extracted from the width of the
Z — ptp~ peak in the same dataset. The muon momentum scale is checked
by comparing the T and ¢ masses with the world-average values. Since the
average muon momentum is higher in Z decays than W decays, a correction
would be necessary for the W mass determination if there were a momentum
nonlinearity. Studies of the Z, T, and 1) mass measurements indicate that the

size of the nonlinearity is negligible.

17
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3.1 Track Reconstruction

3.1.1 Helical Fit

The momentum of a charged particle is determined from its trajectory
in the CTC. The CTC is operated in a nearly (to within ~1%) uniform axial
magnetic field. In a uniform field, charged particles follow a helical trajectory.
This helix is parametrized by: curvature, C' (inverse diameter of the circle
in 7-¢); impact parameter, D, (distance of closest approach to r = 0); ¢,
(azimuthal direction at the point of closest approach to r = 0); z, (the z
position at the point of closest approach to r = 0); and cotf, where 6 is
the polar angle with respect to the proton direction. The helix parameters are
determined taking into account the nonuniformities of the magnetic field using
the magnetic field map. The magnetic field was measured by NMR probes
at two reference points on the endplates of the CTC during the data-taking
period as shown in Figure 3.1, and corrections are made on the magnetic field

run-by-run to convert curvatures to momenta.

The momentum resolution is improved by a factor of ~2 by con-
straining tracks to originate from the interaction point (“beam-constraint”).
The z location of the interaction point is determined using the VTX for each
event with a precision of 1 mm. The distribution of these interaction points
has an RMS spread of 25—30 cm, depending on accelerator conditions. The
r-¢ location of the beam axis is measured with the SVX', as a function of z,
to a precision of 10 ym. The beam axis is tilted with respect to the CTC axis
by a slope that is typically about 400 microns per meter.
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Figure 3.1: Variation of the average magnetic field as a function of run number.
The left side of the plot corresponds to January 1994 and the right side of the

plot to July 1995.
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3.1.2 Material Effects on Helix Parameters

The material between the interaction region and the CTC tracking
volume leads to the helix parameters measured in the CTC that are differ-
ent than those at the interaction point. For example, in traversing 7% of a
radiation length, muons lose about 5 MeV on average due to dE/dx energy
loss, which is significant for low pr tracks. Because of its small mass, electrons
passing through the material have a large amount of (external) bremsstrahlung
which changes both the curvature and impact parameter of the electrons. The
beam constraint fit accounts for the dE/dzx, and restores some of the energy
loss due to the external bremsstrahlung. In order to make accurate corrections
for the dE/dx, and properly simulate biases from external bremsstrahlung, the

magnitude and distribution of the material need to be understood.

The material distribution is measured using a Run [A sample of
210,000 photon conversions, where the conversion rate is proportional to the
traversed depth in radiation lengths.! Conversion candidates are selected
from the 9 GeV inclusive electron sample. An electron associated with an
oppositely-charged partner track close in 6 and distance at the point of con-
version (the point at which the two helices are parallel in azimuth) is identified
as a 7 — eTe” candidate. To optimize the resolution on the measured con-
version location, a two-constraint fit is applied to the helix parameters of the
two tracks: the separation is constrained to vanish, and the angle ¢ from the
beam spot to the conversion point is constrained to match the ¢ of the photon
momentum vector. These constraints give an average observed resolution of

0.41 cm on the conversion radius, to be compared with an expected resolution

!The Run IA and Run IB detectors are identical except for the SVX. This difference,
estimated to be less than 0.1% of a radiation length, is negligible compared to the total
radiation length.
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of 0.35 cm. The radial distributions for conversions and backgrounds up to
the innermost superlayer in the CTC are shown in Figure 3.2. The prominent
peak at 28 cm is due to the inner support structure of the CTC. Other struc-
tures such as the silicon layers of the SVX and the VTX walls can be clearly
resolved. This resolution is important since we need to fix the proportionality
constant between conversions and radiation lengths by calibrating on a fea-
ture of known composition. The CTC inner support is chosen for this purpose
since its construction is well-documented. Its thickness at normal incidence is
(1.26 £ 0.06)% of a radiation length. The result for the integrated material
thickness before the CTC volume, averaged over the vertex distribution and
angular distribution, is (7.20 £ 0.38)% of a radiation length ?. Variations in
conversion-finding efficiency and electron trigger efficiency as a function of the
conversion point are taken into account. Other choices for the “standard ra-
diator” such as the wires of the innermost superlayer in the CTC, as shown in
Figure 3.3, give consistent results.

Another check is provided by the E/p distribution * of electrons
from W decay (see Figure 3.4), where E is the electron energy measured by
the CEM and p is the electron momentum measured by the CTC. External
bremsstrahlung photons [28] are collinear with the electron track at emission
and typically point at the calorimeter tower struck by the electron track so that
the calorimeter collects the full energy. Since the track momentum is reduced
by the radiated energy, the E/p distribution develops a high-side tail. Final
state radiation from electron production (internal bremsstrahlung) is about a
20 % contribution to this tail. We define the fraction of events in the tail, f.,

to be the fraction of events in the region 1.4 < E/p < 1.8. The lower bound

2This value is for electrons from W decay. Due to difference in the detector acceptance
between electrons and muons, the material thickness for muons is (7.10 & 0.38)%.
3For convenience, the requisite factor of ¢ is dropped in the ratio E/p.
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Figure 3.2: The radial (R) distributions for conversions (solid line) and back-
ground (dashed line) for the Run IA inclusive electron sample. R is negative
when the photon momentum direction is opposite to the vector from the beam
spot to the conversion position due to the detector resolution.
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Figure 3.3: Reconstructed photon conversion vertex density in the r — ¢ plane
for the innermost superlayer in the CTC, folded into 1/30 of the circumference
(this layer has 30-fold symmetry). Each point represents one reconstructed
vertex.
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Figure 3.4: E/p distribution of electrons in the W — ev sample. The his-
togram indicates the simulation.

is far enough away from the peak to be insensitive to resolution effects. After

a small QCD background correction, we find :
frair = 0.0488 £ 0.0014(stat.) £ 0.0004(syst.).

The Monte Carlo simulation, including internal radiative effects, reproduces
this value when the material equals (7.55 & 0.37)% of a radiation length, in
good agreement with the value from conversion photons above.

An appropriate material distribution is applied to muon and electron

tracks on a track-by-track basis.

3.2 CTC Calibration and Alignment

The CTC calibration and alignment proceeds in two steps. First, the

relationship between the measured drift time and the distance to the sense wire
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is established. Second, the relative alignment of wires and layers in the CTC is
performed. Small misalignments left after these procedures are removed with

parametric corrections.

3.2.1 Time-to-distance calibration

Electronic pulsing, performed periodically during the data-taking pe-
riod, gives relative time pedestals for each sense wire. Variations in drift prop-
erties for each super-layer are removed run-by-run. Additional corrections for
nonuniformity in the drift trajectories are made based on data from many
runs. After the calibration and alignment described in Section 3.2.2, the CTC
drift-distance resolution is determined to be 155 pum (outer layers) to 215 pm
(inner layers), to be compared with ~ 120 pm expected from diffusion alone,

and ~ 200 pym expected from test-chamber results.

3.2.2 Wire and layer alignment

The initial individual wire positions are taken to be the nominal
positions determined during the CTC construction [17]. The distribution of
differences between these nominal positions and the positions determined with
an optical survey has an RMS of 25 ym. The 84 layers of sense wires are az-
imuthally aligned relative to each other by requiring the ratio of energy to
momentum FE/p for electrons to be independent of charge. A physical model
for these misalignments is a coherent twist of each endplate as a function of
radius. A sample of about 40,000 electrons with 0.8 < E/p < 1.2 from the
W — ev sample (see Figure 3.4) is used for the alignment. The alignment
consists of rotating each entire layer on each end of the CTC by a different

amount r X A¢ with respect to the outermost superlayer (superlayer 8) where
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the relative rotation of two endplates is expected to be the smallest according
to the chamber construction. The stereo alignment is adjusted to account for
the calculated endplate deflection due to wire tension. The measured devia-
tion of each layer from its nominal position after this alignment is shown in
Figure 3.5.

Figure 3.6 demonstrates the elimination of misalignment after the
alignment (open circles). A small residual dependence of the J/¢) mass on

cotf remains, which is removed with the correction,
cotd — 1.0004 x cotf. (3.1)

The only significant remaining misalignments are an azimuthally(¢)-
modulated charge difference in < E/p > and a misalignment between the
magnetic field direction and the axial direction of the CTC. The ¢ modulation

is removed with the correction
C — C —0.00031 x sin (¢ — 3.0) (3.2)

where C equals to Q x 1/pp (GeV/c) ™!, Q is the charge of the lepton, the
coefficient corresponds to a nominal beam position displacement of 37 um,
and ¢ is in radians. The magnetic field misalignment is removed with the

correction

|IC] — |C] - (1 —0.0017 - cotd - sin(¢g — 1.9)). (3.3)

3.3 Muon Identification

The W mass analysis uses muons traversing the central muon system

(CMU) and the central muon extension system (CMX).
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Figure 3.5: The deviation (r x A¢) of each CTC layer from its nominal position
at the end plates (|z| = 150 cm) in cm, versus the layer number. The solid
(open) circles represent the west (east) CTC endplate.
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as a function of Acotf) = cotf,+ — cotf,-. The solid triangles and open circles
are before and after the Run IB calibration and alignment, respectively. Solid
circles show the distribution with the cotf correction of 1.0004xcotf.
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The CMU covers the region |n| < 0.6. The CMX extends the cov-
erage to |n| < 1. There are approximately five to eight hadronic absorption
lengths of material between the CTC and the muon chambers. Muon tracks
are reconstructed using the drift chamber time-to-distance relationship in the
transverse (¢) direction, and charge division in the longitudinal (z) direction.
Resolutions of 250 pm in the drift direction and 1.2 mm in z are determined
from cosmic-ray studies [21]. Track segments consisting of hits in at least three
layers are found separately in the r-¢ and r-z planes. These two sets of seg-
ments are merged and a linear fit is performed to generate three-dimensional
track segments (“stubs”). Figure 3.7 shows the effects of the bandwidth limita-
tion of the CMX and CMNP triggers (see Section 2.2.4) and partial azimuthal

coverage (see Section 2.2.3).

Muons from W, Z, T, and ¢ decays are identified in the following
manner. The muon track is extrapolated to the muon chambers through the
electromagnetic and hadronic calorimeters. The extrapolation must match to
a track segment in the CMU or CMX. For high pr muons from W or Z decays,
the r x A¢ matching is required to be within 2 cm; the RMS spread of the
matching is 0.5 cm. For low p7y muons from T and ¢ decays, a pr dependent
matching is required to allow for multiple scattering effects. Since the energy
in the CEM tower(s) traversed by the muon is 0.3 GeV on average, the CEM
energy is required to be less than 2 GeV for W and Z muons. This cut is not
applied to muons from T or ) decays since Y’s and ?’s are often produced
with particles associated with the same initial partons. Since the energy in the
CHA tower(s) traversed by the muon is 2 GeV on average, the CHA energy is
required to be less than 6 GeV. In order to remove events with badly measured

tracks, muon tracks are required to pass through all nine superlayers of the
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CTC, and to have the number of CTC stereo hits greater than or equal to 12.
Muon tracks in the W — pv and Z — p i~ data samples must satisfy |Dy| <
0.2 cm, where Dy is the impact parameter in the r-¢ plane of the muon track
with respect to the beam spot. This reduces backgrounds from cosmic rays
and QCD dijet events. Additional cosmic ray background events are removed
from the W — pv and Z — p*p~ samples when the muon track and a back-
to-back track in ¢ can be fit as one continuous track consistent with being a

cosmic-ray.

3.4 Event Selection: W — puv; Z, T, — putu~

3.4.1 W — uv and 7 — ptp~ event selection

The event selection criteria for the W — pr mass measurement are
intended to produce a sample with low background and with well-understood
muon and neutrino kinematics. These criteria yield a sample that can be accu-
rately modeled by simulation, and also preferentially choose those events with
a good resolution for the transverse mass. The Z sample is used to calibrate the
muon momentum scale and resolution, to model the energy recoiling against
the Z and W, and to derive the Z and W transverse momentum spectra (p7
and p}'). In order to minimize biases in these measurements, the Z — p*p~
event selection is chosen to be as similar as possible to the W — pv event
selection.

Both W — pv and Z — p* ™ sample extractions begin with events
that pass a Level 3 high-pr muon trigger as discussed in Section 2. From these,
a final sample is selected with the criteria listed in Table 3.1 and described in

detail below. The event vertex chosen is the one reconstructed by the VIX
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closest in z to the origin of the muon track, and it is required to be within
60 cm in z of the origin of the detector coordinates. For the Z sample, the two
muons are required to be associated either with the same vertex or with vertices
within 5 cm of each other. For the W sample, in order to reduce backgrounds
from Z — p"p~ and cosmic rays, events containing any oppositely charged
track with pr > 10 GeV/c and M, 00 > 50 GeV/c? are rejected. Candidate
W — pv events are required to have a muon CTC track with py > 25 GeV/c
and a neutrino transverse energy E7 > 25 GeV. A limit on recoil energy
of [u] < 20 GeV reduces QCD background and improves transverse mass
resolution. Candidate Z — u"u~ events are required to have two muons with
pr > 25 GeV/c. The two muon tracks must be oppositely charged. This
requirement removes no events, indicating that the background in the Z sample
is negligible. The transverse mass in the region 65 < My < 100 GeV/c? and
the mass in the region 80 < M < 100 GeV/c® are used for extracting the
W mass and the Z mass, respectively. These mass cuts apply only for mass
fits and are absent when we otherwise refer to the W or Z sample. The final
W sample contains 23,367 events, of which 14,740 events are in the region 65
< My < 100 GeV/c?. The final Z sample contains 1,840 events which are used
for modeling the recoil energy against the W and for deriving py , of which

1,697 events are in the region 80 < M < 100 GeV/c?.

3.4.2 T,y — utu~ event selection

Samples of Y (1S, 2S, 3S) — utu~ events and (1S, 2S) — utpu~
events are used to check the momentum scale determined by Z — p* 1~ events.
The sample extraction begins with events that pass a Level 2 and 3 dimuon

trigger with muon pp > 2 GeV/c. The requirement on the event vertex is
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Criterion W events Z events
after cut after cut

Initial sample
with Z vertex requirement 60,607 4,787
ESEM < 2 GeV 56,489 3,349
Not a cosmic candidate 42,296 2,906
Impact parameter |Dy| < 0.2 cm 37,310 2,952
Track - muon stub match 36,596 2,752
Stereo hits > 12 34,062 2,442
Tracks through all CTC superlayers 33,887 1,991
pr > 25 GeV/c 28,452 1,966
E7 > 25 GeV 24,881 N/A
lu| < 20 GeV 23,367 N/A
it < 45 GeV /e, 70 < M" < 110 GeV/c? N/A 1,840
Mass fit region 14,740 1,697

Table 3.1: Criteria used to select the W — puv and Z — pp~ samples.

Sample | # of events
T(1S) 12,800
T(2S) 3,500
T(3S) 1,700

T/ 228,900
¥(28S) 7,600

Table 3.2: The number of events in the T and ¢ samples after background
subtraction.

identical to that for the Z — u*™p~ selection. Both muons are required to

have opposite charges.

Backgrounds are estimated from the dimuon invariant mass distrib-
utions in the sidebands (regions outside the mass peaks). The numbers of T
and 1) events after background subtraction are listed in Table 3.2. The aver-

age pp of muons in the Y sample is 5.3 GeV/c, and that in the ¢ sample is
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3.5 GeV/c. The distributions of muon pr and the opening angle between the
two muons in ¢ are shown in Figure 3.8. For comparison, the average p; of
the muons and the average opening angle in the Z sample are 43 GeV/c and

165°, respectively.

3.5 Event Selection Bias on My

The W — pv selection requires muons at all three trigger levels. Of
these, only the level-2 trigger has a significant dependence on the kinematics
of the muon; its efficiency varies by ~5% with n of the tracks. This variation,
however, leads to a negligible variation (~2 MeV/c?) on the W mass since
the Mr distribution is approximately invariant under p; boosts. The W mass
would be more sensitive to the p; dependence of the inefficiency since My is
directly related to pr. No py dependence is seen, but the statistical limitation
on measuring such a dependence leads to a 15 MeV/c? uncertainty on the

W — pv mass.

The muon identification requirements may also introduce a bias on
the W mass. For example, if the W decays such that the muon travels close
to the recoil, there is greater opportunity for the recoil particles to cause
the muon identification to fail. These biases are investigated by tightening
the muon identification requirements and measuring the subsequent shifts in
Myy. The maximum shift observed of 10 MeV/c? is taken as a systematic

uncertainty.
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Figure 3.8: (a) Transverse momentum distributions of muons and (b) opening
angle distributions between p* and p~ in the T(1S) and J/¢ samples. The
histograms are normalized to unit area.
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3.6 Momentum Scale and Resolution

A sample of Z — u"pu~ events is used to determine the momentum
scale by normalizing the reconstructed Z — pu*p~ mass to the world-average
mass [27], and to measure the momentum resolution in the high-pr region.
Since the muon tracks from Z decays have curvatures comparable to those for
the W mass determination, the systematic uncertainty from extrapolating the
momentum scale from the Z mass to the W mass is small. The measurement

is limited by the finite statistics in the Z peak.

The Z — ptp~ Monte Carlo events are generated at various val-
ues of Z mass with the Z width fixed to the world average [27]. The gen-
eration program includes the v — pu™p~ events and QED radiative effects,
Z — ppy [29, 30], but uses a QCD leading order calculation so that the Z
is generated at pZ = 0. The Z is then given a transverse momentum whose
spectrum is extracted from the Z — pu*p~ data (see Section 6). The gen-
erated muons are reconstructed by the detector simulation where CTC wire
hit patterns, measured from the real W — ev data, are used to determine a
covariance matrix of the muon track, and the track parameters are smeared
according to this matrix. A beam constraint is then performed with the iden-
tical procedure as is used for the real data. The final covariance error matrix
is scaled up by a free parameter to make the beam constraint momentum res-
olution agree with the data. The detector acceptance is modeled according to
the nominal geometry. The simulation includes the effects of the bandwidth
limitation of the CMX triggers. Figure 3.7 illustrates how well the effects of
the acceptance and the bandwidth limitation are simulated. The mass distri-

bution of the Z — pu*p~ data, shown in Figure 3.9, is then fit to simulated
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lineshapes, where the input Z mass and the scale parameter to the covariance
matrix (or the momentum resolution) are allowed to vary.
Fitting the invariant mass distribution in the region 80 < M,, <

100 GeV/c? with a fixed T', [27] yields

M, = 91.110 £ 0.097(stat.) & 0.020(syst.) GeV /c?, (3.4)
and momentum resolution

6(1/pr) = (0.091 & 0.004(stat.)) x 1072 (GeV/c)™L. (3.5)

Equation 3.4 results in the momentum scale factor

PDG
VA

~7eor = 1.00085 £ 0.00106 (3.6)
Z

which is applied to momenta of muons and electrons. The fit is shown in
Figure 3.9. The two parameters, 6(1/py) and MLPS/MZ Y are largely un-
correlated, as shown.

Table 3.3 contains a list of the systematic uncertainties on the Z
mass. The largest uncertainty is from the radiative effects due to using the
incomplete theoretical calculation [29]; the calculation includes the final state
radiation only and has a maximum of one radiated photon. The effect arising
from the missing diagrams is evaluated by using the PHOTOS package [31]
which allows two photon emissions, and by using the calculation by U. Baur
et al. [32] who have recently developed a complete O(«) Monte Carlo program
which incorporates the initial state QED radiation from the quark-lines and
the interference of the initial and final state radiation, and includes a correct
treatment of the final state soft and virtual photonic corrections. When the
PHOTOS package is used in the simulation instead, the change in the Z mass
is less than 10 MeV/c?. The effect of the initial state radiation and the initial
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Figure 3.9: Results of fit to Z mass and momentum resolution. (a) Invariant
mass distribution. The points are the data, and the solid line is the Monte
Carlo simulation (normalized to the data) with best fit. (b) Correlation be-
tween the scale factor and the momentum resolution.
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Effect Uncertainty on MY
(MeV/c?)

Statistics 97

Radiative corrections 20

Fitting negligible

Parton distribution functions negligible

p% spectrum negligible

Detector acceptance, triggers negligible

Total 100

Table 3.3: Summary of uncertainties in measuring the Z mass.

and final state interference is estimated to be 10 MeV/c? [32]. To be conserv-
ative these changes are added linearly and 20 MeV/c? is thus included in the
systematic uncertainty. The choice of parton distribution functions and that

of the p% spectrum contribute negligible uncertainties.

A number of checks are performed to ensure that these results are ro-
bust and unbiased. The masses and resolutions at low and high 7 are measured
to be consistent. The resolution is cross-checked using the F/p distribution
in W — ev events, which is sensitive to the combined F and p resolution (see
Section 4.6 and Figure 4.5). Consistent results are found when much simpler
techniques are used, that is, comparing the mean M, in the interval 86 — 96
GeV/c?, between the data and the Monte Carlo simulation or fitting the invari-
ant mass distribution with a Gaussian distribution. To address mis-measured
tracks, a second Gaussian term is added to smear track parameters for 8% of

the Monte Carlo events. The change in M is negligible.
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| Resonance | Mass (MeV/c?) |
T(1S) 9464.3 £ 0.7(stat.) £ 1.6(syst.) £ 10.1(scale)
T(2S) 10028.1 + 2.1(stat.) = 1.6(syst.) = 10.7(scale)
T(3S) 10358.9 + 3.6(stat.) = 1.6(syst.) = 11.0(scale)
T/ 3098.4 £+ 0.1(stat.) £ 1.1(syst.) £ 3.3(scale)
)(28) 3687.6 = 0.5(stat.) £ 1.1(syst.) £ 3.9(scale)

Table 3.4: Measured masses of the T and 1 resonances with the momentum
scale correction.

Resonance || World-Average Mass | M°PF/MTPS — 1
MFPE (MeV/c?) (%)
T(1S) 9460.4 £ 0.2 0.041 +0.018 & 0.106
T(25) 10023.30 £ 0.31 0.048 4+ 0.026 = 0.106
T(39) 10355.3 £0.5 0.035 £ 0.038 4 0.106
J/ 3096.88 £ 0.04 0.050 £ 0.035 £ 0.106
¥(2S) 3686.00 £ 0.09 0.042 +0.033 + 0.106

Table 3.5: Measured masses of the T and 1 resonances with the momentum
scale correction are compared to the world averages. The second uncertainty
in the last column is the momentum scale uncertainty, and the first uncertainty
includes the statistical and the other systematic uncertainties.

3.7 Checks of Momentum Scale

The momentum scale is checked using ¢» and T masses, extracted by
fitting the dimuon invariant mass distributions to simulated lineshapes which
include QED radiative processes and backgrounds as shown in Figure 3.10.
The muon momenta are corrected by the momentum scale factor shown in
Eq. 3.6. The measured masses are summarized in Table 3.4. Table 3.5 com-
pares the measured masses with the world-average values. Within the momen-

tum scale uncertainty, the agreement is very good.
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J/1) mass, and (c) 1(2S) mass. The curves are the best fits of lineshapes from
the Monte Carlo simulation.
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Source of Uncertainty Uncertainty (MeV/c?)
M~ M,
Muon energy loss 1.5 1.0
Kinematics 0.4 0.1
Momentum Resolution 0.3 0.1
Non-Prompt Production - 0.3
Misalignment 0.2 0.1
Background 0.1 0.1
Time variation - -
QED Radiative Effects 0.4 0.2
Fitting Procedure, Window | — -
Total 1.6 1.1

Table 3.6: Systematic uncertainties in ¥ and ¢ mass measurements.

A list of the systematic uncertainties on the ¢ and T masses is given

in Table 3.6. The entries in the table are described below.

Muon Energy Loss: The momentum of each muon is corrected for energy
loss in the material traversed by the muon as described in Section 3.1.2. Uncer-
tainties in the energy loss come from uncertainty in the total radiation length
measurement and in material type. The measured T and ) masses vary by
0.8 MeV/c? and 0.3 MeV/c?, respectively, when the average radiation length
is changed by its uncertainty. Uncertainty due to material type is estimated
to be 0.6 MeV/c? per muon track. This leads to 1.1 MeV/c? uncertainty in
the T mass and 0.5 MeV /c? uncertainty in the ¢) mass. There is a 0.8 MeV /c?
variation in the observed ¢ mass, which is not understood, when the mass is
plotted as a function of the radiation length traversed. No statistically signif-
icant dependence (< 0.7 MeV /c?) on the total radiation length is observed in
the Y mass. These variations of 0.7 MeV/c? in My and 0.8 MeV/c? in M, are

taken as systematic uncertainties. Adding the uncertainties described above
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in quadrature, the total uncertainty is 1.5 MeV/c? in My and 1.0 MeV/c? in
M.

Kinematics: Variation of the p} and p#, distributions allowed by the data
and ph. cuts results in uncertainties of 0.4 MeV/c? and 0.1 MeV /c? in M~y and

My, respectively.

Momentum Resolution: Variation of the momentum resolution allowed by
the data results in uncertainties of 0.3 MeV/c? and 0.1 MeV/c? in My and

My, respectively.

Non-Prompt Production: About 20% of ¢)’s come from decays of B mesons,
which decay at some distance from the primary vertex. The measured 1) peak
may be shifted by the application of the beam constraint. The difference in
the 1) mass between a fit using the beam constraint and a fit using a constraint
that the two muons originate from the same vertex point is 0.3 MeV/c®. This

difference is taken as an uncertainty.

Misalignment: The CTC alignment eliminates most of the effects. The resid-

ual effects are measured by ¢ and W samples and are removed by corrections
as described in Section 3.2. The corrections and corresponding mass shifts on
M-~ are summarized in Table 3.7. The overall effects of 0.17 Me\//c2 in M~y

and less than 0.1 MeV/c? in My are taken as a systematic uncertainty.

Background: The backgrounds in the T and v mass peak regions are es-
timated by fitting the invariant mass distributions in the sideband regions
(regions away from the peaks) with quadratic, linear and exponential distrib-

utions. The backgrounds are included in the templates used to fit the masses.
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Source Correction Formula A M~
(MeV /c?)

B-field direction | |C] — |C[- (1 — 0.0017 - cotf - sin(¢y — 1.9)) | +0.01

#, dependence C — C —0.00031 - sin(¢y — 3.0) —0.24

cotd dependence cotf — 1.0004 - cotf +0.40

Total correction +0.17

Table 3.7: Systematic uncertainties in T and ¢ mass measurements.

By varying the background shape, M, changes by less than 0.1 MeV/c? and
My changes by 0.1 MeV /c?.

Time Variation: As shown in Figure 3.11, there is no indication of a time
variation in the measured mass over the data-taking period, even though the
resolution worsens due to high occupancy in the CTC at high instantaneous

luminosity during the latter portion of the data-taking period.

QED Radiative Effects: The Monte Carlo program includes final state QED
radiation from muons. The systematic uncertainties of 0.4 MeV/c? in M~y and
0.2 MeV/c? in M, represent missing diagrams such as two photon emission

and the interference between the initial and final state radiation.

Fitting Procedure, Window: Consistent results are found when fitting
windows are varied or much simpler fitting techniques are used, that is, com-
paring the mean M~y and M, and comparing the fit results with Gaussian plus

linear distributions between the data and the Monte Carlo simulation.
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Figure 3.11: Variation of the measured Y(1S) mass (Top) and width (Bottom)
as a function of time. The left side of the plot corresponds to January 1994
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3.8 Momentum Nonlinearity

The average pr for Z decay muons is about 4.5 GeV/c higher than
that for W decay muons. Since the momentum is calibrated with the Z mass,
any nonlinearity in the momentum measurement would translate into an in-
correct momentum scale for the W mass measurement. The momentum non-
linearity is studied using measured masses from a wide range of curvatures —
the CTC does not directly measure momentum, but curvature, which is pro-
portional to 1/py. The curvature ranges from 0.1 to 0.5 (GeV/c) ' in the J/¢
data, from 0.1 to 0.3 (GeV/c)™" in the T(1S) data, and 0.02 to 0.04 (GeV /c)™*
in the Z data. Figure 3.12 shows the ratio of the measured mass to the world-
average value as a function of the average curvature of two muons from these
data. The ratios are flat and all are well within statistical uncertainty of the
ratio from the Z data. Since the curvature difference 0.003 (GeV/c)™" between
the W and Z muons is much smaller than the range of curvature available in
the ¢, T, and Z data, the nonlinearity effect in extrapolating from the Z muon

momentum to the W muon momentum is estimated to be negligible.

3.9 Summary

The muon momentum scale is determined by normalizing the mea-
sured Z mass to the world-average mass. The scale in the data needs to be
corrected by a factor of 1.00084 £ 0.00106, the accuracy of which is limited
by the finite statistics in the Z peak. When the momentum scale is var-
ied over its uncertainty in the simulation, the measured W mass changes by
+85 MeV /c?. The scale is cross-checked by M,, and M~. The momentum reso-
lution, 6(1/pr) = (0.09140.004) x 1072 (GeV /c)™!, is measured from the width
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Figure 3.12: The ratio of the measured mass to the world-average value as a
function of the average curvature or inverse momentum for the Z, T, and v
data.
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of the Z — p"p~ peak in the same dataset. Lepton momenta in the Monte
Carlo events are smeared according to this resolution. When the momentum
resolution is varied over its uncertainty in the simulation, the measured W
mass changes by 20 MeV/c?. Systematic uncertainties due to the triggers
and the muon identification requirements are estimated to be 15 MeV/c* and

10 MeV /c?, respectively.



Section 4

Electron Measurement

This section begins with a description of the algorithm that asso-
ciates calorimeter tower responses with electron energy. It then describes
the CEM relative calibration procedure to correct for nonuniformity of the
calorimeter response and time dependence. We discuss the selection criteria

Te~ can-

to identify electrons and the criteria to select the W — evand Z — e
didates. The electron energy scale is set by adjusting the reconstructed mass
in Z — eTe” decays to the world-average value of the Z mass. The electron
resolution is measured from the width of the Z mass distribution. The electron
energy scale determined by using the E/p distribution is discussed. A small

calorimeter nonlinearity is observed, and a correction is applied to the electron

energy for the W mass measurement.

4.1 Electron Reconstruction

The scintillation light for each tower in the CEM is viewed by two
phototubes, viewing light collected on each azimuthal side. The geometric

mean of the two phototube charges, multiplied by an initial calibration, gives

49
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the tower energy. For electron candidates, the clustering algorithm finds a
CEM “seed” tower with transverse energy above 5 GeV. The seed tower and
the two adjacent towers in pseudorapidity form a cluster. One adjacent tower
is not included if it lies on the opposite side of the 