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Abstract

We have measured the pr distribution of top quarks that are pair produced
in pp collisions at /s = 1.8 TeV using a sample of #¢ decays in which we
observe a single high-pr charged lepton, a neutrino and four or more jets. We
use a likelihood technique that corrects for the experimental bias introduced
due to event reconstruction and detector resolution effects. The observed

distribution is in agreement with the Standard Model prediction. We use



these data to place limits on the production of high-pr top quarks suggested

in some models of anomalous top quark pair production.
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The existence of the top quark has now been established [1-3]. In the standard model,
the dominant mechanism for top quark production at the Fermilab Tevatron pp Collider
is quark-antiquark pair production. However, a number of theoretical investigations [4]
have concluded that alternative production mechanisms may play an important role in top
production at the Tevatron. In many cases, the kinematic distributions associated with top
quark pair production can be significantly modified, so measurement of these distributions
can be a sensitive probe of these non-Standard Model phenomena. In particular, many exotic
models predict sizeable enhancements in the cross section for the production of top quarks
having transverse momentum py > 200 GeV/c. This letter describes the first measurement
of the top quark pr distribution and provides limits on high-py top quark production.

In this analysis, we use a sample of ¢¢ candidates produced in pp collisions at /s =
1.8 TeV and detected with the Collider Detector at Fermilab (CDF). The integrated lu-
minosity of our data sample is 106 pb~!. In the Standard Model, the top quark decays
predominantly to a final state consisting of a W boson and a b quark. We consider those
tt final states where one of the resulting W bosons decays leptonically into either an e 7,
or i v, pair while the other W boson in the event decays hadronically. This final state and
its charge conjugate are known as the “lepton + jets” channel and provide a statistically
significant measurement of various ¢¢ kinematic distributions. We fully reconstruct the lep-
ton + jets events, identify the most likely parton configuration, and use the distribution of
reconstructed transverse momenta of the hadronically decaying top candidates as a measure
of the top quark pr distribution.

The Collider Detector at Fermilab is a multipurpose detector, equipped with a charged
particle spectrometer incorporating a 1.4 T magnetic field and a finely segmented calorime-
ter. As particles move outwards from the interaction region, they encounter different detector
subsystems that are described in detail elsewhere [5]. Closest to the beam pipe is a silicon
vertex detector (SVX). The SVX allows for precise track reconstruction in the transverse
plane, and allows for reconstruction of secondary vertices from heavy flavor decays. The mo-

menta of charged particles are measured outside the SVX in an 84-layer drift chamber that
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extends to a radius of 1.3 m. Outside the tracking system, electromagnetic and hadronic
calorimeters in the pseudorapidity [6] region |n| < 4.2 are used to identify jets and electron
candidates. The calorimeters also provide a measurement of the missing transverse energy
[7], Er, which can be related to the net transverse energy associated with neutrinos in the
final state. In the region |n| < 1.0 outside the calorimeters, drift chambers provide muon
identification. A three-level trigger selects in real time the electron and muon candidates
used in this analysis [1]. To improve ¢t detection efficiency, triggers based on Fr are added
to the lepton triggers used to collect the first evidence for top quark production.

Two methods are used to identify the bottom hadrons that are produced in top quark
decay [2]. The first method, known as SECVTX tagging, relies on identifying secondary
vertices arising from the bottom hadron decay by finding two or three tracks that form a
vertex displaced from the primary pp collision point. The second method, known as soft
lepton tagging or SLT, utilizes additional electrons or muons of typically lower py than
leptons originating from W decay, that result from the semileptonic decay of a heavy quark.

The data samples for this analysis are subsets of inclusive lepton events that contain an
isolated electron with Er > 20 GeV or an isolated muon with pr > 20 GeV/c. After the
removal of Z boson candidates by rejecting events with two opposite-sign candidate leptons
with invariant mass between 75 and 105 GeV/c?, an inclusive W data sample is made by
requiring B > 20 GeV. We further require that there be at least three jets in the event
satisfying the “tight” selection requirements Ep > 15 GeV and |n| < 2.0. This results in a
sample of 324 events. In order to ensure that the kinematics of the event are constrained
by the measured jet energies, we demand that there be a fourth jet in the event, satisfying
the less stringent requirements Er > 8 GeV and |n| < 2.4. Finally, to increase the signal
significance, we demand that either the lowest Er jet satisfy the tight jet cuts or that at least
one jet be tagged by either the SECVTX or SLT algorithm. Eighty-three events pass these
selection criteria. Twenty of these events contain jets tagged by the SECVTX algorithm,
and fourteen of the remaining sixty-three candidates have an SLT tag.

In order to reconstruct the events, we employ a kinematic fit similar to that used in the



measurement of the top quark mass [8]. As opposed to using this fit to measure the top quark
mass, we constrain the top quark mass to 175 GeV/c?, a value close to the world average
measurement of this quantity [9]. We assume that the four highest E7p jets correspond to
the quarks produced in the decay of the ¢t system. Event reconstruction is complicated by
the fact that, in the absence of any b-tagging information, there are 12 different ways to
assign these four jets to the four partons of interest. The fit proceeds by varying the input
jet energies within their uncertainties. The jet energies used as input to the fit are corrected
for calorimeter response, contributions from the underlying events, and particles missed by
the jet clustering algorithm. An additional correction is applied to jets assigned to b quarks
in the fit to account for differences between the production and decay properties of heavy
and light quarks [10].

We reject events having x? > 10 in this three-constraint kinematic fit, leaving 61 events
in the data sample. We estimate using a Monte Carlo calculation that after this cut is
applied the fraction of ¢ events for which the correct jet-parton assignment is made is
approximately 30% for events possessing no b-tags, 40% for events possessing a single b-
tagged jet and 60% for events possessing two b-tagged jets. In events for which the incorrect
jet-parton assignment is made, there exists only a weak correlation between the measured
and true pr. In Fig. 1 the distribution of measured momenta in HERWIG [11] Monte Carlo
samples for top quarks having true py’s in four different ranges between 0 and 300 GeV/c
is depicted. The Monte Carlo calculation that is used to construct these curves, which we
shall refer to as our “response functions”, includes a simulation of the effects introduced
by our reconstruction algorithm and the resolution of the CDF detector. There is a strong
correlation between the measured pr’s for the top and anti-top quarks in a given event.
Because of this correlation, we perform our measurement of the pr spectrum using only the
fully-reconstructed hadronic top quark decay candidates.

The estimate of the background level in the candidate sample is based on the calcula-
tion performed in our measurement of the ¢¢ production cross section [12]. We correct for

differences in the selection criteria between the cross section measurement and the present



analysis. The estimated background contribution is 31.9 4= 4.6 events. Events arising from
W +jets production are estimated to make up approximately 70% of this background esti-
mate while 20% is expected to originate from QCD multijet production where one jet is
misidentified as a lepton [10]. The remaining background comes from a variety of smaller
sources such as single top and Z+jets production. We estimate the shape of the background
pr distribution, V(pr), using a VECBOS Monte Carlo calculation. The VECBOS program
[13] is a leading-order matrix element calculation for W+jets production. We show the es-
timated background distribution in Fig. 2. We have verified, using data samples expected
to be enriched in non-W+ jets background, that the VECBOS distribution is an acceptable
model for all of the significant backgrounds in our data sample.

The distribution of measured p; for the 61 events is shown in Fig. 2. To correct
for the pr bias due to the reconstruction and resolution effects illustrated in Fig. 1, we
use an unsmearing procedure appropriate for small data samples. This procedure extracts
the fraction of top quarks that are produced in each of four py bins of width 75 GeV/c,
spanning the range between 0 and 300 GeV/c. We perform an unbinned likelihood fit
to the measured pr distribution, using a superposition of our response functions and the
background template. The logarithm of the likelihood function that we maximize is

}_(B—Mb)Q.

20 ()

In[£] = ndZ {hl [%bif((l — B)R;T;(py)) + BV (pr) (1)

i=1 j=1

In this equation, R; is the fitted fraction of top quarks produced in true bin j, while the
T (pr) are the response functions for the ¢¢ signal and V'(pr) is the background template. The
fit parameter B is the fitted background fraction and py,+0(pp) is the estimated background
fraction. We separate the data into two “tagging subsamples”, one of which consists of the
subset of events with one or more b tags, the other consisting of those events with no
b tags. We fit the subsamples with and without b tags by using forms for the response
functions, Tj(pr), appropriate for the subsample under consideration. This accounts for
minor differences in pr resolution between events possessing one or more b tags and those

in the untagged sample. Due to the strong overlap between the signal and background
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distributions, the effect of incorporating the Gaussian constraint on B is to propagate the
background uncertainties into the statistical uncertainty on the R;.

The response functions T;(pr) depend on the form of the true py distribution within each
pr bin. Thus, we employ an iterative technique that interpolates the true py distribution
across a given bin based upon the current R; parameter values. The fit then uses the results
of the previous iteration to construct new response functions. A linear variation within each
bin is assumed, and we constrain the true pr spectrum to go to zero for pr = 0.

We correct the resulting R; fit values for the fact that the ¢ acceptance is a function of
top quark pr. The relative acceptance in each bin of true py is measured using our Monte
Carlo calculation and detector simulation. Normalizing the acceptance in the lowest bin of
true pr to 1, the relative acceptance in the subsequent three pr binsis 1.164+0.01, 1.344+0.02
and 1.24 £ 0.04, where the uncertainties are statistical only.

An important systematic uncertainty in our measurement is associated with the effect
of varying the shape of the true py distribution within each bin. We estimate the system-
atic uncertainty arising from this source by measuring the residual bias that remains after
the unsmearing is performed. This quantity is estimated by comparing the means of the
outcomes of a large number of Monte Carlo “pseudo-experiments” with the expected values
for the four R;’s, making various assumptions for the true pr distribution. We have con-
sidered a variety of different true pr distributions, including distributions whose forms were
inspired by Ref. [4]. The largest bias observed for each R; is taken as a symmetric systematic
uncertainty for this parameter. The results of this calculation are shown in Table I.

We estimate the remaining systematic uncertainties, also presented in Table I, using a
similar procedure, but where both the response functions and the Monte Carlo pseudo-
experiments are generated by assuming the Standard Model py distribution. Since we
constrain the top quark mass to 175 GeV/c?, we vary the top quark mass between 170
and 180 GeV [9] and take the largest variation in the means of the R; for our pseudo-
experiments as a systematic uncertainty. Similarly, we estimate the contribution of initial

and final state radiation by varying the level of QCD radiation in the PYTHIA Monte Carlo
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simulation [14] of Standard Model ¢t production. We estimate the systematic uncertainty
due to our modeling of the background by varying the Q? scale in the VECBOS W+ jets
Monte Carlo calculation from Mg, to (pr)?. Finally, we measure a systematic uncertainty in
the acceptance corrections by computing the change in relative acceptance induced by varia-
tion of each of the systematic effects detailed above. For each systematic effect, we combine
the uncertainties due to changes in the response functions and those due to changes in the
relative acceptance corrections by adding the individual uncertainties linearly.

The resulting values for the four R; are compared to the Standard Model prediction in
Table II. We also show the result for R; + Ry, the fraction of top quarks that are produced
with pr < 150 GeV/c (due to a strong negative correlation between the fitted values of R;
and Ry, the fractional uncertainty in this result is much smaller than it is for the individual
estimates for Ry and Rs). The Standard Model predictions are calculated using the HER-
wIG Monte Carlo generator and the MRSDO0’ parton distribution functions [15]. We have
also performed a Kolmogorov-Smirnov test for compatibility between the Standard Model
prediction and the reconstructed pr distribution depicted in Fig. 2. Assuming our default
Monte Carlo calculation to be correct, the probability to observe a difference between the
two distributions as large as the one that is measured is calculated to be 5.0%. This proba-
bility varies between 1.0% and 9.4% when the background level and each of the systematic
effects are varied by one standard deviation in our model.

We have also calculated a 95% confidence level upper limit on R, by combining the
statistical and systematic uncertainties using a convolution of the likelihood function for R,
with a Gaussian distribution, GG, that represents the systematic uncertainties. The Gaussian
distribution G has a mean value of R, and a width equal to the systematic uncertainty in

R,. The result of this calculation is
Ry < 0.16 at 95% C.L. (2)

This limit has been calculated using the same iterative technique that was used to estimate

the four R;’s from the data. This methodology has been shown to produce unbiased results
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for a wide variety of signal distributions, including those predicted by a number of models
[4] of top quark production [16].

We have also searched for top quark production with true py > 300 GeV/c by modifying
our final response function to incorporate a possible high p;r component and subsequently
recalculating our upper limit. Since the largest limit is obtained by assuming no high pr
component, we conclude that our upper limit can be extended into a conservative upper
limit on the fraction of top quarks produced with pr in the range 225 to 425 GeV/c. Above
this pr value, we find our relative acceptance for top quarks to begin to fall, reducing to
50% of the acceptance at 225 GeV /c for top quarks produced with pr = 500 GeV /c.

In summary, we have made the first measurement of the top quark pr distribution.
The results are presented in Table II. We have used a likelihood technique to correct for
biases introduced due to reconstruction and resolution effects. We have also computed
a 95% confidence level upper limit on the fraction of top quarks that are produced with
225 < pp < 425 GeV/c, and find that Ry < 0.16 at 95% C.L.
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TABLES

TABLE I. A summary of the systematic uncertainties. The magnitudes of these uncertainties

have been estimated using the means of each measured variable in Monte Carlo pseudo-experiments.

These uncertainties have not been scaled by the acceptance correction.

Systematic Effect Ry ORy 0R;3 0R, d(R1 + Ro)
Top Quark Mass * 0008 008 0000 00t * 0020
Initial State Radiation 40.021 40.012 +0.011 +0.009 +0.011
Final State Radiation +0.037 40.022 +0.009 40.005 +0.015
Jet Energy Scale * 0020 003 0000 Ryt 0023
Background Model +0.025 +0.008 £0.008 +0.010 £0.017
Shape of p; Spectrum +0.037 +0.027 +0.051 +0.021 +0.045

TABLE II. The results of our measurement of the top quark pp distribution. The Standard

Model expectation is generated using the HERWIG Monte Carlo program.

pr Bin Parameter Measurement Standard Model Expectation
0 <pr <75 GeV/c Ry 0.217022(stat) 5 8 (syst) 0.41
75 < pr < 150 GeV/c Ry 0.451023 (stat) 002 (syst) 0.43
150 < pr < 225 GeV/c R3 0.347013 (stat) 0oL (syst) 0.13
225 < pr < 300 GeV/c Ry 0.00075:031 (stat) T0-02% (syst) 0.025
0<pr<150 GeV/c Ry +Ry  0.667017(stat)t] l(syst) 0.84
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FIGURES

FIG. 1. The reconstructed pr distribution in each of four true pr bins for Monte Carlo tt
events. These curves include a simulation of the resolution effects introduced by our reconstruction
algorithm and the resolution of the CDF detector. The true pr distribution within each bin is the

HERWIG prediction. This plot includes only the hadronically-decaying top quarks.
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FIG. 2. The measured pr distribution for the hadronically-decaying top quarks in the 61 event
sample. The hatched distribution is the estimated background distribution, normalized to the

estimated number of background events. The dashed distribution is the Standard Model prediction,

normalized to the observed number of candidate events.
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