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The average Bottom-hadron and individual B+, B0, and B0
s meson lifetimes have been determined

using decays with a J= ! �+�� in the �nal state. The data sample consists of 110 pb�1 of
pp collisions at

p
s = 1:8 TeV collected by the CDF detector at the Fermilab Tevatron collider

during 1992-1995. For the average lifetime of B-hadrons decaying into J= +X, we obtain h�bi =
1:533�0:015(stat) +0:035

�0:031 (syst) ps. For theB
+ andB0 meson lifetimes, we determine � (B+) = 1:68�

0:07 (stat)� 0:02 (syst) ps, � (B0) = 1:58 � 0:09 (stat)� 0:02 (syst) ps, and �(B+)=� (B0) = 1:06 �
0:07(stat) � 0:02 (syst). For the B0

s meson lifetime, we �nd �(B0
s) = 1:34+0:23

�0:19 (stat)� 0:05 (syst)ps.

PACS numbers:13.25.Hw , 14.40.Nd
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I. INTRODUCTION

The precise determination of the speci�c B lifetimes

is important for the determination of elements of the

Cabibbo-Kobayashi-Maskawamatrix. Furthermore mea-

surements of the lifetimes of B-hadrons probe decay

mechanisms beyond the simple spectator quark decay

model. Lifetime di�erences can arise from unequal ampli-

tudes for the annihilation and W -exchange diagrams, as

well as from �nal state Pauli interference e�ects. These

mechanisms play an important role in the observed fac-

tor of 2.5 in the lifetime di�erence between the D+ and

D0 mesons [1]. The lifetime di�erence between the B+

and B0 is expected to be much smaller, on the order of

5-20% [2{4] due to the heavier b-quark mass. The B0

and B0
s meson lifetimes are expected to be nearly iden-

tical. The observed value of the �b-baryon lifetime [5] is

unexpectedly short.

CDF [6{9] and several e+e� experiments have mea-

sured the average B-hadron lifetime [10] and the indi-

vidual B+, B0 [11], and B0
s [12] meson lifetimes. The

measurement precision [13] is now approaching the 5%

level. This begins to test the lifetime hierarchy predic-

tions of di�erent theoretical models.

In this paper, we report measurements of the average

B-hadron and individual B+, B0, and B0
s meson lifetimes

using events containing a J= ! �+�� decay in the �-

nal state. The data sample consists of � 110 pb�1 of p�p

collisions at
p
s = 1:8 TeV collected by the CDF detec-

tor at the Fermilab Tevatron collider during 1992-1995

(Run 1). Of this, approximately 20 pb�1 were collect-

ed during the 1992-1993 running period (Run 1A), and

approximately 90 pb�1 were collected during the 1994-

1995 running period (Run 1B). Partially reconstructed

B ! J= X events were used for the average B-hadron

lifetime. For the B+ and B0 meson lifetimes, fully re-

constructed B ! 	K decays were identi�ed, where B =

B+ or B0, 	 = J= or  (2S), and K = K+, K�(892)+,

K0
S, or K

�(892)0. For the B0
s meson lifetime [14], the

exclusive decay mode B0
s ! J= �, � ! K+K�, was

reconstructed.

We have organized this paper as follows. First, in Sec-

tion II we brie
y describe the components of the CDF

detector relevant to the analyses presented in this paper.

In Section III, we describe the data collection and event

selection procedures. Section IV covers the reconstruc-

tion of exclusive B decays. Sections V and VI describe

the determination of the primary interaction vertex and

the variables used to extract the lifetime. We present the

measurement of the average B-hadron lifetime in Section

VII. This is followed by the determination of the individ-

ual B+ and B0 meson lifetimes in Section VIII and the

B0
s lifetime in Section IX. In Section X, we summarize

our results.
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II. THE CDF DETECTOR

The CDF detector is described in [15]. A schematic

drawing of one quarter section of CDF is shown in Fig. 1.

The polar angle � in cylindrical coordinates is measured

from the proton beam axis (z-axis), and the azimuthal

angle � from the plane of the Tevatron. Throughout this

paper `transverse plane' refers to the plane normal to

the proton beam (r-�-plane). The detector components

most relevant to the measurements reported in this paper

are the muon chambers and the charged particle tracking

system.

The tracking system consists of three detectors in a

1.4 T magnetic �eld generated by a superconducting

solenoid of length 4.8 m and radius 1.5 m. The inner-

most tracking device is a silicon microstrip vertex detec-

tor (SVX) [16], which provides spatial measurements in

the r-� plane. The SVX active region is 51 cm long and

consists of two cylindrical barrels, separated by a gap of

2.15 cm at the center of the detector. The p�p collision ver-

tices are Gaussian-distributed along the beamline with

� � 30 cm (see Section V), therefore only about 60% of

all J= ! �+�� events have both muon tracks recon-

structed in the SVX. Each barrel consists of four layers

of silicon strip detectors with 60 �m pitch between read-

out strips for the three inner layers and 55 �m pitch for

the fourth layer. The layers are located at radii between

3.0 and 7.9 cm from the beam line. The impact param-

eter resolution of the SVX is �D(pT ) = (13+ 40=pT ) �m

[16], where pT is the transverse momentum of the track

in GeV/c. The track impact parameter D is de�ned as

the as the distance of closest approach of the track helix

to the beam axis measured in the plane perpendicular to

the beam.

Outside the SVX is a set of time projection cham-

bers (VTX) which measure the position of the primary

interaction vertex along the z-axis. The central track-

ing chamber (CTC) is a 3m long cylindrical drift cham-

ber with inner and outer radii of 0.3 and 1.3 m and

covering the pseudorapidity interval j�j < 1:1, where

� = � ln(tan(�=2)). The CTC contains 84 layers grouped

into nine alternating super-layers of axial (12 layers each)

and stereo wires (6 layers each). Combined, the CTC

and SVX provide a transverse momentum resolution of

�pT =pT � p
(0:9pT )2 + (6:6)2 � 10�3, where pT is in

GeV/c.

The central muon system consisting of three compo-

nents (CMU,CMP and CMX) is capable of detecting

muons with pT � 1:4 GeV/c in the pseudorapidity in-

terval j�j < 1:0. The CMU system covers the region

j�j < 0:6 and consists of 4 layers of planar drift cham-

bers outside the hadron calorimeter allowing the recon-

struction of track segments for particles penetrating the

5 absorption lengths of material (at normal incidence).

Outside the CMU there is an additional absorber of 60

cm of steel followed by 4 layers of drift chambers (CM-
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P). Finally the CMX system extends the coverage up to

pseudorapidity j�j < 1:0.

III. J= TRIGGER AND SELECTION

Approximately 18% of the J= mesons and 23% of the

 (2S) mesons produced in pp collisions at
p
s = 1:8 TeV

come from the decay of B-hadrons [18]. The remainder

are either directly produced or come from the decay of

directly produced higher mass charmonium states.

In this Section, we describe the data sample and selec-

tion cuts common to the lifetime analyses described in

this paper. CDF uses a three-level trigger system. The

�rst two levels are hardware triggers, and Level 3 is a

software trigger based on a version of the o�ine recon-

struction code optimized for computational speed.

At Level 1, the relevant trigger for the analyses in this

paper required the presence of two charged tracks in the

central muon chambers (CMU and CMX). At Level 2

there were two di�erent triggers which contributed to the

sample.

1. At least one of the muon tracks had to match a

track in the CTC found with the Central Fast Track

(CFT) processor [19]. The e�ciency of �nding a

track in the 3 GeV/c CFT-bin rose from 50% at

2.6 GeV/c to 94% for pT > 3:1 GeV/c.

2. An additional Level 2 trigger was introduced in Run

1B which required both muon tracks to be matched

to a CFT track. In this case the Level 2 CFT trig-

ger threshold was lowered. The 50% e�ciency point

was at 1.95 GeV/c for the 2 GeV/c CFT-bin reach-

ing the plateau at 2.3 GeV/c.

Finally, the Level 3 software trigger required the p-

resence of two oppositely charged muon candidates with

invariant mass between 2.8 and 3.4 GeV/c2.

Background events in the dimuon sample collected

with these triggers are suppressed by applying additional

muon selection cuts. First, the separation between the

track in the muon chamber and the extrapolated CTC

track was calculated in both the transverse and longitu-

dinal planes. In each view, the di�erence was required to

be less than 3.0 standard deviations (�) from zero, where

� was the sum in quadrature of the multiple Coulomb s-

cattering and measurement errors. Secondly, the energy

deposited in the hadronic calorimeter by each muon was

required to be greater than 0.5 GeV, the smallest energy

expected to be deposited from a minimum ionizing par-

ticle. Finally, runs with known hardware problems were

removed.

For optimal vertex resolution both tracks were required

to be reconstructed in the SVX detector. The invariant

mass distribution of pairs of oppositely charged muons

is shown in Fig. 2. The invariant mass was calculated

after constraining the two muon tracks to come from a

common point in space ("vertex constraint") to improve

the mass resolution. The resulting width of the J= mass

5



peak was 16 MeV/c2. The observed width is dominated

by the mass resolution of the tracking detectors since the

intrinsic width of the J= is very narrow (87� 5 KeV/c2

[20]). Using a mass window of � 50 MeV/c2 around the

J= mass [20] we observe a signal of 243,000� 540 J= 

events over a background of 34,000� 130 events. About

19% of the J= candidates were collected during Run 1A.

For the B+ and B0 reconstruction, �nal states having

either a J= or  (2S) were included. The  (2S) candi-

dates were reconstructed from the decay  (2S) ! J= 

�+�� by combining J= ! �+�� events with two addi-

tional, oppositely charged tracks. When calculating the

invariant mass, each of these two additional tracks was

assigned the charged pion mass, and the invariant mass of

the two pions was required to be less than 600 MeV/c2.

The two muons from the J= and the two pion tracks

were required to come from a common vertex. Events

in which the transverse momentum of the four track sys-

tem was less than 3 GeV/c were rejected. The  (2S)

candidates were required to be within �0.02 GeV/c2 of

the world average  (2S) mass of 3.686 GeV/c2 [20]. We

found 3577 � 97  (2S) candidates passing these require-

ments. The invariant mass distribution of  (2S) candi-

dates is shown in Fig. 3 .

IV. EXCLUSIVE B RECONSTRUCTION

In this Section we will describe the reconstruction of

the exclusive B+, B0 and B0
s decays.

A. Reconstruction of B+ and B0 Decays

B+ mesons were reconstructed in the decay modes J= 

K+, J= K�(892)+,  (2S) K+, and  (2S) K�(892)+.

B0 mesons were reconstructed in the decay modes

J= K0
s , J= K

�(892)0,  (2S) K0
s , and  (2S) K

�(892)0.

The kaons were reconstructed using the decay channel-

s K0
s ! �+��, K�(892)0 ! K+��, and K�(892)+ !

K0
s�

+. Here and throughout this paper �+ and K+ refer

to a charged track that was assigned the charged pion or

kaon mass respectively when combined with other tracks.

Upon the reconstruction of a J= or  (2S) candidate,

a search for K0
s ! �+�� candidates was initiated by

considering all pairs of oppositely charged tracks not al-

ready assigned to the J= or  (2S) candidate. Both

tracks were assumed to be charged pions, and the tracks

were constrained to come from a common vertex. Since

the proper decay length of the K0
s is 2.6762 cm [20], it

can be tagged by requiring a displaced vertex. The ab-

solute value of the impact parameter with respect to the

beam position of both pions was required to be larger

than 2�, where �2 = �2m + �2b , �m was the measurement

uncertainty, and �b was the beam spot size (see Section

V). The reconstructed K0
s was required to have a pos-

itive decay length with respect to the J= vertex. The

minimum distance between its 
ight path and the J= 

vertex was required to be less than 2 mm in the plane

transverse to the proton beam. Finally, track pairs with
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invariant mass within �20 MeV/c2 of the world aver-

age value of 497.672 MeV/c2 [20] were considered K0
s

candidates. The invariant mass distribution of K0
s can-

didates is shown in Fig. 4. We found 42,600 candidates

in the J= sample. To reconstruct the K�(892)+, K0
s

candidates were paired with an additional track assumed

to be a charged pion. Tracks from the K0
s were both

mass and vertex constrained. The K0
s �

+ combinations

were required to be within �80 MeV/c2 of the average

K�(892)+ mass of 891.59 MeV/c2 [20]. A relatively wide

mass window was necessary because the natural width of

the K�(892)+ is about 50 MeV/c2 [20].

J= or  (2S) candidates were combined with kaon

candidates to form B+ and B0 candidates. In all cas-

es the invariant mass of the �+�� pair was constrained

to the J= mass (mass constraint)  (2S) were and the

J= �+�� invariant mass was constrained to the  (2S)

mass. Since the intrinsic widths of the J= and  (2S)

are signi�cantly less than our experimental resolutions

on the invariant masses, a mass constraint improved the

resolution on the track parameters. For the J= K+ and

 (2S) K+ modes, the additional track was assigned the

charged kaon mass, and the three or �ve track combina-

tion was vertex constrained. For the J= K0
s ,  (2S) K

0
s ,

J= K�(892)+, and  (2S) K�(892)+ modes, tracks from

the Ko
s were both mass and vertex constrained with the

requirement that the K0
s pointed to the B vertex. For

modes with a K�(892)0, a search was conducted for t-

wo oppositely charged tracks to combine with a J= or

 (2S) candidate. The tracks were assumed to be a K�

combination and all tracks were vertex constrained. The

transverse momenta of the charged kaon and pion were

required to be greater than 1.0 and 0.5 GeV/c, respec-

tively. The mass window for K�(892)0 acceptance was

�80 MeV/c2 about the world average value.

Since the B candidate selection process involved

searching over all possible tracks, the possibility exist-

ed that more than one B candidate per J= or  (2S)

passed the constraints stated above. Since using overlap-

ping candidates would bias the decay length distribution,

only one of these candidates was used in the lifetime cal-

culation. The duplicate removal process occurred in two

steps. The �rst involved �ltering candidates whose only

di�erence was the assignment of charged kaon and pion

masses to the two-track reconstruction of the K�(892)0.

Since the �t �2 probabilities of the K� and �K mass

assignments were equal, the K�(892)0 candidate closest

to the world average mass value was chosen. The second

step was to choose the B candidate having the highest �2

probability for �tting N tracks to a common vertex. Re-

al B mesons should usually return a higher quality �tted

secondary vertex than background events.

To reduce the statistical uncertainty on the back-

ground subtracted signal, we required that the pT of the

B be greater than 6 GeV/c and that the pT of the K be

greater than 1.25 GeV/c.
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The distributions of the mass di�erence between the

world average B-mass of 5.279 GeV/c2 [20] and the re-

constructed mass are shown in Fig. 5 and 6 for the

charged and neutral B mesons respectively. The upper

and lower plots respectively are with and without a 100

�m cut on the proper decay length. Although not used

in the lifetime analysis, this requirement illustrates that

the background is concentrated at short lifetime values

and the enrichment of signal events at large proper decay

length values.

B. Reconstruction of the Decay B0
s ! J= �.

The B0
s candidates were reconstructed in the decay

chain B0
s ! J= �, with J= ! �+�� and �! K+K�.

The method of reconstructing the decay B0
s ! J= � has

been described in detail elsewhere [21]. A brief descrip-

tion is given below.

Once a J= was found, we searched for � ! K+K�

candidates by selecting oppositely charged track pairs

that were not muons and reconstructing their invariant

mass while assigning each track the mass of a kaon. If

this candidate � mass lay within � 0.01 GeV/c2 of the

world average � mass of 1.01943 GeV/c2 [20], then the

invariant mass of all four tracks was calculated while con-

straining them to come from a common vertex and mass

constraining the invariant mass of the muon pair to the

J= mass.

To improve the signal-to-background ratio, we required

that the �2 probability of the constrained �t was greater

than 1% and that the transverse momenta of the � and

B0
s were greater than 2.0 GeV/c and 6.0 GeV/c, respec-

tively.

The J= � invariant mass spectrum is shown in Fig. 7.

A typical uncertainty on the candidate B0
s reconstructed

invariant mass was 0.01 GeV/c2. A �t to a Gaussian plus

a second order polynomial background is superimposed.

A signal of 58�12 events is observed.

V. THE PRIMARY INTERACTION VERTEX

The lifetimes reported here were determined by mea-

suring the distance between the primary p�p interaction

and the secondary decay vertex in the transverse plane.

All the measurements described in this paper used the

average beam position as an estimate of the primary ver-

tex. This was calculated o�ine for each data acquisition

run. We chose not to measure the primary vertex event-

by-event because the presence of a second b-quark in the

event coupled with the low multiplicity in the J= events

can lead to a systematic bias in the lifetime. This tech-

nique would not improve the statistical uncertainty of the

measurements. In the following we describe some of the

beam properties.

The distribution of primary vertices in z is shown in

Fig. 8. The interaction probability as a function of z

was approximately a Gaussian function with a sigma of

� 30 cm. Near the interaction region, the beams fol-
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low a straight line but could have an o�set and slope

with respect to the z-axis of the tracking detectors. The

pro�le of the beam for a typical data acquisition run is

shown in Fig. 9. Plotted is the deviation of reconstructed

primary vertices in the transverse plane from the calcu-

lated average beam position. To ensure that the spread

of the beam and not the resolution of the vertex �t is

the dominant contribution to the width of the observed

distribution, we used only vertices with high track multi-

plicity. In addition only tracks with 4 associated clusters

in the SVX were used in the vertex �t. The upper two

plots show the 2-dimensional distribution of the beam

spot for a typical data acquisition run during the 1994-

95 running period. The lower two plots show the x and y

projections, respectively, with a �t to a Gaussian distri-

bution superimposed. The beam was roughly Gaussian

and circular with a � of 23 �m in x and 22 �m in y for

this particular data acquisition run.

These values are averaged over the z-range covered by

the two SVX modules and over the run. One expects the

� of the beam to vary weakly in z as [22]

�(z) =
p
��� � (1 + ((z � z0)=��)2); (5.1)

where � is the transverse emittance, �� is the amplitude

function at the interaction point, and z0 the z position of

the minimum. The variation of the x and y projections of

the beam width with z for a typical data acquisition run

is shown in Fig. 10. We observed that the width varied

by approximately 20% over the length of the SVX. Table

I summarizes the results of �tting function (5.1) to the

points for one data acquisition run. This set of parame-

ters was typical for the 94-95 running period. The values

agree well with the estimates of the Fermilab accelerator

division [23].

We also analyzed how the position of the beam varied

in time during a data acquisition run. We observed that

the beam was very stable in time, rarely moving by more

than a few microns during a data acquisition run, result-

ing in a very small contribution to the variation of the

primary vertex position.

VI. THE TRANSVERSE DECAY LENGTH LXY

In this section, we describe the quantities used to mea-

sure the lifetime. First, we describe the variables used for

the exclusive B-lifetime measurement. Then, we discuss

the inclusive case where the momentum of the B is not

completely reconstructed and where the J= vertex is

used as an estimate for the B-vertex.

The de�nition of the transverse decay length Lxy is

shown in Fig. 11. The vector ~X points from the primary

vertex ~xprim to the secondary vertex ~xB in the plane

normal to the incoming p beam:

~X = ~xB � ~xprim: (6.1)

For the primary vertex, we used the calculated beam po-

sition. To estimate ~xB , we did a vertex �t to the tracks
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emanating from the decay of the B-meson, constraining

the tracks to come from a common vertex. The trans-

verse decay length Lxy was then de�ned as the projection

of this vector onto the momentum of the B:

LBxy =
~X � ~pBT
j ~pBT j

: (6.2)

Lxy is a signed variable, that is, it is negative for the con-

�guration where the particle seems to decay before the

point where it was produced. For a zero-lifetime sample,

one expects a Gaussian distribution peaked at Lxy = 0.

Experimental tests of this expectation are discussed in

Section VII E. For the exclusive decays, the proper de-

cay length was

�B =
LBxy
(�
)BT

= LBxy �
MB

pBT
; (6.3)

where (�
)BT is the Lorentz factor times sin �. For the un-

certainty of the transverse decay length, the only relevant

contributions came from the uncertainties on the primary

and secondary vertex coordinates. Contributions arising

from the transverse momentum uncertainties were negli-

gible. For a circular beam spot, the experimental uncer-

tainty in Lxy is

�2Lxy =
1�
pBT
�2 (6.4)

� �(�xvPBx )2 + 2�2xyvP
B
x P

B
y + (�yvP

B
y )

2

+(�pP
B
x )

2 + (�pP
B
y )

2
�

where

�2xv, �
2
yv , �

2
xyv = covariance matrix elements

of the secondary vertex �t,
�p = sigma of the primary vertex

(beam spot),
pBT = transverse momentum of B-meson,

and
PBx , P

B
y = x, y components of B momentum.

In the case of the inclusive lifetime measurement, a �t

to the two muons from the J= decay allowed for a good

estimate of the B-meson vertex. Since the J= lifetime

is much smaller than our detector resolution, its vertex

is virtually identical to the B-vertex. From Monte Carlo

simulations we estimated that for a J= in our sample

the average angle between the J= momentum and the

B-hadron momentum was 7.6 degrees and on average the

J= carried more than 70% of the B momentum. There-

fore, for the inclusive lifetime measurement, the trans-

verse decay length of the B-hadron was approximated

by

L xy =
~X � ~p T
j ~p T j

: (6.5)

Since we only partially reconstructed the B, we had

to correct for the missing momentum in determining the

proper decay length. As a �rst approximation to �B , we

used the relativistic quantity (�
) T of the J= , giving

� =
L xy

(�
) T
= L xy �

M 

p T
: (6.6)

The distribution of the calculated uncertainty in L xy

for J= events is shown in Fig. 12. The mean uncer-

tainty on L xy was 55 �m, which meant that for J= 

events the contribution from the secondary vertex dom-

inated the uncertainty compared to the primary vertex
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(�p � 23�m) contribution. We found that there was no

correlation between Lxy uncertainty and Lxy magnitude.

We applied a correction factor F (p T ) parametrized as a

function of the transverse J= momentum p T to connect

� and �B ,

F (p T ) =
(�
)BT

(�
) T
=
� 
�B

: (6.7)

The Monte Carlo procedure to obtain the average cor-

rection factor is described in Section VIIB. With this

de�nition of hF (p T )i, the variable `pseudo proper decay

length' (�) was de�ned as

� =
� 

hF (p T )i
= L xy �

M 

p T hF (p T )i
: (6.8)

VII. MEASUREMENT OF THE AVERAGE

LIFETIME

The average B-hadron lifetime measurement used a

subset of the J= data sample described in Section III.

Only the Run 1B data sample and only J= candidates

selected by the level 2 trigger requiring both muons to

be matched to a CFT track were used, leaving 167,000

candidates. As we show later, the precision of this mea-

surement is limited by systematics, so including the ad-

ditional 31% of data would not improve the result.

The steps in measuring the B lifetime from the inclu-

sive J= sample were:

� Measure the 2-dimensional decay length Lxy for the

J= meson sample.

� Correct the measured Lxy of the J= mesons for

the di�erence between the (�
) T of the J= mesons

and the (�
)BT of the B hadron. The distribution

of this corrected decay distance, which closely ap-

proximates the proper decay length distribution of

the B mesons, was called the pseudo proper decay

length (�) distribution.

� Measure the � distribution of the background under

the J= by studying the �+�� mass sidebands of

the J= .

� Fit the � distribution to the sum of background, di-

rect (zero-lifetime) and B decay (non-zero lifetime)

contributions and extract the lifetime.

We describe each of these steps in more detail below.

A. Track and Vertex Selection

More than 80% of the J= sample consisted of prompt

J= mesons. When extracting the lifetime we assumed

Gaussian resolution. Any non-Gaussian component that

we have not taken into account in the �t could bias the

lifetime measurement. To make sure that the vertex was

well measured, to reduce non-Gaussian tails and to have

good understanding of the � of the vertex �t we applied

strict track and vertex quality cuts. In addition to the

cuts described in Section III, the following cuts were ap-

plied:
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1. Both muons were required to have associated clus-

ters in all four layers of the SVX.

2. For the SVX track �t (4 degrees of freedom), we

required �2/DoF< 5.

3. For the calculated uncertainty on the decay length

we required: �Lxy < 150�m.

4. For the vertex �t we required �2V ertex < 12.

In addition, we required p T > 4 GeV/c to reduce the

overall uncertainty of the measurement. This reduced the

statistics but also reduced the systematic uncertainties

which dominated the precision of this measurement.

The reduction in systematic uncertainty came from

several sources. First, the average correction factor

hF (p T )i varies only weakly for p T > 4 GeV/c (see Sec.

VII B). Second, this cut is away from the turn-on of the

trigger. Monte Carlo studies done by varying the param-

eters of the production and decay kinematics showed that

the di�erences between the various models were impor-

tant at low pT but were less signi�cant at higher pT . In

addition the transverse momentum of J= mesons from

B-decays was sti�er than that of prompt J= 's so this

cut enriched the fraction of J= mesons from B-hadron

decays.

We have 67,800 pairs of oppositely charged muons in

the signal region and 7,900 pairs in the combined two

sideband regions after all cuts.

B. Monte Carlo Procedure to Determine hF (p T )i

Monte Carlo events were used to determine the average

correction factor hF (p T )i and to study the systematic

variations due to production and decay kinematics.

The b-quarks were generated with the pT -spectrum

from the next to leading order QCD calculation of Nason,

Dawson and Ellis (NDE) [24]. As a comparison and for

systematic studies, we also generated events according to

a power law distribution de�ned as

d�

dp2T
=

A

(p2T +m2
b)
n
; (7.1)

where mb and n are constants. The choice of mb=4.75

and n=2.0 gave the best agreement with the data.

The hadronization of the b-quarks was modeled using

the Peterson fragmentation function [25] with �b = 0:006

as the value of the fragmentation parameter. We used the

following fragmentation fractions for the hadronization

into di�erent b-
avored hadrons: fu : fd : fs : f�b
=

0:375 : 0:375 : 0:15 : 0:10 which is consistent with our

measurement [26]:

fu = 0:39� 0:04� 0:04,
fd = 0:38� 0:04� 0:04,
fs = 0:13� 0:03� 0:01,
f�b

= 0:096� 0:017.

The decay of the B-hadrons was then modeled using the

QQ Monte Carlo developed by the CLEO collaboration

[27,28]. The resulting long-lived particles served as input

to a full simulation of the CDF detector and triggers.

The trigger e�ciencies as a function of pT were well un-

derstood and were discussed in Section III.
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For each step of the simulation process, the relevant

model parameters were varied to estimate the systematic

uncertainties in modeling the production and decay.

Figure 13 compares the pT -spectrum derived from the

data along with the Monte Carlo predictions. To ensure

that this J= pT -spectrum represented J= mesons from

b-decay, the distribution was background subtracted, and

the proper decay length was required to be larger than

200 �m. The number of Monte Carlo events were normal-

ized to the number of data events with P T > 4:0 GeV/c.

Compared to the data, the power law Monte Carlo pro-

duced a spectrum which was softer, whereas that from

NDE was harder.

The correction factor hF (p T )i (see Fig. 14) was ob-

tained by averaging (�
)BT =(�
)
 
T for di�erent bins in

p T . We observed that for p T > 5:0 GeV/c the correc-

tion factor was a constant. The superimposed �t has the

following functional form:

F (p T ) = B � exp(C � p T ) +D

where B, C, and D are constants.

C. Fitting Technique

The �tting techniques, as well as the background and

signal parametrizations, are discussed in this section.

The �t to the lifetime distribution was done in two steps.

First, we �t the � distribution of the J= sidebands to

get the shape of the background. The background un-

der the signal was assumed to have the same shape as

in the sidebands. Then the events in the signal mass re-

gion were �t holding all parameters from the sideband

�t except the number of events constant. The number of

background events was constrained within Poisson 
uc-

tuations to the number of sideband events NSB divided

by a factor of 2, since the sideband invariant mass win-

dows were twice as large as that of the signal region and

the distribution was assumed to be 
at.

The shape of the background was obtained by

parametrizing the � distribution of the sidebands 2:9 <

M < 3:0 GeV/c2 and 3:2 < M < 3:3 GeV/c2 as the

sum of three terms: a central Gaussian, a left side expo-

nential and a right side exponential. The two exponen-

tials account for any non-Gaussian tails. We expect some

enhancement of events with positive � due to the pres-

ence of sequential semileptonic B decays in the dimuon

sample. Therefore the fractions and slopes of the left

and right side exponential could be di�erent. For each

sideband event with the measured pseudo proper decay

length �j and its calculated uncertainty �j , the back-

ground distribution function was de�ned as:

gbkg(�j ; �j) =

8>>>>>><
>>>>>>:

for �j � 0 :

(1� f+ � f�) e
��2j =2(s�j )

2

p
2�s�j

+ f+

�+ e
��j=�+

and for �j < 0 :

(1� f+ � f�) e
��2j =2(s�j )

2

p
2�s�j

+ f�

�� e
�j=�

�

(7.2)
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where

s = the error scale factor,
f+ = the fraction of the right side exponential,
�+ = the slope of the right side exponential,
f� = the fraction of the left side exponential,
�� = the slope of the left side exponential.

The pseudo � distribution for the signal region, de�ned

as � 50 MeV/c2 around the J= mass, consisted of three

components: a Gaussian distribution for the prompt J= 

mesons, the background distribution gbkg(�j ; �j) and an

exponential convoluted with a Gaussian resolution func-

tion Fs(�j ; �j) = G �E to describe the J= mesons from

b-decay. For each measured pseudo proper decay length

�j and its calculated uncertainty �j , the signal distribu-

tion function was de�ned as

f(�j ; �j) = fbkggbkg(�j ; �j) (7.3)

+(1� fbkg)

�
"
1� fBp
2�s�j

� e��2j=2(s�j )2 + fB � Fs(�j ; �j)
#
;

where

�B was the mean proper B decay length,
fB was the fraction of J= from B decay,
s was the error scale factor, and
fbkg was the background fraction.

The convolution was de�ned as

Fs(�j ; �j) =
1p

2�s�j�B

Z 1

0

e
�(ct��j )

2

2(s�j )
2
e
�ct
�B d(ct): (7.4)

We used an unbinned maximum likelihood �t to ex-

tract the lifetime from the data. A binned likelihood �t

provided a check of our method and was used for system-

atic studies. The unbinned maximum likelihood �t used

f(�j ; �j) as the probability distribution function. The

likelihood function was de�ned as:

L = P(0:5�NSB)�
NY
1

f(�j ; �j ; fB ; �B ; s) (7.5)

where N was the total number of J= candidates, �j was

the pseudo proper decay length and �j was the calculat-

ed error for J= j . The term P(0:5 � NSB) represents

the Poisson term constraining the number of background

events within Poisson 
uctuations to half the number of

sideband events. The corresponding log-likelihood func-

tion L = �2ln(L) was minimized with respect to the

parameters fB, �B and s.

The modelling of the � distribution is incomplete. An

additional smearing from the �
-correction, increasing

linearly with pseudo c� , was not modeled by our �t-

ting function. Rather than modifying the �tting function

we correct for the introduced bias. Monte Carlo studies

showed that the use of the pseudo c� variable � intro-

duced a bias of 0.5% towards longer lifetime.

To check if the bias depended on the lifetime value, we

examined Monte Carlo samples generated with proper

decay lengths between 400 and 500 �m and found no

dependence. When quoting the �nal lifetime result, we

correct for this bias.

D. Results of Fit to the Data

Table II summarizes the results of the background �ts

to the sidebands and the signal region. The background

clearly had non-Gaussian tails. In addition, the distribu-

tion was clearly asymmetric, with a larger tail at positive
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lifetime. The presence of the nonzero lifetime compo-

nent in the background sample was not surprising. The

asymmetry is due to sequential semileptonic B decays in

the dimuon sample. No such enhancement was observed

when using a sample of `fake' J= 's obtained from QCD

jet events by selecting oppositely charged track pairs in

the same kinematic range as the `true' dimuon data.

The � distribution for the signal region with the �t

superimposed is shown in Fig. 15. The dark shaded area

shows the contribution from background where the shape

has been derived from the sidebands and the magnitude

has been derived by normalizing the number of sideband

events within poisson 
uctuations to the same range in

invariant mass as used for the signal. The light shaded

region shows the contribution due to adding the exponen-

tial distribution from b-decay convoluted with a Gaus-

sian resolution function to the background. The remain-

ing unshaded region shows the contribution from prompt

J= mesons.

E. Error Scale and Resolution Function.

The error in the proper decay length resolution was

an important component of the shape of the probabil-

ity function used for the unbinned �t. A zero-lifetime

sample should be a Gaussian distribution peaked at

Lxy = 0. If the Lxy distribution was normalized by its er-

ror, Lxy=�Lxy , the resulting Gaussian distribution should

have a sigma of unity. Here we present some experimen-

tal checks of this assumption.

A sample of track pairs selected from QCD jet events

showed that the proper decay length resolution function

for tracks coming from the primary vertex was symmetric

and centered at zero.

Using �(1S)! �+�� events provided us with a sam-

ple of prompt decays of a heavy particle into two muons.

The invariant mass spectrum of oppositely charged muon

pairs in the �(1S) mass region is shown in Fig. 16(A).

Figure 16(B) shows the Lxy distribution of �(1S) mesons

after sideband subtraction. The shape is Gaussian, the

mean of the distribution is consistent with zero, and the

resolution is 43 �m. The Lxy=�Lxy distribution after

sideband subtraction is shown in Fig. 16(C) . A �t of a

Gaussian function to the distribution yields a sigma of

1.13 indicating that the calculated error �Lxy was un-

derestimated by 13% in average. Finally the Lxy=�Lxy

distribution for the J= sample is shown in Fig. 16(D). A

�t to the prompt part of the distribution indicated that

the error was underestimated by 13%, which is in good

agreement with the scale factor 1:15�0:05 obtained from

the lifetime �t.

F. Systematic Errors

In this Section, we describe the sources of systematic

uncertainties, which apply to the inclusive lifetime mea-

surement and estimate their magnitude. Two sources of

systematic uncertainties apply to all measurements de-
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scribed in this paper. These are the alignment of the sili-

con detector and any bias arising from a possible impact

parameter dependence of the CFT trigger. We describe

these two systematic uncertainties �rst and then describe

the systematics speci�c to the inclusive measurement.

1. Alignment of the Silicon Vertex Detector

Details of the SVX alignment procedure and checks

of the alignment can be found in reference [16]. When

tracks were used to align the detector, the radius of the

fourth SVX layer was kept constant while the radial posi-

tions of the three inner layers were allowed to 
oat. Sig-

ni�cant radial shifts of the order of 80 �m between the

optical survey alignment constants and the track based

alignment constants were observed. The sign of the shift

reversed depending on whether the strips were facing to-

ward (layer 0) or away from the beampipe (layers 1 and

2).

To estimate the uncertainty due to the length scale of

the SVX, we compared the lifetime result obtained using

alignment constants derived from the optical survey with

the result using the track based alignment having the

radial shifts. We used a binned �t for this comparison

since this �t was not as sensitive to the error scale as the

unbinned �t. In the data, we observed a lifetime which is

0.3% smaller when using the track based alignment. This

was consistent with the result of a high statistics Monte

Carlo study where we compared the result of the lifetime

�t before and after the radial positions of the inner silicon

layer had been varied. Therefore, we assigned a 0.3%

systematic uncertainty to the SVX length scale.

2. Impact Parameter Dependence of the Trigger

The track impact parameter was de�ned as the closest

approach of the track helix to the beam axis measured

in the plane perpendicular to the beam. Any variation

of the CFT trigger e�ciency with the magnitude of the

track impact parameter would bias the lifetime distribu-

tion. Although the CFT algorithm is based upon prompt

tracks, we did not expect a lifetime bias from the CFT

since the impact parameter resolution of this device was

> 50 times that of the SVX and 3 times the average dis-

placement of secondary tracks from B decay. To check

for any possible bias, a sample of J= events was selected

by a Level 2 trigger which required only one of the two

muons to be reconstructed by the trigger track proces-

sor. The second muon then could be used to study the

e�ciency of the CFT. We observed that the trigger e�-

ciency did not vary with the impact parameter resulting

in a negligible e�ect on the lifetime distribution.

3. Production and Decay Kinematics

Since the hF (p T )i was used in the calculation of the

pseudo proper decay length variable, any variation in

hF (p T )i, such as from variation of the production and

decay kinematics of the event, would a�ect the inclusive
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b-lifetime. In order to understand systematics due to the

model dependence, the following studies were done:

� Compare the NDE b-quark pT spectrum to a power

law spectrum.

� Vary the Peterson fragmentation parameter � =

0:006 by�0:002 where the value and its uncertainty

were taken from [29].

� Vary the value of the B0
s meson cross section by

�1� [26].

� Vary the level 2 trigger parametrization by �1�.

� Vary the polarization of the J= by the allowed

range from current CDF results [30].

� Vary the percentage of �b from 5 to 15% of the

total b particles produced. The nominal value was

10%.

Bc production was assumed to be very small [31] and was

not considered in the systematics. Table III summarizes

the h�bi uncertainties due to each of these variables.

4. Background Parametrization

We estimated the systematics due to the background

parametrization by

� varying by one sigma all the parameters of the

background �t coherently in terms of their e�ect

on the lifetime,

� trying di�erent parametrizations of the background

distribution function,

� using the smoothed histogram for the background

function, and

� letting the background fraction fbkg 
oat in the �t.

After all these checks, we assigned a systematic uncer-

tainty of � 0.4% to the background parametrization.

5. Fitting Procedure Bias

As described in Section VII C, the incomplete mod-

elling of the � distribution introduced a bias of 0.5% to-

wards a longer lifetime that we correct for. We assign

the total di�erence of 0.5% as systematic error.

6. Summary of Systematic Errors

The systematic uncertainties and their quadratic sum

are summarized in Table IV. The dominant contribution

arises from modeling the production and decay kinemat-

ics.

G. Final Average Lifetime Result

The measured B lifetime, which is the average over all

B-hadrons produced in pp collisions at
p
s = 1:8 TeV

weighted by their production cross sections, branching

ratios to J= , and detection e�ciencies, is

h�bi = 1:533� 0:015 (stat) +0:035�0:031 (syst) ps
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VIII. B0 AND B+ LIFETIMES

In this Section we discuss how we determined the life-

time of the B+ and B0. The reconstruction of the B+

and B0 has been described in Sec. IV. We also discuss

the systematic errors on these measurements.

A. Fitting Technique

Since there were fewer B0 and B+ events, the �tting

was done slightly di�erently from the inclusive lifetime

case. Here we performed a simultaneous, unbinned log-

likelihood �t on both the signal and sideband events. The

sideband events plus the background events under the

peak were used to determine the shape of the proper de-

cay length distribution of the background in the signal

region. Thus, more statistics were used for the determi-

nation of the background than in the two stage �t.

1. Background Parametrization

We used two sideband regions where the upper and

lower sideband windows were each 60 MeV/c2 wide and

started at �60 MeV/c2 from the world average value B-

mass of 5.279 GeV/c2 [20]. The width of the sideband

mass windows and the two 30 MeV/c2 wide separations

between the signal and sideband regions signi�cantly re-

duced the probability that real B mesons where one pi-

on hasn't been reconstructed appear in the sidebands.

The background events in the peak region were assumed

to have the same proper decay length distribution as

events in the sideband regions. The � distribution of

background and sideband events was parametrized as a

Gaussian for the zero-lifetime events, two exponentials

for the positive lifetime background, and an exponential

for the negative lifetime background. Two exponential-

s were needed for positive lifetimes to accurately �t the

data. This gave the background distribution as

gbkg(�j ; �j) =

8>>>>>>>><
>>>>>>>>:

for �j � 0 :
1�f�1 �f

+
1 �f2

�j
p
2�

� e��2j=2�2j + f+1
�1
e��j=�1

+ f2
�2
e��j=�2

and for �j < 0:
1�f�1 �f

+
1 �f2

�j
p
2�

� e��2j=2�2j + f�1
�1
e�j=�1

(8.1)

where �j is the proper decay length for event j, �j is

the calculated error on �j . The �tting parameters are

summarized in the next Section.

2. Signal Distribution and Likelihood Function

The peak region, de�ned as �30 MeV/c2 about

the world average B mass, contained both signal and

background events. For true B meson candidates in

this region, the proper decay length distribution was

parametrized as the convolution of an exponential func-

tion with a Gaussian resolution function

Fs(�j ; �j) = G �E , as de�ned in equation 7.4 in Section

VIIC. The �tting function was

hfit(�j ; �j) =

8>>>>><
>>>>>:

for the signal region:
(1� �) � gbkg(�j ; �j)
+� � Fs(�j ; �j)

for the sideband regions:
gbkg(�j ; �j):

(8.2)
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Here � was the fraction of signal and (1 - �) the fraction

of background events in the signal region. The number of

background events was constrained within Poisson 
uc-

tuations to the number of sideband events divided by a

factor of 2, since the sideband invariant mass windows

were twice as large as that of the signal region and the

distribution was assumed to be 
at. The eight �t param-

eters were

�B : mean proper decay length of the signal,
� : fraction of signal in the peak region,
events : number of �tted signal events,
f�1 : fraction of negative tail of the background,
f+1 : fraction of positive tail of the background,
f2 : fraction of additional positive tail of

the background,
�1 : slope of negative and positive tails, and
�2 : slope of additional positive tail.

The likelihood function was

L =

NY
1

hfit(�j ; �j) (8.3)

The log-likelihood function to be minimized was L =

�2ln(L) .

B. Results of Fit to the Data

The �tted values are listed in Table V for the charged

and neutral B mesons. The proper decay length distri-

butions with the �ts superimposed are shown in Figures

17 and 18.

As an independent cross check, we extracted the num-

ber of B candidates by �tting a Gaussian plus a linear

background to the invariant mass distributions (see Fig. 5

and 6). Within the statistical errors, these numbers agree

well with the number of events listed in Table V.

C. Systematic Errors

There were four signi�cant contributions to the sys-

tematic error: (1) a possible bias due to the �tting tech-

nique, (2) the radial length scale of the SVX, (3) non-

Gaussian tails of the resolution function, and (4) uncer-

tainty in the event-by-event proper length error.

1. Fitting Procedure Bias

To determine any bias from the �tting procedure we

generated 1000 Monte Carlo proper decay length distri-

butions to mimic the data for B+ and B0 candidates.

After applying the simultaneous �t, the minimized value

for L was calculated. The bias due to the �tting pro-

cedure was de�ned as the mean di�erence between the

�tted lifetime value and the input to the Monte Carlo.

We found a bias 1 �m for the B+ and 2 �m for the B0

and assigned the total di�erence as a systematic error.

2. Length Scale of the SVX

The uncertainty of the length scale is a systematic er-

ror inherent to the data sample. This uncertainty was

discussed in Section VII F 1 covering the systematic un-

certainties of the inclusive B lifetime measurement.

3. Non-Gaussian Tails of the Resolution Function

To estimate the lifetime bias from non-Gaussian tails of

the resolution function, we added exponential tails to the
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Gaussian. The new resolution function was then de�ned

as

R(�) =
8<
:

1��
�tail

� e��=�tail + � �G for � � 0

1��
�tail

� e�=�tail + � �G for � < 0

(8.4)

Substituting R�E for G �E in Equation 8.2 adds two

new parameters, �tail and �, to the �t. We assigned half

the di�erence between the lifetimes obtained with the t-

wo parametrizations as a systematic error. This added

1.2 and 1.1% to the systematic uncertainties for B+ and

B0, respectively. This is the dominant systematic uncer-

tainty.

4. Error Scale

To evaluate the uncertainty in the lifetimes arising

from any uncertainty of the error scale, we introduced

a common scale factor for the measurement errors as an

additional �t parameter as we did for the measurement

of the inclusive lifetime. We assigned half the di�erence

obtained with or without the scale factor to this uncer-

tainty.

5. Summary of Systematic Errors

The systematic errors are listed in Table VI. For the

B+ and B0 the sum in quadrature adds up to 1.3 % and

1.2 % respectively. The uncertainty due to the length

scale are completely correlated in the B+ and B0 lifetime

measurements.

D. Final Result for �(B+), �(B0) and the Ratio

� (B+)=� (B0)

The results of this analysis are summarized here:

�(B+) = 1:68� 0:07 (stat)� 0:02 (syst) ps

�(B0) = 1:58� 0:09 (stat)� 0:02 (syst) ps

�(B+)=�(B0) = 1:06� 0:07 (stat)� 0:02 (syst):

When calculating the uncertainty on the lifetime ratio,

we remove the correlated systematic uncertainties as in-

dicated in the previous Section. Although the measured

B+ lifetime is slightly larger than the measured B0 life-

time, as expected from some theoretical models, the cur-

rent level of statistics is insu�cient to make a de�nitive

statement.

IX. THE B0
S LIFETIME

The B0
s lifetime was determined by measuring a pos-

itive proper decay length exponential as in the previous

cases. Due to a more limited number of B0
s candidates, a

simultaneous log-likelihood �t was done to the invariant

mass and lifetime distributions.

A. Fitting Technique

1. The c� Distribution

The signal region was de�ned as the invariant mass

range: 5.1 to 5.7 GeV/c2. The mass range was relative-

ly wide so that the background shape was better deter-

mined. The background proper decay length distribution
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gbkg(�j ; �j) was parametrized in the same way as for the

inclusive lifetime measurement (see equation 7.2 in Sec-

tion VIIC) as the sum of three terms: a central Gaus-

sian, a left side exponential, and a right side exponential.

For true B0
s meson candidates in the signal region, the

proper decay length distribution was parametrized as the

convolution of an exponential function with a Gaussian

resolution function, Fs(�j ; �j) = G � E, as de�ned in

equation 7.4 in Section VII C.

2. The Invariant Mass Distribution

The invariant mass distribution g(mj) for the back-

ground was parametrized as a second order polynomial

g(mj) = p0 + p1mj + p2(mj �MB0
s
)2; (9.1)

where mj is the J= � invariant mass and MB0
s
is the B0

s

meson mass. There was one equation of constraint due

to the normalization condition

Z m2

m1

g(mj)dmj = 1; (9.2)

wherem1 (5.1 GeV/c
2) tom2 (5.7 GeV/c

2) was the mass

range of B0
s candidates used in the �t. Therefore, the �t

was done for p1 and p2 with p0 expressed in terms of

these two.

The invariant mass distribution of the signal was

parametrized as a Gaussian distribution with meanMBs ,

Gm(mj ; �mj ) =
1p

2��mj

e
�

(mj�MB0
s
)2

2�2mj : (9.3)

The calculated invariant mass of event j was mj , and the

error of the calculated invariant mass was �mj .

3. Bivariate Probability Distribution and Likelihood Function

The normalized bivariate probability density function

for a simultaneous mass and lifetime �t is

f(�j ;mj ; �j ; �mj ) = (1� fs)g(mj)gbkg(�j ; �j) (9.4)

+fsGm(mj ; �mj )Fs(�j ; �j):

where fs was the fraction of signal events. The likelihood

function was

L =

NY
1

f(�j ;mj ; �j ; �mj ): (9.5)

The log-likelihood function to be minimized was L =

�2ln(L). The ten �t parameters were

�B0
s

: B0
s lifetime,

fs : fraction of signal events,
f+ : fraction of right side exponential,
�+ : slope of right side exponential,
f� : fraction of left side exponential,
�� : slope of left side exponential,
s : error scale factor,
MBs : B0

s mass,
p1 : �rst parameter of second order polynomial,
p2 : second parameter of second order polynomial.

B. Results of Fit to the Data

The result of performing the 10 parameter �t to the

data is summarized in Table VII.

The �t signal corresponded to 58 � 9 events, obtained

by multiplying fs by the total number of events in the

sample (804). This, however, yielded an error that did

not correctly account for 
uctuations in the number of

events. To determine the error correctly, the �t of the

mass spectrum was done while allowing the number of

events to 
oat. This gave 58 � 12 events.
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A plot of the proper-decay length spectrum is given in

Fig. 19 for candidates within � 0.05 GeV/c2 of the �tted

B0
s mass. The invariant mass distribution was shown in

Fig. 7. As a cross check, we applied the �tting method

used to determine the B0 and B+ lifetimes to the B0
s

case. We found �B0
s
=383� 63 �m for the mean B0

s decay

length, which is in good agreement with the value of 402

� 61 �m obtained with the bivariate �tting method.

C. Systematic Errors

We considered the following three systematic uncer-

tainties:

1. The uncertainty due to a possible length scale un-

certainty of the SVX has been described in Section

VII F 1.

2. An uncertainty in the parametrization of the back-

ground. discussed in detail below.

3. An uncertainty due to a possible bias in the �tting

procedure,

Point 2 and 3 are discussed in detail below.

1. Background Parametrization

Shifts in the B0
s �tted lifetime due to changes in the

shape �tted to the background proper decay length dis-

tribution were studied for several e�ects. The resulting

shifts were combined in quadrature to assign a �nal un-

certainty. The e�ects which were studied and the corre-

sponding shifts are listed here.

1. A 
at contribution was added to the long-lived

background and �tted for the fraction of events dis-

tributed 
at in �. This fraction converged to 0.0

with an error of � 0.1. Then the 
at-background

fraction was �xed to 0.1, and the lifetime distribu-

tion was �t again. The observed shift in lifetime

was 1%.

2. The positive long-lived background was modeled as

an exponential decay function. This was replaced

with an exponential convoluted with a Gaussian

resolution function, and the lifetime distribution

was �t again. The corresponding shift in lifetime

was 0.25%.

3. The mass distribution was �t with either a second

order polynomial or a 
at distribution. The di�er-

ence in lifetime from the two methods was 3.4%.

This is the largest source of uncertainty for the

background parametrization category.

Adding these in quadrature resulted in a total uncer-

tainty of 3.5% from possible alternative background

parametrizations.

2. Fitting Procedure Bias

A possible bias in the �tting procedure was studied by

generating several thousand mass and lifetime distribu-
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tions modeled after the data. The mean of the lifetimes

measured was consistent with the generated value with

an uncertainty of 0.5%, which we assign as the systematic

error.

3. Summary of Systematic Errors

The total systematic uncertainty from all these e�ects

was 3.5%, as summarized in Table VIII.

D. Final Result for �(B0
s)

In conclusion, the B0
s lifetime has been measured in a

hadronic collider in an exclusive decay mode. The result

is

�(B0
s ) = 1:34+0:23�0:19 (stat)� 0:05 (syst)ps:

X. SUMMARY AND CONCLUSIONS

All CDF lifetime measurements which include a J= 

in the �nal state are summarized below:

h�bi = 1:533� 0:015 (stat) +0:035�0:031 (syst) ps

�(B+) = 1:68� 0:07 (stat)� 0:02 (syst) ps

�(B0) = 1:58� 0:09 (stat)� 0:02 (syst) ps

�(B+)=�(B0) = 1:06� 0:07 (stat)� 0:02 (syst)

�(B0
s ) = 1:34+0:23�0:19 (stat)� 0:05 (syst)ps

The results are consistent with other B lifetime mea-

surements [10{12]. The current world best average life-

times can be found in [13]. The average lifetime of the B-

hadron species is expected to be smaller than the B+ or

B0 lifetimes due to contributions from B-baryon decays,

which are measured to have shorter lifetimes [5]. The

data is consistent with the theoretical prediction that

the charged B-meson lifetime �(B+) and the neutral B-

meson �(Bo) are nearly equal.
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FIG. 1. Schematic quarter section of the central part of the CDF detector in Collider Run I, 1992-96.
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FIG. 2. Invariant mass distribution of oppositely charged muon pairs after selection cuts. Both muons were reconstructed
in the SVX. A signal of 243,000�540 J= candidates over a background of 34,000�130 events is observed. The width of the
J= mass peak is 16 MeV/c2. The center area indicates the J= signal region and the cross-hatched area shows the sideband
regions used in the average lifetime measurement.
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FIG. 3. Invariant mass distribution of  (2S) candidates, we observe 3577 � 97  (2S) candidates after background subtrac-
tion.
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FIG. 4. Invariant mass distribution of Ko
s candidates, we observe 42,600 candidates, after background subtraction, in the

J= sample. �M is the mass di�erence between the world average mass value and the measured mass. The lines mark the
mass window we used to de�ne Ko

s candidates.
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FIG. 5. Invariant mass distributions of reconstructed B+ meson candidates. �M is the mass di�erence between the world
average and the measured mass. All the events passing the cuts described in the text are shown in the upper plot. The
distribution for events with the proper decay length � > 100 �m is shown in the lower plot. In the �t to the lifetime, the peak
region is de�ned as the six central bins and the sideband regions are de�ned as the six leftmost and six rightmost bins.
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FIG. 6. Invariant mass distributions of reconstructed B0 mesons. �M is the mass di�erence between the world average and
the measured mass. All the events passing the cuts described in the text are shown in the upper plot. The distribution for
events with the proper decay length � > 100 �m is shown in the lower plot. In the �t to the lifetime, the peak region is de�ned
as the six central bins and the sideband regions are de�ned as the six leftmost and six rightmost bins.
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CDF Run 1

FIG. 7. The invariant mass distribution of B0
s candidates for pT (�) > 2 GeV/c is shown �tted to a Gaussian plus a polynomial

background. The typical uncertainty on the reconstructed mass was 0.01 GeV/c2.
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FIG. 8. Distribution of primary vertices along the proton direction (z) for a typical data acquisition run.
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FIG. 9. The two dimensional distribution of the beam spot for a typical data acquisition run during the 94-95 running period
is shown in the upper two plots . The x and y projection, respectively are shown in the lower two plots. Typically, the beam
was roughly circular and had a Gaussian pro�le. For this run the � was 23 �m in x and 22 �m in y. These values are the
average over the length of the SVX detector.
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FIG. 10. Width � of the beam in x and y as a function of z with the �tted functions superimposed.
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FIG. 11. De�nition of the transverse decay length Lxy.
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FIG. 12. Distribution of the calculated uncertainty �Lxy of the transverse decay length for J= events.
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FIG. 13. The transverse momentum of J= mesons for NDE, power law and data. The data is shown before the P T > 4:0
GeV/c cut. The data distribution was background subtracted, and the proper decay length was required to be larger than 200
�m to ensure that all J= originate from b-decays. The number of Monte Carlo events were normalized to the number of data
events with P T > 4:0 GeV/c.
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FIG. 14. The correction factor F (p T ) for the QCD prediction and for a power law.
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FIG. 15. The pseudo proper decay length distribution of the signal region with the unbinned likelihood �t superimposed.
The plot shows the contributions from the three di�erent sources. The distribution of background events as obtained from the
�t to the � distribution of the J= sidebands, the sum of the background distribution and the Gaussian function convoluted
with the exponential from b-decay and �nally the remaining Gaussian centered at 0 (unshaded area) which is due to decays of
prompt J= 's.
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FIG. 16. (A) The dimuon invariant mass spectrum in the �(1S) region. Both tracks were required to be reconstructed in
the SVX. The mass resolution is 0.055 GeV/c2. (B) The Lxy distribution of �(1S) candidates after sideband subtraction. The
shape is Gaussian with a mean consistent with zero and a resolution of 43 �m. (C) The Lxy=�Lxy distribution after sideband
subtraction. A �t of a Gaussian function to the distribution yielded a sigma of 1.13 indicating that the calculated error �Lxy
was underestimated by 13%. (D) Lxy=�Lxy distribution for the J= sample. A �t to the prompt part of the distribution
indicated that the error was underestimated by 13%.
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FIG. 17. The proper decay length distribution for all reconstructed B+ mesons. The upper (lower) histogram shows the
peak (sideband) region distribution. The �rst (last) bin of each histogram gives the number of under
ow (over
ow) events.
The superimposed curves are the contributions from the signal, the background and their sum as determined by the likelihood
�t described in the text.
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FIG. 18. The proper decay length distribution for all reconstructed B0 mesons. The peak (sideband) region distribution is
shown in the upper (lower) histogram. The �rst (last) bin of each histogram gives the number of under
ow (over
ow) events.
The superimposed curves are the contributions from the signal, the background and their sum as determined by the likelihood
�t described in the text.
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FIG. 19. The proper decay length distribution of the B0
s for events selected within � 0.05 GeV/c2 of the B0

s �tted mass.
The results of the lifetime �t are shown, signal (dashed line), background (dotted line), and the sum of the two (solid line).
The typical error on the calculated proper decay length was 40 �m.
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Parameter Fit Value

x: emittance (1:10� 0:07)� 10�9 m

x: �� 0:40 � 0:03 m

x: z0 0:06 � 0:01 m

y: emittance (1:06� 0:06)� 10�9 m

y: �� 0:39 � 0:03 m

y: z0 0:003 � 0:007 m

TABLE I. Results of the �t to the width of the beam as a function of z using the x and y projections for one data acquisition
run. Errors are statistical only.

Parameter Value Uncertainty

(sideband region)

f+ [%] 27 � 0.6

�+ [�m] 429 � 11

f� [%] 11.3 � 0.5

�� [�m] 231 � 10

Parameter Value Uncertainty

(signal region)

�B [�m] 460 � 5

(corrected for �tting bias)

fB [%] 17.7 � 0.2

s 1.15 � 0.05

TABLE II. Parameters of likelihood �t to sideband and signal regions.

Systematic Uncertainty [%]

NDE versus Power Law �1:4 +1:4

� (Peterson) 0.004-0.008 �0:6 +1:3

L2 trigger �0:1 +0:1

B0
s fraction �0:3 +0:3

Polarization �1:0 +1:0

�b production �0:2 +0:2

Total �1:9 +2:2

TABLE III. Systematic errors due to production and decay kinematics in %.

Systematic Uncertainty [%]

Production and Decay Kinematics �1:9 +2:2

Background Parametrization �0:4 +0:4

Length Scale (Alignment) �0:3 +0:3

Fitting Procedure Bias �0:5 +0:5

Total �2:0 +2:3

TABLE IV. Summary of systematic errors for the inclusive lifetime measurement.
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Parameter B+ B0

� [�m] 505 � 21 475 � 27

� [%] 26.5 � 0.9 25.7 � 1.3

events [events] 824 � 36 436 � 27

f�1 [%] 1.95 � 0.20 1.20 � 0.22

f+1 [%] 4.43 � 0.65 4.69 � 0.93

f2 [%] 7.97 � 0.87 9.99 � 1.30

�1 [�m] 516 � 39 409 � 48

�2 [�m] 106 � 15 87 � 13

TABLE V. Fit parameters for the B+ and B0 lifetime measurement.

Systematic B+ B0

Scale factor �0:2 % �0:2 %
non-Gaussian tails �1:2 % �1:1 %
Fitting Procedure Bias �0:2 % �0:4 %
Length Scale �0:3 % �0:3 %
Total �1:3 % �1:2 %

TABLE VI. Summary of systematic errors for the B+ and B0 lifetime measurement.

Parameter Value Uncertainty

�B0
s
= c�(B0

s) [�m] 402 +69
�57

fs [%] 7.2 � 1.1

f+ [%] 10.3 � 1.6

�+ [�m] 297 � 47

f� [%] 14.9 � 0.51

�� [�m] 639 � 214

s 1.09 � 0.04

MB0
s

[GeV/c2] 5.364 � 0.002

p1 [(GeV/c2)�2] -0.368 � 0.379

p2 [(GeV/c2)�3] -6.176 � 2.207

TABLE VII. Fit parameters for the B0
s mass and lifetime distributions with a cut of pT (�) > 2 GeV/c. The range in mass

was 5.1{5.7 GeV/c2. The total number of events was 804.

Systematic Uncertainty [%]

Background parametrization 3.5

Fitting Procedure Bias 0.5

SVX Length Scale 0.3

Total 3.5

TABLE VIII. Summary of systematic uncertainties for the B0
s lifetime measurement.
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