
F Fermi National Accelerator Laboratory

FERMILAB-Conf-95/217-E

D0

Measurement of Inclusive Triple Differential Dijet Cross Section,
d3�/dETd�1d�2 in pp̄ Collisions at

p
s = 1.8 TeV

S. Abachi et al.

The D0 Collaboration

Fermi National Accelerator Laboratory
P.O. Box 500, Batavia, Illinois 60510

July 1995

Submitted to the International Europhysics Conference on High Energy Physics (HEP 95),

Brussels, Belgium, July 27-August 2, 1995

Operated by Universities Research Association Inc. under Contract No. DE-AC02-76CHO3000 with the United States Department of Energy



Disclaimer

This report was prepared as an account of work sponsored by an agency of the United States

Government. Neither the United States Government nor any agency thereof, nor any of

their employees, makes any warranty, expressed or implied, or assumes any legal liability or

responsibility for the accuracy, completeness, or usefulness of any information, apparatus,

product, or process disclosed, or represents that its use would not infringe privately owned

rights. Reference herein to any speci�c commercial product, process, or service by trade

name, trademark, manufacturer, or otherwise, does not necessarily constitute or imply its

endorsement, recommendation, or favoring by the United States Government or any agency

thereof. The views and opinions of authors expressed herein do not necessarily state or re
ect

those of the United States Government or any agency thereof.



Measurement of the Inclusive Triple

Di�erential Dijet Cross Section, d3�=dETd�1d�2
in pp Collisions at

p
s = 1:8 TeV

The D� Collaboration1

(July 1995)

Measurement of the inclusive triple di�erential dijet cross section, d3�=dET d�1d�2,
is described. This cross section was measured at the Fermilab Tevatron p�p collider

at a center of mass energy
p
s = 1:8 TeV with the D� detector during the 1992-1993

run. The sensitivity of this measurement to di�erent parton distribution functions is
explored. A comparison of the data to NLO theory using di�erent parton distributions

functions indicates the need for a smaller gluon content in the x range accessible at

the Tevatron than is predicted by current parton distribution sets.
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INTRODUCTION

Recent theoretical and experimental advances in high energy physics are making it pos-
sible to explore a wide range of issues in perturbative Quantum Chromodynamics (pQCD).
Experimentally, higher energies, high luminosity, and improved detectors are allowing us
to examine regions in phase space where leading order (LO) predictions are not enough
to fully explain measured results. Next-to-leading order (O(�3

s)) pQCD (NLO) and mixed
scale predictions have recently become available (1{4). Jet production at the Tevatron,
dominated by gluon-gluon scattering, should provide new constraints on the small x distri-
bution functions.
In the parton model, the hard scattering process in a pp collision takes place when a

parton in the proton collides with a parton in the anti-proton. The dijet cross section is
a convolution of the parton distribution functions (pdf's), f(x;Q2), and the parton-parton
subprocess, �̂:

d3�

dETd�1d�2
�
X

i;j

fi(x1; Q
2)fj(x2; Q

2)�̂ij(ET ; �1; �2) (1)

where x1(2) is the momentum fraction of the proton (anti-proton) carried by the colliding
parton; fi;j are the parton distribution functions, evaluated at the energy scale of the hard
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scattering, Q2; ET is the transverse energy; and �1 and �2 are the pseudorapidities of the
outgoing partons. The momentum fractions, x1 and x2, of the incoming partons can be
written in terms of the pseudorapidities of the �nal state partons (for massless partons):

x1;2 =
1p
s

NX

i

ETie
(��i) (2)

where N = 2; 3 is the number of jets, depending on the order of the theoretical calculation
(LO or NLO) and 1; 2 correspond to summing over negative or positive �i.
NLO theory has proven to be successful in describing jet production in hadronic collisions

(e.g., (5,6)). To the extent that NLO provides an adequate description of jet production,
the dijet cross sections will provide information on the pdf's. For ET � 45 GeV and
�1 = �2 = 0:0, x1 and x2 are � 0:05. On the other hand, for �1 = �2 = 3:0, the x-values
are � 0:002 and � 0:98. Thus the ability to measure high rapidity �nal states is necessary
to reach the very small and very large x regions of phase space. At very low-x, gluons
dominate, hence the dijet cross section is sensitive to the gluon distribution functions.
Theoretically, next-to-leading order predictions have several advantages over the leading

order prediction, in particular, a decreased sensitivity to the renormalization scale, �. How-
ever, in NLO, the additional radiated gluon creates a dependence on the jet algorithm used
to reconstruct jets. This analysis takes advantage of a new NLO parton level event genera-
tor, JETRAD (1), a full NLO tree level plus one loop calculation. JETRAD provides the

exibility to choose the order of the calculation (LO or NLO); the renormalization scale;
the input pdf; the ET and � range for inclusive or exclusive jet production; and the jet
algorithm. We exploit these features within JETRAD in conjunction with our data to test
the theoretical predictions of NLO with di�erent input parton distribution functions.
There are several theoretical groups which produce sets of pdf's, including the CTEQ (7),

MRS (3), and GRV (8) collaborations. The di�erent pdf sets can be based on di�erent input
data (as newer data becomes available, new pdf's are generated by the various groups) or
on di�erent input assumptions such as requiring a more or less singular gluon distribution.
There will be several parton distribution functions used in this analysis. CTEQ2M is the
current best �t pdf from the CTEQ collaboration, allowing �QCD to 
oat to a best value
and using NLO theory to derive the pdf's. Likewise, MRSD�0 and GRV are best �t pdf's
from MRS and GRV. CTEQ2MS assumes a more singular gluon pdf while CTEQ2MF
andMRSD0

0 assume less singular gluon pdf's. CTEQ2ML assumes a high value of �QCD.

DETECTOR

The D� detector (9) is a general purpose particle physics detector with excellent calori-
metric energy and spatial resolution, and a high degree of hermeticity. The analysis de-
scribed here utilizes mainly the calorimetry. The calorimeter uses liquid argon to sample the
energy of particle showers which result from p�p collisions. Its coverage extends to j � j� 4:0.

The calorimeters have electromagnetic and hadronic resolutions of 15%=
p
E and 50%=

p
E,

respectively. Jet resolution is typically 80%=
p
E. During the 1992-1993 data taking run,

the jet triggers were implemented to j � j� 3:2.
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DATA ANALYSIS

The inclusive di�erential dijet cross section is given by:

d3�

dETd�1d�2
=

Nevents

Ltrig"event�ET��1��2
(3)

where ET is the energy of the leading (most energetic) jet, �1 and �2 are the pseudorapidities
of the two leading jets; Nevents is the number of events observed in the speci�c �ET , ��1,
and ��2 ranges or bins; Ltrig is the integrated luminosity of the trigger used to collect the
data; and "event is the e�ciency to collect an event with the speci�c ET , �1, �2 topology
and includes the trigger e�ciency, the jet reconstruction e�ciency, the e�ciency for both
jets to pass the jet quality cuts, and the detector acceptance. In constructing this cross
section, events are double counted, i.e., the leading jet enters the cross section as jet 1 with
the second most energetic jet as jet 2, and then the second most energetic jet is binned as
jet 1 with the leading jet binned as jet 2. This double counting ensures infrared safety for
the cross section (1).
In the o�ine analysis, jets are reconstructed with a �xed cone algorithm of R =p
��2+��2 = 0:7. In order to eliminate fake jets caused by noisy calorimeter cells, cosmic

rays, and beam losses, we apply a standard set of jet quality cuts on a jet by jet basis. Jets
that fail any of the cuts are removed. At 50 GeV these cuts are more than 97% e�ective
at removing fake jets while removing less than 4% of real jets. We require � 2 jets in an
event. The leading two jets of each event in the sample must pass the quality cuts and must
satisfy ET � 20 GeV. A single interaction is also required. The jet pseudorapidities are
corrected for reconstruction biases. Lastly, an energy scale correction is applied to the jet
energies. This correction varies from 15� 25% as a function of ET and �. This corrects for
various detector e�ects which cause a mismeasurement of the jet energies and is the major
source of systematic error in the measurement.
After jet and event selection and applying the above corrections, the cross sections can be

calculated according to Equation 3. A threefold di�erential cross section must be integrated
over one or more variables to be viewed. Figure 1 shows the cross section, d3�=dETd�1d�2,
integrated over the range 45:0 � ET < 55:0 GeV as a function of �1 and �2. The cuto�s in
�1 and �2 are due solely to the kinematic range of the dijet cross section.
We choose to plot the cross section in two dimensions as a function of �2 � sign(�1),

integrating over ET and j �1 j; this is referred to as the \signed � distributions." The
advantage of this distribution is that it emphasizes the di�erence between those events
where both jets are on the same side of the detector (positive abscissa) and those events
where the jets are on opposite sides of the detector (negative abscissa). A boosted system
with both jets on the same side of the detector can only come from one low-x parton and
one high-x parton. Thus this method of plotting displays explicit sensitivity to the parton
distribution functions.
Detector resolution can have a signi�cant e�ect on the measured cross sections. Fluctua-

tions in the jet energies due to detector resolution can cause mismeasurement of jet energies
with respect to the original parton jet energies. This introduces the possibility of misor-
dering of jets in ET . For events with only two jets, this is not a signi�cant problem due to
the double counting. However, for events with more than two jets, a misordering in ET can
lead to an event topology very di�erent from the parton level event and signi�cantly a�ect
the cross section measurement. D� has studied this e�ect using JETRAD by generating
NLO parton events with and without smearing by the detector resolution. These studies
have been used to correct the signed � distributions back to the parton jet distributions.
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FIG. 1. The inclusive dijet cross section, d3�=dET d�1d�2 as a function of �1 and �2 for
45:0 � ET < 55:0 GeV.

RESULTS

After applying all corrections, including the unsmearing factors, we can compare the
measured dijet inclusive cross sections to the parton level theoretical predictions of JE-
TRAD. Figure 2 shows one of the signed � distributions, d3�=dETd�1d�2 as a function of
�2 � sign(�1) for 1:5 � j�1j < 2:0 and 45:0 � ET < 55:0 GeV. The error bars indicate the
statistical error while the dotted band indicates the error due to the jet energy scale correc-
tion. The luminosity error of �12% is not included. The theoretical curve is a JETRAD
NLO prediction using the CTEQ2M pdf set and � = ET .
We wish to use the signed � distributions to extract information from the cross sections

about the gluon distribution function. However, the data has a signi�cant normalization
uncertainty due to the luminosity error in addition to the uncertainty due to the energy
scale correction (� �30%). The theory also has an uncertainty due to the renormalization
scale. This � scale uncertainty varies from 10% at low � rising to a 30% variation for high
�.
We consider a comparison of the shapes of data and theory. A shape comparison is valid

only if the shapes of the signed � distributions are independent of the uncertainties for both
theory (� scale) and data (energy scale). This shape independence has been veri�ed to hold
for �j � j� 2:5, with less than a 3% error for central �'s, varying up to � 15% for j � j= 3:0.
We do a �2 minimization of the di�erences between data and theory, allowing the theory

normalization to 
oat. In doing this comparison, the errors on the data and theory take
into account the small dependence of the shape on the energy scale (for the data) and the �
scale (for the theory). We determine the �2=dof values for a comparison of the experimental
signed � distributions with j � j< 3:0, with the NLO theoretical prediction using di�erent
pdf sets, CTEQ2M, CTEQ2MS, CTEQ2MF, CTEQ2ML, MRSD0

0, MRSD�0, GRV.
We �nd that none of these pdf sets give a good �t to the data. This lack of agreement can be
understood in the context of Fig. 3 which shows the gluon density, x�g(x) for Q = 50 GeV
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FIG. 2. The inclusive dijet cross section, d3�=dET d�1d�2 as a function of �2 � sign(�1) for
1:5 �j � j< 2:0. The cartoons indicate the approximate x values being probed at various regions
in the plot.

for various CTEQ pdf sets. As can be seen, at very low x, x � 10�4, the more singular
CTEQ2MS is higher than the 
atter CTEQ2MF. Also, there are several places where
the various pdf's cross over, in particular, x = 0:1. Expanding the areas around x = 0:1,
Fig. 4 shows that for x < 0:1, CTEQ2MF is higher than CTEQ2MS and hence predicts
more gluons in that x range while Fig. 5 shows that for x > 0:1, CTEQ2MF is lower than
CTEQ2MS and hence predicts fewer gluons in that x range. The poor agreement between
theory and data for all pdf's may be easily understood in the context of mixing a wide
range of x values in the comparison.
We therefore divide the data into three sets, based on the median x1 and x2 values of

each �1 and �2 � sign(�1) point with j � j� 3:0 and 45:0 � ET < 55:0 GeV: (1) x1 < 0:1,
x2 < 0:1; (2) x1 > 0:1, x2 > 0:1; (3) x1(2) < 0:1, x2(1) > 0:1. For the smaller x case,
x1;2 < 0:1, the data cannot distinguish between the various pdf sets. For the higher x case,
x1;2 > 0:1, the data favors those pdf sets, CTEQ2MF and MRSD0

0, which have a lower
gluon content. In the mixed case, none of the pdf sets give a satisfactory �t to the data.

CONCLUSIONS

We have presented preliminary measurements of the inclusive triple di�erential dijet cross
section, d3�=dETd�1d�2 as a function of �2 � sign(�1)for 45:0 � ET < 55:0 GeV. These
signed � distributions favor the parton distribution functions CTEQ2MF and MRSD0

0 for
x > 0:1. No pdf set �ts the data well for regions of phase space with x1(2) > 0:1 and
x2(1) < 0:1, while all sets are acceptable for x < 0:1. The data indicate a lower gluon
content is necessary for x > 0:1 than in current pdf sets.
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FIG. 3. The gluon distribution as a function of x at Q=50 GeV for several pdf's.

FIG. 4. The gluon distribution as a function of x at Q=50 GeV for several pdf's at relatively low
x-values.
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FIG. 5. The gluon distribution as a function of x at Q=50 GeV for several pdf's at relatively high
x-values.
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