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Abstract

Color coherence effects in $p\bar{p}$ collisions are observed and studied with CDF, the Collider Detector at the Fermilab Tevatron collider. We demonstrate these effects by measuring spatial correlations between soft and leading jets in multi-jet events. Variables sensitive to interference are identified by comparing the data to the predictions of various shower Monte Carlos that are substantially different with respect to the implementation of coherence.

PACS numbers: 13.87.-a, 12.38.Qk, 13.85.-t, 13.90.+i

I. INTRODUCTION

Color coherence phenomena have been clearly observed in $e^+e^-$ collisions [1, 2] and thoroughly examined from a theoretical point of view [3]. Owing to difficulties in detecting unambiguous effects in the data, however, we still lack significant experimental checks in $p\bar{p}$ collisions. Here, we report the first direct evidence for such effects observed in a hadron collider experiment, using 4.2 pb$^{-1}$ of data collected by the Collider Detector at Fermilab (CDF) during the 1988-89 run of the Tevatron collider.

These color coherence studies provide several important tests of QCD [4, 5] and of the way in which QCD is implemented in the current theoretical calculations. The measurement of emission patterns for gluon radiation provides tests of perturbative QCD beyond the leading order in perturbation theory. This measurement can also help to unravel the interplay between the perturbative and the non-perturbative regimes. The importance of this goal resides in the fact that the perturbative evolution is well described and interpreted in terms of first principles, whilst the non-perturbative regime is described only by phenomenological models. For a full ex-
ploitation of the strong predictive power of the perturbative approach, it is essential to understand which features of the perturbative partonic evolution are preserved through the non-perturbative hadronization process and which are not. This knowledge can only be derived from experimental tests.

From an experimental point of view, a deeper understanding of the radiation structure in hard processes should help to distinguish events generated by exotic phenomena from those generated by standard QCD interactions. It is therefore important to assess experimentally which of the distinguishing features expected from theoretical calculations survive the smearing induced by detector effects and the presence of the underlying event, namely the soft particles produced by the collision between the fragments of the initial state hadrons.

The most striking consequence of color coherence phenomena in QCD is given by the inhibition of soft radiation emission [6]. One way in which this interference manifests itself, is the so called string effect [1, 2, 3], whereby the amount of soft radiation emitted in the region between the two quark jets in a $e^+e^- \rightarrow 3$-jet event is suppressed with respect to the region between the quark and the gluon jets. This effect is understood as the result of destructive interference between amplitudes with soft gluons emitted by color connected partons. Fig. 1 serves to clarify this point. The lines connecting the two quarks with the gluon represent the flow of the color charges involved in the process, and can be identified as antennas for the emission of additional color radiation. QCD predicts that these antennas behave approximately like standard dipoles, and therefore the radiation is concentrated mainly in the two regions towards which the antennas are pointing.

Similar graphs can be obtained for any QCD hard process, in particular for
hadronic collisions where initial state colored partons are involved. Depending on the details of the hard scattering, different color flows are involved, and several color patterns can contribute to the same process. The multitude of possible color flows participating in a hadronic process makes it very hard to identify a characteristic emission pattern. Until now, this has been one of the two major obstacles in obtaining compelling experimental evidence for these phenomena. The other obstacle that has prevented the identification of a clear signal is the difficulty of separating the contribution of soft particles produced by the underlying event: whilst these are expected to be distributed, on average, isotropically in azimuth ($\phi$) and pseudorapidity ($\eta = -\log(tan\theta/2)$), event by event fluctuations in their distributions will bias any attempt to identify intrinsic asymmetries of the soft radiation produced in the hard scattering.

In this article, we show how it is possible to overcome both of these difficulties. We use the high energies available at the Tevatron to select events where the energy of the leading jets is so large that soft radiation is hard enough to form secondary jets. The spatial correlations between these secondary jets and the leading ones will give us variables similar to those used in the study of the string effect in $e^+e^-$ collisions. A systematic comparison of the results with the predictions of some of the available theoretical calculations based on shower Monte Carlo generators will give evidence that what we are observing is indeed the result of color coherence. Preliminary results of this analysis have already been reported [7]. Preliminary results have also been presented recently by the D0 collaboration [8].

The outline of the paper is as follows: in Sec. II we cover in more detail the physics ideas underlying this measurement; we review the way different theoretical
calculations incorporate these ideas and introduce the variables that will be used in the present analysis. In Sec. III we present the components of the CDF detector which are relevant to this study and describe the triggers and the data selection criteria. Here we will also describe the generation of the Monte Carlo samples used for the comparison of the data with the theoretical expectations. In Sec. IV we present and compare the data to the Monte Carlo results. In Sec. V we report the study of the experimental systematics. In Sec. VI we present a thorough discussion of the results, a comparison among the predictions of the different Monte Carlo programs and a complete evaluation of the impact of different approximation schemes. In Sec. VII, finally, we report the conclusions.

II. CONSTRUCTION OF VARIABLES SENSITIVE TO COHERENCE

As mentioned in the Introduction, color coherence leads to a suppression of soft gluon radiation in certain regions of phase space. Theoretical studies [6] show that these effects can be implemented in a shower Monte Carlo evolution by properly constraining the phase space allowed for the emission. In the case of final state showers (time-like evolution), this is achieved by requiring the emission angle in subsequent branchings to be decreasing and the radiation to be limited to lie within cones defined by color flow lines. This prescription is shown in Fig. 2, and is known as angular ordering.

Final state coherence is included in the shower Monte Carlos HERWIG [10] and PYTHIA [11], but is absent in ISAJET [12]. Monte Carlo programs including coherence via angular ordering in final state cascades have been extensively and successfully used to describe features of the experimental data in $e^+e^-$experiments [1, 2].
The phase space constraint in the case of radiation from an incoming initial state
parton (space-like evolution) is slightly more complicated [13], but still amounts qual-
itatively to an angular ordering, with emission angles increasing as one moves from
the initial hadron to the hard subprocess. A memory is retained of the shower initia-
tor direction, even after many branchings. So far, HERWIG is the only program to
fully include this kind of coherence.

In addition to constraining the independent evolutions of space-like and time-like
showers, color coherence gives a prescription for the emission of the first gluon from
initial and final state partons [10, 14]. This prescription is required in order to provide
the correct boundary conditions for the evolution of the initial and final states. We
will consider as an example the case of $2 \rightarrow 2$ scattering. Each contributing process is
decomposed into the various possible color flow configurations. In the approximation
that neglects suppressed interference terms [9, 10, 14], all of the color configurations
for the $2 \rightarrow 2$ process add incoherently to the total scattering probability. Then, each
color configuration defines radiation cones in which partons can emit, following the
angular ordering constraint defined for time-like showers. An explicit example is given
in Fig. 3. In this particular example, the color lines flow from the initial to the final
state partons, creating asymmetries in the structure of the observed soft radiation
that are unique to collisions involving hadrons in both the initial and final states.
These initial final state color interference effects cannot be found in $e^+e^-$ reactions,
and have not been observed so far. PYTHIA includes these interference effects at the
non-perturbative level via string fragmentation, but only HERWIG takes them into
account within the perturbative evolution.

In this study, we intend to concentrate on observables which emphasize these
initial-final state coherence effects and which allow us to disentangle them from the more standard final state coherence, already observed and tested in $e^+e^-$ physics.

Several measurements have been suggested in the past to observe this phenomenon, most notably the study of radiation patterns in events where a prompt photon is produced in association with a high $P_T$ jet [3]. In this class of events, in fact, the final state jet is always color connected to either of the two initial state partons, therefore creating the conditions for initial-final state coherence. Fluctuations in the underlying event, however, will make the detection of soft radiation asymmetries very difficult. To overcome this problem, we consider events where the soft radiation is hard enough to be reconstructed as a jet. The probability that jets be formed by fluctuations of the underlying event is very small, and therefore the measurement of coherence effects becomes possible.

In order for the coherence phenomena to manifest themselves, it is necessary that the energy of the emitted gluons be small relative to the energy of the emitters. This requires events where the leading jets have energies in excess of 100 GeV, so that emitted jets with $P_T$ above 10 GeV may be considered as soft. In order to collect sufficient statistics, we are then forced to study QCD dijet events, as the cross section for production of prompt photons above 100 GeV is too small.

Now, let us identify the variables that we expect to be sensitive to interference effects. Consider Fig. 4, which shows the spatial distribution of radiation for the hard $2 \rightarrow 2$ scattering displayed in Fig. 3. In this example, the emitting antenna is the line connecting partons 1 and 2. We define regions A and B, respectively, as the allowed emission cones for parton 1 and 2 as defined by the angular ordering prescription. The two cones overlap in region C, which is therefore a region of unsuppressed radiation.
In the region complementary to A and B the soft emission is forbidden.

Smaller scattering angles, $\theta_s$, correspond to tighter phase space constraints. Our ignorance of the color topology prevents us from unequivocally determining the restriction cones for each observed event. Therefore, the aim is to identify variables that preserve some amount of the statistical correlations introduced by the restriction cones. Notice that, because of transverse momentum conservation, if the gluon forming the additional jet is emitted in region B, the jet recoiling against parton 2 will become the leading-$E_T$ jet of the event. Parton 2 and the emitted gluon will, therefore, most often form the second- and third-$E_T$ jets of the event. This suggests considering correlations between the directions of the second and third jet in the event.

We will measure the spatial distribution of the third jet around the second one using the distance in pseudorapidity, $\Delta \eta = \eta_3 - \eta_2$, and the distance in the azimuthal angle, $\Delta \phi = \phi_3 - \phi_2$. In order to better single out the region of maximum emission, we introduce the variable $\Delta H = \text{sign}(\eta_2) \times \Delta \eta$. $\Delta H > 0$ corresponds to the region A in the example of Fig. 4.

Fig. 5 shows the density of the third-$E_T$ jets in the $(|\Delta \phi|, \Delta H)$ space for the data sample to be defined in the next section. The azimuthal distance $|\Delta \phi|$, shown on the horizontal axis, spans the range $[0, \pi]$, whereas, $\Delta H$, shown on the vertical axis, is constrained by the calorimeter acceptance to be in the range $|\Delta H| < 4$. For each event, the second jet is located at the origin, while the first jet is expected to be more or less back to back in $\phi$, that is near the edge $|\Delta \psi| - \pi$. The position of the third jet axis is represented by a point in the plane.

Since the jets have been reconstructed using a fixed-cone clustering algorithm
[15, 16] with cone radius $R_{\text{cone}} = 0.7$, the circular region of radius $R_{\text{cone}}$ in the $(|\Delta \phi|, \Delta H)$ space around the second jet axis is forbidden to other jets. Therefore, a set of “polar” variables turns out to be useful. We define $R = \sqrt{(\Delta \eta^2 + \Delta \phi^2)}$ and $\alpha = \text{atan}(\Delta H/|\Delta \phi|)$ as our variables of choice. The variable $R$ is the distance between the third and second jet in the $(\eta, \phi)$ space. The variable $\alpha$ is the polar angle in the $(|\Delta \phi|, \Delta H)$ space.

In Fig. 6 the regions A, B, and C of Fig. 4 are mapped on the $(\alpha, R)$ space. The black region on top is forbidden by the limit $|\Delta \phi| < \pi$, while the straight line at $R = R_{\text{cone}} = 0.7$ shows the boundary around the second jet axis, generated by the clustering algorithm. The figure illustrates the boundaries imposed by the angular ordering restriction for the case of $\theta_* = 85^\circ$. We then expect the distributions of variables such as $\alpha$ and $R$ to be sensitive to the phase space constraints imposed by the color interference.

In conclusion, we plan to use the $\alpha$ and $R$ variables to exhibit color coherence. We will also study the absolute pseudorapidity of the third jet, $\eta_3$. Color coherence is expected to broaden the $\eta_3$ distribution, increasing the probability of having third jets at large pseudorapidities. This is because the coherent emission “remembers” the first prong of the radiating antenna, that is, the beam line.

III. THE APPARATUS, THE DATA AND THE MONTE CARLO SAMPLES

A. The Apparatus

The CDF detector has been described in detail elsewhere [17]; here we briefly review the components relevant to this analysis. A side-view cross section of the
CDF detector is shown in Fig. 7.

Scintillator planes located at small angles with respect to the beam directions are used to tag inelastic events. A vertex time-projection chamber (VTPC) provides r-z tracking information for $|\eta| < 3.5$. This chamber is used to measure the position of the interaction vertex along the beam axis with a resolution of 1 mm. At larger radii, an 84-layer central tracking chamber (CTC) measures charged-particle momenta for $|\eta| < 1.2$ in a 1.4 T magnetic field with a precision of $\delta p_T/p_T^2 = 0.0011 \text{ (GeV/c)}^{-1}$ for beam constrained tracks [18].

Outside the tracking chambers, electromagnetic and hadronic calorimeters are arranged in a fine-grained, projective tower geometry covering most of the $4\pi$ solid angle. The calorimeters are divided into three regions of pseudorapidity: central, plug, and forward. The central electromagnetic (CEM) and hadronic (CHA) calorimeters consist of lead- and iron-scintillator sandwiches, respectively. The coverage of the central hadronic calorimeter is completed by the iron-scintillator End Wall (WHA) calorimeter in the transition region $0.7 < |\eta| < 1.3$ (Fig. 7). In the plug and forward regions, the calorimeters are constructed with gas proportional chambers. PEM (PHA), and FEM (PHA) stand for plug, and forward electromagnetic (hadronic). The segmentation of the calorimeters is $\Delta \eta \times \Delta \phi = 0.1 \times 15^\circ$ in the central region and $\Delta \eta \times \Delta \phi = 0.1 \times 5^\circ$ in the plug and forward regions. The calorimeter systems are summarized in Table 1.

### B. The Data Sample

The data were collected using a single-jet online trigger, which required at least one cluster of transverse energy $E_t = E \sin \theta$ greater than a threshold of 60 GeV.

The uncorrected energy of a jet is defined by the clustering algorithm [16] as the
scalar sum of the measured energies in the electromagnetic and hadronic compartments within a cone around the cluster centroid. The momentum of the cluster is calculated by assuming that the energy in each calorimeter tower belonging to the cluster is deposited by a massless particle hitting the center of the tower.

The measured energy and momentum of each jet are corrected, on average, for detector effects: degradation of the measurement due to calorimeter non-linearity, uninstrumented regions of the detector and bending of charged particle tracks in the CDF 1.4 T solenoid magnetic field in the central region. The absolute energy response is derived \cite{19} from Monte Carlo jets generated in the central region and processed through a full detector simulation. The average energy degradation is 17\% (12\%) at 35 (300) GeV. The Monte Carlo program is tuned to reproduce (a) the charged particle fragmentation of jets observed in the data and (b) the calorimeter response to single charged pions and electrons (measured in a test beam) and to single isolated charged particles in the data from p\bar{p} collisions. The true jet energy ($E$) and momentum ($p$) are defined as the total energy and momentum of all the particles (leptons, photons, and hadrons) emerging from the primary vertex within a cone of fixed radius $R_{cone}$ around the cluster centroid. No attempt is made to reconstruct the energy of the parton from which the jet originates, e.g. no corrections are applied to account for energy lost out of the clustering cone or to account for the underlying event. Our energy scale corrections are intended to produce an unbiased estimate of the true jet 4-momentum ($E, p$), defined above. To measure the relative response of the detectors at large pseudorapidity, jet $p_T$ balancing is used. The method is fully described in references \cite{19}, \cite{20}.

The cosmic ray background is rejected with criteria described in reference \cite{21}.
Events with a significant missing transverse energy are rejected if one of the two leading jets has an electromagnetic fraction smaller than 0.05 or greater than 0.95. The missing transverse energy significance is calculated as \( (\text{MET})^2 = [(\sum E_T \sin\phi)^2 + (\sum E_T \cos\phi)^2]/(\sum E_T) \), with \( E_T \) measured in GeV, and is required to satisfy \( \text{MET} > 6 \).

The \( E_T \)-sums include only the energy that has been clustered into jets.

The criteria for the event selection are listed below.

1. The event vertex along the beam line is required to be within 60 cm of the center of the detector.

2. The two leading jet axes (i.e., those with the highest transverse energies) are required to be in the pseudorapidity ranges \( |\eta_1|, |\eta_2| < 0.7 \). This ensures that the two leading jet cores are well contained in the central calorimeter.

3. \( |\phi_1 - \phi_2 - \pi| < 20^\circ \); the two leading jets are required to be back to back within 20° in the transverse plane. This is a loose cut to select events with soft radiation, which are well described in the approximation of the shower Monte Carlos.

4. The measured transverse energy of the first jet in the event, \( E_{T1} \), is required to be large enough such that it is free of biases introduced by the trigger threshold. The corrected \( E_{T1} \) threshold above which our data selection is fully efficient is 110 GeV. This 100% efficiency point is measured through the use of lower trigger threshold data.

5. The presence of a third jet is required. In order to avoid the possible background due to underlying event fluctuations, the third jet corrected transverse energy, \( E_{T3} \), is required to be greater than 10 GeV.
6. This last selection requirement is applied only for the study of the $\alpha$ variable: a rectangular region of uniform acceptance in the scatter plot $\alpha$ versus $R$ (Fig. 6) is chosen by requiring that $1.1 < R < \pi$. The former condition removes the sharp rise due to the clustering algorithm, whilst the latter condition discards the upper region of the $\alpha$ dependent acceptance.

C. The Simulated Samples

We use different shower Monte Carlos to generate jet events that are subsequently processed by the CDF detector simulator.

The Monte Carlo HERWIG (version 3.2) imposes proper phase space constraints on soft emissions from any kind of color antenna, including those spanned between the initial and final states (initial-final state antenna).

The Monte Carlo ISAJET (version 6.25) does not implement angular ordering in the initial or the final state radiation.

The Monte Carlo PYTHIA (version 5.6) imposes proper phase space constraints only on soft emissions of time-like shower evolutions. In particular, this does not include initial-final state antennas. PYTHIA was written when theoretical results pertaining to coherence were available only for the time-like shower evolution, and does not implement the more complicated angular ordering of the space-like shower evolution. This approximation is appropriate for describing $e^+e^-$-results, or for studying $W/Z$ events in $p\bar{p}$ collisions, where there is no interference between initial and final state.

Since we intend to concentrate on initial-final state color interference effects, we also use a new version of PYTHIA, expressly provided by the author T. Sjöstrand, which implements the phase space constraints for the initial-final state antennas [22].
PYTHIA has a feature that allows one to switch on and off the simulation of color coherence, without altering any other feature of the event generation. We have generated a sample of PYTHIA events with no simulation of color coherence (PYTHIA-off).

We have generated all the samples with transverse momenta $p_T$ of the final state partons greater than 75 GeV. Since our analysis involves only central leading jets, we have constrained the final state partons to lie in the rapidity interval $|y| < 1.5$, hence achieving high statistics with the least CPU-time. Control samples, with a smaller $p_T$ threshold and a greater rapidity interval, have been generated to check for the absence of biases introduced by the above generation cuts in the selected samples.

In addition to the standard CDF simulation, we have also processed the generated events through a fast simulation of an ideal calorimeter where the particle's energy is exactly measured. The tower segmentation of the ideal calorimeter is the same of the real one, but with no dead regions. The output of the fast simulation is then processed by the standard clustering algorithm, that in this case defines precisely "measured" jets. The primary vertex is always at the center of the detector and no magnetic field is simulated.

We have generated 280000 events for each sample, corresponding to the integrated luminosities listed in Table 2. This table also lists the number of events in the samples after the different selection cuts.

These modifications are now implemented in the latest version of PYTHIA, 5.7.
IV. COLOR COHERENCE IN THE DATA

In order to exhibit the color coherence effects, we compare the data to the predictions of the different shower Monte Carlos. Unless otherwise specified, all of the distributions presented in this paper represent probabilities and are normalized to unit area; i.e., only the shapes of the distributions are compared. The distributions are uncorrected for detector effects, such as finite resolution smearing and uninstrumented regions; these effects are included in the detector simulation. The error bars shown on the data points are statistical errors only. The main systematics are discussed in Sec. V, and are shown to be small.

For each Monte Carlo sample we first check that the distributions for the pseudorapidities and transverse energies of the two leading jets are in good agreement with the data. This gives us confidence that the main hard scattering features are reproduced by all the physics generators. In order to illustrate the typical level of agreement between data and all of the Monte Carlos, we show in Figs. 8 and 9, the comparison between the transverse energy distributions for the real and the simulated data.

In direct contrast, the distributions of variables sensitive to interference exhibit differences between the different Monte Carlos. Fig. 10 shows the third jet pseudorapidity ($\eta_3$) distributions for HERWIG (a), ISAJET (b), PYTHIA (c), and PYTHIA+ (d), superimposed on the data. Local distortions of the shape, such as those at $|\eta_3| = 2.5$, are due to uninstrumented regions of the detector that modulate the efficiency as a function of $\eta_3$. The distributions of HERWIG and PYTHIA+ agree better with the data than those of ISAJET and PYTHIA, which are narrower and have a clear excess of events at small $\eta$. 
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Figs. 11 and 12 show similar comparisons for the variables $R$ and $\alpha$ defined in Sec. II. Again, HERWIG (a) and PYTHIA+ (d) reproduce the data better than ISAJET (b) and PYTHIA (c). The coherence effect in Fig. 12 is observable as a change of slope for $\alpha \rightarrow \pi/2$. This change is present in the data, HERWIG and PYTHIA+ distributions. The ISAJET and PYTHIA distributions, instead, are monotonically decreasing from $\alpha = -\pi/2$ to $\alpha = \pi/2$ and show a clear excess of events at small $|\alpha|$ values. What we observe is consistent with the expectations of Sec. II where the region near $\alpha = \pi/2$ is predicted to be the only one not depleted by destructive interference (see also Fig. 28a in Sec. VI B 3). A representative comparison of the data and theory is obtained using the quantity $(\text{Monte Carlo})/\text{DATA}$ (Fig. 13). The $\alpha$ distribution shown in Fig. 12 for each Monte Carlo is divided bin by bin by the data distribution, also shown in Fig. 12. Again the Monte Carlos that do not take into account initial-final state interference (Fig. 13b,c) show a clear excess of events in the regions expected to be more depleted by color coherence. However, it should be noted that residual differences remain with the data, even in the case of HERWIG and PYTHIA+. For brevity, we will use the term "interference patterns" to refer to the shapes of the data distributions in Figs. 10, 11, and 12.

Since color coherence is approximated to different degrees in the four shower Monte Carlos considered, we can draw the following conclusions:

1. The variables $R$, $\eta_3$, and $\alpha$ discriminate between the Monte Carlos (see Figs. 10, 11, and 12).

2. The color coherence is responsible for the differences between the predictions. In fact, the agreement with the data improves as higher degrees of color coherence are implemented. Moreover, these variations are in accord with the description
of Sec. II. The $\eta_3$ distribution and, accordingly, the $R$ distribution become wider. The $\alpha$ distribution shows the effect of the $\alpha$-dependent suppression.

3. The interference patterns exhibit the color coherence in the data. The effect survives the non-perturbative phase of the hadronization as well as the smearing due to the underlying event.

This work is a first attempt to isolate color coherence effects in $p\bar{p}$ collisions. The agreement between data and Monte Carlo is not perfect and it is probably affected also by other mechanisms different from angular ordering. More understanding is necessary to give a quantitative estimate of the Monte Carlos' abilities to describe interference and radiation in general.

In Sec. VI we will present a collection of Monte Carlo studies that will improve the confidence in these results and allow to obtain further insight on the mechanisms of color coherence.

V. SYSTEMATIC UNCERTAINTIES

The sources of systematic uncertainties on the measurement of the $\eta_3$, $R$, and $\alpha$ distributions can only affect the shape of the spectra. Since all distributions are normalized to unit area, no contribution is expected from effects that can change only the overall rate of events, such as the error on the integrated luminosity. When comparing the data to the Monte Carlo, the major sources of systematic uncertainties are the calorimeter response, the structure functions, and the tuning of the fragmentation in the Monte Carlo.

The uncertainty in the calorimeter response to hadrons arises from several sources. For hadron momenta below 10 GeV/c, the response is determined using the in situ
calibration by charged particles in $p\bar{p}$ data, whose dominant uncertainty is the subtraction of energy from accompanying $\pi^0$'s. At higher pion momenta, systematic effects come from the uncertainty in the response across the face of the calorimeter and the response in cracks between calorimeter cells. These cracks are uninstrumented regions located at the boundaries between different parts of the calorimeter (cracks at $|\eta| = 2.5$ and $|\eta| = 0$) and at the boundaries between calorimeter modules in the $\phi$ coordinate ($\phi$ cracks).

First, we probe the effect of the detector on the interference patterns. Fig. 14 shows the $\alpha$, $R$ and $\eta$ distributions of HERWIG events simulated with the ideal calorimeter (IDEAL SIM), compared to those of the same events simulated with the CDF detector (CDF SIM). In order to facilitate the comparison with the size of the coherence effect shown in Figs. 10, 11, and 12, Fig. 14d shows the $\alpha$ distribution predicted by ISAJET + CDF SIM superimposed on the two HERWIG predictions. This latter plot uses the wider $\alpha$-bins, which are chosen for the study of the small systematic errors that are presented below. Even in the case of the $\alpha$ distribution, which is the most sensitive of the three, the detector effect is smaller than the coherence effect. We conclude that the smallness of the detector effect indicates that the uncertainties in the systematics associated with the calorimeter response are negligible compared with the size of the observed coherence effect.

The effect of the detector on the interference patterns is small because the distributions are primarily related to jet angular coordinates, which are measured with a good resolution. The resolution on the jet energies has some influence through the event selection cuts on $E_{T1}$ and $E_{T3}$ and, more importantly, through the jet ordering by decreasing transverse energy. For instance, a large contribution to the effect of Fig.
14a comes from switching the order of the two leading jets. Such a misidentification of the second-\(E_T\) jet can occur because of fluctuations in the energy measurement.

The effects of the systematics on the \(\eta_3\), \(R\), and \(\alpha\) distributions can be estimated with the Monte Carlo by varying the simulation parameters within their uncertainties. We report here on the studies on the \(\alpha\) distribution. As expected, all the effects are negligible compared to the size of the coherence effect.

Fig. 15a shows that the HERWIG + CDF SIM \(\alpha\) distribution does not change if the third jet \(E_T\), for jets in the region \(2 < |\eta_3| < 3\), is corrected to reproduce the observed \(\eta_3\) distribution (see Fig. 10). Figs. 15b-c show the effects, on the \(\alpha\) distribution, due to 100% variations of the other crack sizes. Figs. 15d-e show the impact of an error in the overall calibration of the detector response to single particles and of the uncertainty in the relative calibration between the scintillator and the gas calorimeter. Fig. 15f shows the effect of a 10% change in the relative calibration of the transition region \((0.7 < |\eta| < 1.3)\) covered by the End Wall hadronic calorimeter, as shown in Fig. 7.

Fig. 16 shows the influence of the theoretical uncertainties. Since in this case we do not need to compare the Monte Carlo with the real data, we use the ideal calorimeter simulation. The main theoretical uncertainties affecting the distribution under study are those on the fragmentation and on the parton distribution functions. The effect of the hadronization is investigated by switching off the non perturbative fragmentation stage at the end of the shower evolution in HERWIG (Fig. 16a). The uncertainty in the fragmentation was also studied by comparing different versions of the HERWIG fragmentation scheme (Fig. 16b). Finally Figs. 16c-e show the effect of the uncertainty in the parton distribution functions. The \(\alpha\) distributions obtained
with the parametrizations DO set 1 [23], EHLQ sets 1 and 2 [24], and MT set S1 [25] are compared. Again all the effects are negligible compared with the size of the coherence effect.

VI. COLOR COHERENCE IN THE SHOWER MONTE CARLOS

In order to obtain further insight on the mechanisms of color coherence, to improve the confidence in the results of the preceding sections and to understand the impact of different approximation schemes, we present here a collection of studies performed with HERWIG and PYTHIA.

Section VI A is devoted to showing that the ability of HERWIG to reproduce the interference patterns lies in the implementation of initial-final state coherence and cannot be ascribed to other dynamic properties. This is already evident for PYTHIA, since PYTHIA and PYTHIA | differ only in the implementation of initial-final state coherence.

In Sec. VI B the sensitivity of the interference patterns to color flow is further investigated, by isolating, in the Monte Carlo, the few ingredients crucial to the explanation of the observed effects. It is further shown that the first gluon emission is very important in determining the third jet direction and that, in the gauge used by the Monte Carlo, initial state radiation dominates the production of the third jet.

These facts explain in more detail why PYTHIA does not reproduce the interference patterns. In this regard, as shown below, it is, in effect, equivalent to PYTHIA-off, where the angular ordering simulation is completely switched off. Section VI B also contains a more detailed description of the approximation in which PYTHIA+ implements initial-final state coherence and the effect on the absolute scale of the
distributions for $\eta_3$, $R$, and $\alpha$.

When we compare the simulated processes only amongst themselves, the events are not processed through the CDF detector simulation. We use, instead, the fast simulation of an ideal calorimeter, described in Sec. III, where the particle's energy is exactly measured.

A. The HERWIG incoherent and coherent subsamples

We first divide the HERWIG sample in two subsamples. The events in the first subsample are generated from LO processes where at least one color line flows from the initial to the final state. Hence, these processes contain the initial-final state coherence and are expected to be responsible for the formation of interference patterns in the Monte Carlo distributions. For brevity, we call them coherent events. In contrast, the initial and final states of the second sample are not color connected. These events do not contain initial-final state coherence and they will be called incoherent events. Incoherent events are not expected to contribute to the observed effect.

Fig. 17 shows the $\eta_3$, $R$, and $\alpha$ distributions for the HERWIG coherent and incoherent subsamples superimposed on ISAJET predictions. The distributions for the incoherent events have the same behaviour as the ISAJET distributions, whereas the distributions for the coherent subsample have shapes similar to those of the data (and of the HERWIG global sample). The coherent sample, then, is clearly responsible for the better agreement of HERWIG with the data.

This test is striking, but not definitive. In fact, the coherent and incoherent subsamples differ from each other not only for the color flow, but also for other dynamic properties that could, in principle, be relevant in determining the shape of the distributions of $\eta_3$, $R$, and $\alpha$. As one can easily verify by considering the color flow
in all the $2 \to 2$ Feynman diagrams, the \textit{incoherent} sample includes exclusively LO processes involving only quarks or antiquarks in the external states. On the contrary, the \textit{coherent} sample is comprised mostly of LO processes involving gluons. One might suspect that the differences in our distributions could be due to the different dynamics of these diverse processes.

We then perform a new test with a stronger discriminating power. Let us consider the two similar processes $\bar{q}q' \to q\bar{q}'$ (class A) and $qq' \to qq'$ (class B) shown in Fig. 18. Both classes A and B proceed through gluon exchange in the t-channel, as shown in Fig. 18c, but they differ in the color flow: classes A and B belong to the \textit{incoherent} and \textit{coherent} subsamples, respectively. Hence, the main and essentially the only difference between the two classes of processes resides now in the color flow. For this reason, a comparison between the predicted distributions of any variable for the two classes would help to establish whether that variable is sensitive to initial-final state color interference.

A complementary test would be to plot the same variable for processes that, dynamically, are totally different from each other, having in common only the pattern of color flow from the initial to the final state. For this test we choose, from the \textit{coherent} subsample, the three processes illustrated in Fig. 19: $gg \to gg$ (class G) $q\bar{q} \to q'\bar{q}'$ annihilations (class S) and $qq' \to qq'$ (class B). If the distributions for the $\alpha$ variable for these three classes are similar, this would imply that color flow is the dominant dynamic property governing the behaviour of $\alpha$.

Fig. 20a shows the $\alpha$ distributions for the classes A and B. The two distributions are clearly unlike, confirming that the effect of initial-final state color coherence in HERWIG is indeed the effect exhibited by the \textit{interference patterns}. 
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Fig. 20b shows the $\alpha$ distributions for the classes B, S and G. The $\alpha$ distributions are very similar for the three classes. This result shows that $\alpha$ is more sensitive to color flow than to other dynamic properties such as the type of partons involved in the hard scattering, or the channel through which the hard scattering proceeds.

B. Angular ordering in PYTHIA

We now present a thorough discussion of the differences between PYTHIA and PYTHIA+, which will serve to highlight the key ingredients required to generate the observed interference patterns.

In PYTHIA, the angular ordering is not effective on the first gluon emission. The shower evolution is performed in the rest frame of the hard scattering where the final state parton pair subtends an opening angle of $180^\circ$. A color antenna spanned between the two final partons or between the two initial partons thus constrains the maximum angle for the emission to be $180^\circ$: the net result is no restriction. In $p\bar{p}$ collisions, however, a color dipole may span the initial and the final state (initial-final state antenna). It is here that the scattering angle of the color flow constrains the maximum opening angle of an emission cone. PYTHIA does not implement angular restrictions on the emission from such an antenna.

We will show that the first emission has a dominant influence on the third-$E_T$ jet direction and that, in the Monte Carlo, the third jets are mainly produced by initial state radiation. Hence, the crucial ingredient for the emergence of the interference patterns in the Monte Carlo is the implementation of the angular restriction on the emission of the first gluon by the initial state prong of the initial-final state antennas. This point is, in fact, confirmed by the comparison between the distributions predicted by PYTHIA and PYTHIA+. As described in detail in the Sec. VI B 3
below, PYTHIA+ implements the angular restriction for the first emission of the initial-final state antennas. Since this is the only difference with PYTHIA, it must be the reason for the discrepancy in the predicted distributions.

1. Angular ordering for the first emission

In order to show the influence of the the first emission on the third jet direction, we use a feature of PYTHIA that allows us to constrain, in a fixed cone, the first gluon emission of time-like showers. We then use restriction cones of fixed size, instead of the QCD prescription, to study the behaviour arising from the restriction cone size. Coherent events are generated by the process \( qq' \rightarrow qq' \), confining the first emissions within cones of apertures \( \delta = 1 \text{ rad} \) and \( \delta = 0.5 \text{ rad} \) respectively.

Fig. 21 compares the distributions of the three variables \( \eta_3 \), \( R \) and \( \alpha \) for the two fixed restriction cones with those obtained for no restriction (180°). The effect of applying the angular restriction has the expected trend: the \( \eta_3 \) and \( R \) distributions become wider and the \( \alpha \) distribution becomes lower in the central region. The effect is unequivocal for \( \delta = 0.5 \text{ rad} \) and it is very small for \( \delta = 1 \text{ rad} \).

Actually, the case \( \delta = 1 \text{ rad} \) should be representative of the average angular restriction imposed by color coherence that is expected in this analysis. Since the second jet is constrained in the central calorimeter, \( |\eta_2| < 0.7 \), all the QCD restriction cones extending to the beam line (region B in Fig. 4) have an aperture greater than 0.9 rad. However, the effect for \( \delta = 1 \text{ rad} \) is much smaller than the one observed in the data because, for this PYTHIA case, the angular restriction on the first emissions from the initial state is not implemented (see Sec. VI B 2 below).

In summary, the first emission is important for defining the third jet direction (Fig. 21b), but the angular restriction in the final state alone cannot reproduce the
right size of the effect (Fig. 21a).

2. Angular ordering for the initial state radiation

Radiation in the initial state is indeed important as it provides a major contribution to the third jet production. To show this we need to separate, in the Monte Carlo samples, the third jets radiated from the initial state from those radiated from the final state. We use the HERWIG Monte Carlo for this study.

For this purpose we examine the fraction, $f_3$, of the third jet energy radiated by the final state. In principle, gauge invariance prevents us from associating the emission to a specific parton branch: it is the color antenna that radiates. However, in a Monte Carlo, a specific gauge choice is made and we can identify the parton from which a gluon is radiated. Then, for each particle generated by the Monte Carlo, we can determine whether its energy derives from the initial state, the final state, or from both states.

We calculate the third jet energy radiated from the final state by summing the energy of those particles that are product of final state radiation and belong to the third jet (namely those falling inside the clustering cone). The fraction $f_3$ is, then, this energy sum divided by the third jet energy (calculated as the sum over all the particles belonging to the jet). We divide the whole sample in two categories: the subset $\text{init}$, containing events with a third jet produced mainly by initial state radiation ($f_3 < 0.2$) and the subset $\text{fin}$, containing events with a third jet that has at least 20% of its energy coming from final state radiation ($f_3 > 0.2$). Table 3 shows the relative frequencies of these categories for the Monte Carlo HERWIG. Most of the third jets receive a substantial contribution from the initial state radiation.

We also look at the content of incoherent and coherent events in the two $\text{init}$ and
fin samples. Table 4 shows that in both samples the coherent events are the majority. Fig. 22 shows that the coherence effect manifests itself in both the init and the fin samples, as a difference between the incoherent and coherent distributions. The fin sample distribution is unusual because it gets contribution from third jets produced by the radiation from the final state parton that generated the first jet in the event. These third jets, because of the collinear singularities, are clustered around the first jet, that is located near $|\Delta \phi| = \pi$ and $H = 0$ in Fig. 5, corresponding to $\alpha = 0$.

In conclusion, the coherence effect is present in the radiation from the final state as well as from the initial state, but the fraction of events with a significant contribution to the third jet energy that arises from final state radiation is too small to produce a visible effect by itself. In order to reproduce the size and shape of the effect observed in the data, the angular ordering must be implemented also for the initial state radiation.

3. Comparison of implementations of coherence in PYTHIA

Here, we examine briefly the new implementations of angular ordering in PYTHIA+. Let us consider the four partons involved in a $2 \rightarrow 2$ scattering. For each parton associated with an initial-final state antenna, PYTHIA+ restricts the first emission according to the QCD prescription. In this context, "first" emission means the branching closest to the hard scattering, as shown in Fig. 23.

If the emitting parton is a gluon, it contributes to two different color dipoles. Fig. 24 illustrates this case. Only one of the two dipoles is an initial-final state antenna. The other dipole lies entirely in either the initial or the final state and, consequently, does not require an effective restriction, because it has an opening angle of $180^\circ$. In the approximation scheme of PYTHIA+, the choice of which dipole
radiates first is made randomly with equal probability.

The implementation of the phase space restriction described above is the only distinction between PYTHIA and PYTHIA+. However, it makes the difference in Figs. 10, 11, and 12. On the other hand, the coherence implemented in PYTHIA does not show any effect in the interference patterns. Fig. 25 summarizes all these results comparing the Monte Carlo samples between themselves. The ideal calorimeter simulation is used in order to obtain a comparison independent of the CDF detector details. Fig. 25a show the PYTHIA distributions superimposed on those of the sample PYTHIA-off, which is generated with unconstrained radiation. No significant difference appears for any of the distributions. Fig. 25 compares also the PYTHIA (b) and PYTHIA+ (c) distributions with the HERWIG predictions. PYTHIA+ has a behaviour similar to HERWIG, while PYTHIA is different.

The change in the $\eta_3$ distribution from PYTHIA to PYTHIA+, also suggests that the transverse energy of the third jet $E_{T3}$ is sensitive to color coherence. Fig. 26 shows the $E_{T3}$ distributions of PYTHIA (a) and PYTHIA+ (b) compared to the HERWIG prediction (1) and to the data (2). In this last case the PYTHIA events are simulated through the CDF detector. The $E_{T3}$ spectrum of PYTHIA+ is in better agreement with HERWIG and the data.

As an additional test of the inadequacy of the PYTHIA implementation, Fig. 27 shows the $\alpha$ distributions for the classes A (incoherent) and B (coherent) defined in Sec. VI A. Unlike the situation for HERWIG (Fig. 20a) and PYTHIA+ (Fig. 27b), there is no significant difference between the coherent and the incoherent distributions for PYTHIA (Fig. 27a).

Up to this point, in order to facilitate the comparisons between the various prob-
ability distributions, all the distributions have been normalized to unit area. In order to understand the absolute effect of the angular restrictions on the characteristics of the third-Et jets, it is also interesting to compare distributions normalized to the same integrated luminosity. Fig. 28 shows the comparison, on an absolute scale, between the samples of PYTHIA+ and PYTHIA-off. This figure clearly illustrates that the interference patterns are generated by depletion in given regions of the distributions. The depletion is, of course, a direct consequence of the radiation suppression outside the restriction cones. The total probability for generating a third jet becomes smaller because of the color coherence.

VII. CONCLUSIONS

We have presented in this paper direct evidence for color coherence phenomena in pp collisions. The result has been obtained by studying kinematical correlations between the second- and the third- most energetic jets in multijet events. We have compared our data with several shower Monte Carlo calculations that implement, with differing levels of accuracy, the quantum coherence in the gluon radiation process. The comparison of the shape of third jet distributions has allowed us to single out the interference between initial and final state gluon emission from color connected partons as the origin of the observed correlations. We have verified that HERWIG and a modified version of the PYTHIA Monte Carlo (now implemented in version 5.7) reproduce the data better than ISAJET and PYTHIA version 5.6. This confirms complementary findings from e+e− physics supporting the theoretical result that color coherence phenomena can be included in a shower Monte Carlo despite their quantum nature. It is expected that future quantitative studies, extending this analysis
for example to different jet energy ranges or to different event samples, will provide additional tests of QCD color coherence and will result in further improvements in the theoretical models. Investigations should focus on the residual disagreements remaining between the data and the predictions of the Monte Carlos implementing color coherence. As soon as the relevant calculations are available, it will also be interesting to compare the distributions studied in this work with parton level calculations [26] based on next-to-leading order QCD matrix elements [27]. Since the first emission is particularly important to determine the third jet direction, as shown in Sec. VI B 1, we expect this calculation to be able to describe our measurements.
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Table 1: Summary of CDF calorimeter properties. The symbol $\oplus$ signifies that the constant term is added in quadrature in the resolution. Thicknesses are given in radiation lengths for electromagnetic calorimeters and absorption lengths for hadronic calorimeters. The electromagnetic resolutions are for electrons and photons; the hadronic resolutions are for isolated pions.

<table>
<thead>
<tr>
<th>System</th>
<th>$\eta$ range</th>
<th>Energy resolution</th>
<th>Thickness</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEM</td>
<td>$</td>
<td>\eta</td>
<td>&lt; 1.1$</td>
</tr>
<tr>
<td>PEM</td>
<td>$1.1 &lt;</td>
<td>\eta</td>
<td>&lt; 2.4$</td>
</tr>
<tr>
<td>FEM</td>
<td>$2.4 &lt;</td>
<td>\eta</td>
<td>&lt; 4.2$</td>
</tr>
<tr>
<td>CHA</td>
<td>$</td>
<td>\eta</td>
<td>&lt; 0.9$</td>
</tr>
<tr>
<td>WIA</td>
<td>$0.7 &lt;</td>
<td>\eta</td>
<td>&lt; 1.3$</td>
</tr>
<tr>
<td>PIA</td>
<td>$1.3 &lt;</td>
<td>\eta</td>
<td>&lt; 2.4$</td>
</tr>
<tr>
<td>FHA</td>
<td>$2.4 &lt;</td>
<td>\eta</td>
<td>&lt; 4.2$</td>
</tr>
</tbody>
</table>

Table 2: The number of events in the data and the simulated samples. Each simulated sample originally contained 280000 events. See text for definition of the cuts.

<table>
<thead>
<tr>
<th>Luminosity (pb$^{-1}$)</th>
<th>Data</th>
<th>HERWIG</th>
<th>ISAJET</th>
<th>PYTHIA-off</th>
<th>PYTHIA+</th>
<th>PYTHIA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4.2</td>
<td>5.5</td>
<td>5.9</td>
<td>5.8</td>
<td>5.8</td>
<td>5.8</td>
</tr>
<tr>
<td>After cuts 1,2,3,4</td>
<td>13983</td>
<td>15706</td>
<td>16145</td>
<td>15143</td>
<td>14540</td>
<td>16181</td>
</tr>
<tr>
<td>After cut 5</td>
<td>10649</td>
<td>11004</td>
<td>12261</td>
<td>10565</td>
<td>9085</td>
<td>11988</td>
</tr>
<tr>
<td>After cut 6</td>
<td>8201</td>
<td>8474</td>
<td>9444</td>
<td>8382</td>
<td>6940</td>
<td>9411</td>
</tr>
</tbody>
</table>
Table 3: Fraction of HERWIG events where the third jet is generated by initial state radiation (init) or final state radiation (fin).

<table>
<thead>
<tr>
<th>sample</th>
<th>fraction of the total</th>
</tr>
</thead>
<tbody>
<tr>
<td>init ((f_3 &lt; 0.20))</td>
<td>75%</td>
</tr>
<tr>
<td>fin ((f_3 &gt; 0.20))</td>
<td>25%</td>
</tr>
</tbody>
</table>

Table 4: Incoherent and coherent fractions in samples init and fin.

<table>
<thead>
<tr>
<th>sample</th>
<th>coherent</th>
<th>incoherent</th>
</tr>
</thead>
<tbody>
<tr>
<td>init ((f_3 &lt; 0.20))</td>
<td>93%</td>
<td>7%</td>
</tr>
<tr>
<td>fin ((f_3 &gt; 0.20))</td>
<td>87%</td>
<td>13%</td>
</tr>
</tbody>
</table>
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Figure Captions.

Fig. 1: Sketch of a $e^+e^- \rightarrow 3 - jet$ event. a) Partons exiting from the primary vertex. Soft radiation, represented by shadowing, is suppressed in the region between the two quarks relative to the other regions. b) Color flow for the same event. The color lines can be identified as directional antennas.

Fig. 2: Angular ordering. a) Feynman diagram of a final state shower. b) Color flow in the shower. c) Partons exiting from the primary vertex. The emitted radiation is constrained around the emitting parton, within a cone defined by the color-connected partner. A similar cone (not shown) confines radiation emitted by the partner.

Fig. 3: Phase space constraints for the first gluon emission in a $q\bar{q}$ annihilation. a) Feynman diagram of the hard scattering. b) Color lines flow from the initial to the final state, $q$ and $q'$ are color partners. c) Restriction cones for $q$ and $q'$. Similar cones can be drawn for $\bar{q}$ and $\bar{q'}$.

Fig. 4: Spatial distribution of radiation for the $2 \rightarrow 2$ scattering of Fig. 3. a) Radiation from the emitting antenna is maximum in the overlap region C. Soft emissions from the antenna are forbidden outside the restriction cones A and B. b) Cross section of picture a).

Fig. 5: The observed spatial distribution of the third jet around the second jet. Each point represents the position of a third-$E_T$ jet. The second jet axis corresponds to the origin. The circular region around the second jet is forbidden to other jets by
the clustering algorithm. The limit $|\Delta H| < 4$ is due to the calorimeter acceptance.

Fig. 6: The restriction cones of Fig. 4 as seen in the $(\alpha, R)$ space. The upper curved boundary corresponds to the limit $|\Delta \phi| < \pi$. The clustering algorithm prevents the jet axes from falling in the rectangular region $R < 0.7$. The boundaries between regions A, B, and C correspond to the case $\theta_0 = 85^\circ$.

Fig. 7: A side-view cross section of the CDF detector. The detector is forward-backward symmetric about the interaction region, which is in the center of the figure right side.

Fig. 8: Observed $E_{T1}$ distribution compared to the predictions of: (a) HERWIG; (b) ISAJET; (c) PYTHIA; (d) PYTHIA+.

Fig. 9: Observed $E_{T2}$ distribution compared to the predictions of: (a) HERWIG; (b) ISAJET; (c) PYTHIA; (d) PYTHIA+.

Fig. 10: Observed $\eta_3$ distribution compared to the predictions of: (a) HERWIG; (b) ISAJET; (c) PYTHIA; (d) PYTHIA+.

Fig. 11: Observed $R$ distribution compared to the predictions of: (a) HERWIG; (b) ISAJET; (c) PYTHIA; (d) PYTHIA+.

Fig. 12: Observed $\alpha$ distribution compared to the predictions of: (a) HERWIG; (b) ISAJET; (c) PYTHIA; (d) PYTHIA+.

Fig. 13: Bin by bin ratio (Monte Carlo/DATA) of the (a) HERWIG, (b) ISAJET, (c) PYTHIA, (d) PYTHIA+ $\alpha$ distributions of Fig. 12 over the data $\alpha$ distribution.
also shwon in the same figure.

Fig. 14: $\alpha$ (a), $R$ (b), and $\eta_3$ (c) distributions of HERWIG events simulated with the ideal calorimeter ($\text{IDEAL SIM}$), compared to those of the same events simulated with the CDF detector ($\text{CDF SIM}$). The comparisons show the effect of the detector on the interference patterns. The $\alpha$ distribution predicted by ISAJET + CDF SIM is also shown (d) superimposed on the HERWIG predictions: the effect of the detector (difference between $\text{IDEAL SIM}$ and $\text{CDF SIM}$) is smaller than that of the color interference (difference between ISAJET and HERWIG).

Fig. 15: Effects on the HERWIG + CDF SIM $\alpha$ distribution, due to uncertainties in the calorimeter response: (a-c) 100% variations of the $\eta$ and $\phi$ crack sizes; (d) one sigma variation in the overall calibration of the detector response to single particles; (e) 10% variation in the relative calibration between the scintillator and the gas calorimeters. (f) 10% variation of the jet energy scale in the End Wall region $0.7 < |\eta| < 1.3$

Fig. 16: Effects on the HERWIG + IDEAL SIM $\alpha$ distribution, due to theoretical uncertainties: (a) hadronization; (b) fragmentation scheme; (c-e) parton distribution functions.

Fig. 17: $\eta_3$ (a), $R$ (b) and $\alpha$ (c) distributions for the HERWIG coherent (1) and incoherent (2) subsamples superimposed on the ISAJET distributions.

Fig. 18: (a) color flow in a class A process; (b) color flow in a class B process; (c) both classes A and B proceed through the $t$-channel gluon exchange.
Fig. 19: (a) example of class G process (gluon gluon scattering in any channel); (b) class S process (qq annihilation in the s-channel); (c) class B process (qq' scattering in the t-channel).

Fig. 20: HERWIG α distributions: (a) the A (incoherent) and B (coherent) classes; (b) the B, S, G classes (all coherent).

Fig. 21: PYTHIA: α, ηs, and R distributions for samples for which the angular restriction into a fixed cone is applied to the first emission in the final state: 1) cone size δ = 1 rad (a); 2) cone size δ = 0.5 rad (b). The distributions are superimposed on distributions for the sample generated with no angular restriction (δ = π).

Fig. 22: HERWIG: α distribution of coherent events superimposed on that of incoherent events for the two samples init (a) and fin (b).

Fig. 23: The “first” emission is the branching closest to the hard scattering

Fig. 24: A gluon contributes to two different color dipoles. Only one of the two dipoles is an initial-final state antenna. The other dipole lies entirely in either the initial or the final state

Fig. 25: Comparisons between different Monte Carlo samples (IDEAL SIM) for the variables ηs (1), R (2), and α (3): (a) PYTHIA compared to PYTHIA-off; (b) PYTHIA compared to HERWIG; (c) PYTHIA+ compared to HERWIG.

Fig. 26: E_3 distribution of PYTHIA (a) and PYTHIA+ (b) compared to: (1) the predictions of HERWIG (2) the data. The PYTHIA events compared to the data
are simulated through the CDF detector.

Fig. 27: $\alpha$ distribution for the class A (*incoherent*) compared to that for the class B (*coherent*): (a) PYTHIA; (b) PYTHIA+.

Fig. 28: PYTHIA-off compared to PYTHIA+ on an absolute scale: (a) $\alpha$ distribution; (b) $R$ distribution; (c) $\eta_3$ distribution.
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