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Fermilab Experiment-665 measured Deep-Inelastic Scattering of 490 GeV muons off deuterium
and xenon targets. Events were selected with a range of energy exchange, v, from 100 GeV to 500
GeV and with large ranges of Q% and zg;: 0.1 GeV?/c? < Q% < 150 GeV?/c® and 0.001 < 5 < 0.5.
The fractional energy (z) distributions of forward-produced hadrons from the two targets have been
compared as a function of the kinematics of the scattering; specifically, the kinematic region of
“shadowing” has been compared to that of non-shadowing. The dependence of the distributions
upon the order of the hadrons, determined by the fractional energies, has been examined as well; a
strong degree of similarity has been observed in the shapes of the distributions of the different order
hadrons. These z-distributions, however, show no nuclear dependence, even in the kinematic region
of shadowing.



I. INTRODUCTION
A. Motivation

Fermilalb Experiment-665 was constructed to measure
Deep-Inelastic Muon scattering; the Spectrometer has
been described in reference [1]. This analysis concen-
trates on the distributions of the final state hadrons pro-
duced in these scattering events. It was based on the
data from the first period of running, in 1987. Details
of the data set and the analysis chain may be found in
reference [2].

E665 had the advantage of very high incident muon en-
ergy, 490 GeV, which allowed large values of energy ex-
change v, and hence very small zg; values (the kinematic
variables are described in Section 11 A). In addition, ac-
ceptance down to small muon scattering angles (1 mr)
atiowed for an examination of the shadowing effect over
large ranges of the kinematic variables, v, @ and zg;:

100 GeV < v < 500 GeV,
0.1 GeV?/e? < Q% < 150 GeV?/c?, and

0.001 < Ipj < 0.5.

In this analysis we examine the final state hadron
distributions as functions of the hadron fractional en-
ergy (z). The events analyzed were selected from the
xenon and deuterium target samples. We compare our z-
distributions from deuterium to those from the European
Muon Collaboration (EMC) [3] and CHIO [4]. We then
examine the dependences of our distributions upon the
event kinematics, paying particular attention to compar-
ing the distributions from a ‘simple’ target, deuterium,
to those from a nuclear target, xenon.

In the kinematic regime of shadowing (see Section I1 D},
the inclusive Deep-lnelastic cross section on a nuclear
target exhibits a depletion at low-zg; relative to a ‘sim-
ple’ proton-neutron isoscalar target [5,6]. A similar nu-
ciear dependence of the cross section has been seen in
hadron-nuclear [7] and photon-nuclear collisions [8]; in
addition, in the hadron-nuclear interactions the scaled
energy distributions of the final state hadrons have dis-
played a corresponding nuclear dependence. In Deep-
Inelastic scattering in the shadowing regime, the virtual
photon is “nearly” real. Since the cross section for muon
scatiering from xenon exhibits a depletion in this kine-
matic region, then the final state hadrons may show a cor-
responding nuclear dependence; hadron studies have not
been presented in this kinematic region of Deep-Inelastic
Scattering before this experiment. We compare our z-
distributions from the regime of shadowing to that of
non-shadowing; it is of special interest that these com-
parisons show no nuclear dependence,

In a separate publication [9], we have compared the
multiplicity distributions and other properties of the final

state hadrons of xenon and deuterium. That analysis
was based on a Streamer Chamber data sample, with a
different kinematic range than this analysis: it includes
an examination of the backward hemisphere. The physics
conclusions of these two analyses are consistent for the
forward produced hadrons.

B. Overview

Before presenting our results, we review some aspects
of Deep-Inelastic Muon Scattering. In Section 11 A, we
cover the standard formalism of the interaction kinemat-
ics. In Section Il B we define the variables used to de-
scribe the final state hadrons. In Section I D we discuss
the effect of shadowing and some of the possible imphica-
tions for the final state hadrons. Finally, in Section I1E
we discuss expectations for nuclear dependence of the
hadronic final states.

In Section IIl we examine the =z-distributions from
xencn and deuterium. We begin by comparing our deu-
terium data to data from previous experiments in Sec-
tion HI A. Then, in Section 11 B, we compare our :-
distributions from both targets in both regimes, shad-
owing and non-shadowing. The effects of rescattering in
the targets are considered in Section IV, and limits on
nuclear effects on the final state hadrons are presented in
Section V.

We also examine the event structure for the two kine-
matic regions, from both targets, by comparing the z-
distributions for hadrons of different order. where the
order is determined by the fractional energy: this is pre-
sented in Section VI. The removal of a kinematic con-
straint is accomplished by rescaling the fractional ener-
gies in Section V1. The conclusions from our analysis
ate presented in Section VI

We have included Appendix A, in whichk we present
some detailed examinations of several effects that could
have biased the results. In Appendix Al we summa-
rize the systematic error on the z-distributions, and the
resolution on the energy fraction z is discussed in Ap-
pendix A 2. We discuss the selection criteria for events
to be included in the final sample and the quality require-
ments imposed on the tracks of these events. Several of
the “cuts” were based on a particular kinematic variable;
since the kinematic variables are correlated. a given cut
affects several variables. Hence, the final kinematic space
of the data sample is described in detail in Appendix A 3.

Corrections for contamination by radiative processes
have nof been applied in this analysis, unlike previous
analyses; instead, we have employed information from
our electromagnetic calorimeter to reduce the contami-
nation of these radiative processes, before examining the
hadron distributions. Details of this procedure are pre-
sented in Appendix A 5.

In Appendix A6, we cover the method employed
to correct the data for acceptance and reconstruction.



Monte Carlo events, based on LUND [10}, were used only
to simulate the effects of acceptance on the distributions.
They were not considered as a means of evaluating the
physics of the distributions.

The distributions of the final state hadrons have been
normalized to the number of scattered muons; the re-
moval of dependence upon the scattering cross section
should remove the dependence upon the triggering effi-
ciency of the data collection. However, the data were col-
lected based upon two different triggers, and the validity
of merging these two samples depended upon the demon-
stration that, for similar kinematics, the two triggers did
not bias the hadron distributions. This demonstration is
located in Appendix A 7.

In Appendix B, we have tabulated our data from those
plots which present our results; the errors associated with
each value are included.

C. Conventions

Throughout this paper the presentation of the figures
adheres to certain conventions. All vertical error bars
represent only the statistical errors; horizontal error bars
indicate half the bin-width — no bin-centering correction
has been applied. Unless explicitly stated otherwise, all
hadron distributions have been corrected for acceptance.
The event disttributions in the muon variables have not
been corrected for either triggering or detector accep-
tance.

II. DEEP-INELASTIC MUON SCATTERING
A, Kinematics

The Deep-Inelastic muon-nucleon scattering process
involves the transfer of energy and momentum from the
muon to the target through an electroweak interaction.
In the Born approximation, this is described as the trans-
fer of a single boson. In our kinematic regime, we need
only consider an electromagnetic interaction. The Feyn-
man graph of single-photon exchange is shown in Fig-
ure 1. The incoming muocn has 4-momentum k, and the
outgoing muon, scattered through a lab-angle 6, has 4-
momentum &’. The initial 4-momentum of the target
is defined to be P, and the 4-momentum transferred in
the interaction is defined as ¢ = k — k. Since the photon
is “space-like”, the square of the 4-momentum transfer
is negative: ¢ < 0; hence, it is customary to define the
positive quantity @? = —¢®. In the laboratory system
the target nucleon is assumed to be initially at rest, so
P =(M;0,0,0), where M is the nucleon mass; we are
ignoring the effects of Fermi motion. With the energies
of the incident and outgoing muons defined as E and
E', respectively, the energy transferred in this system is
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FIG. 1. Feynman Graph of Single-Photon Exchange.

defined as v = E — E' , and thus ¢ = (v; k— k') . The
expression for Q7 is then

Q* = —2m’ + 2EE" — 2[k|[k’| cos 8. i1

Since the interaction is inelastic, energy is contributed
to the breakup of the target, and a parameter is required
to describe the relative inelasticity of the interaction. Itis
natura! to employ the Bjorken-Scaling variable to express
this inelasticity:

2

IMy’

Igj = (2
which takes values in the interval (0,1), with rg; = 1 for
elastic scattering from a nucleon at rest. In the Quark
Parton Mode! (11}, zp; is considered the fraction of mo-
mentum of the nucleon carried by the parton. The in-
variant mass of the final hadronic state is W; it includes
the amount of energy absorbed into the struck-nucleon
systetn. With this definition of W, the square of the
4-momentum transfer can be arranged as the sum of a
kinetic term and a mass term:

Q% = My + (M* - W?). (31

Another kinematic variable frequently used is the scaled-
energy transfer: y = »/E. The important consideraticn
here is that, for a given beam energy, there are two pa-
rameters needed to describe the kinematics of the scatter.



B. Hadron Variables

In Deep-Inelastic Scattering the trajectories of the pri-
mary hadrons can be expressed relative to the primary
event vertex and the direction of the virtual photon,
which are defined by the muon scattering kinematics.
With the assumption of a particular mass, a typical
choice of the three variables needed to describe the ha-
drons would be the longitudinal momentum relative to
the event axis, Fj|, the transverse momentum, F.. and the
azimuthal angle about the virtual photon axis, ¢. One
could choose the hadron total momentum or the energy
instead of £|. When examining the hadron distributions
as a function of one of these variables, one integrates over
some range of the other two.

The energy available for distribution among the final
state particles varies from event to event, so the momenta
of the hadrons will depend on the event kinematics. Em-
pirically, it has been possible to scale-out this dependence
on the available energy by defining the Lorentz Invariant
quantity, z:

PTarget ' Pﬁadron (4)
PTarget - q ’

¥
<

where Prapgee is the 4-momentum of the target, Pradron
is the 4-momentum of the hadron, and ¢ is the 4-
momentum transferred in the interaction. In the lab
frame, z reduces to the ratio of the hadron energy over
the energy transfer in the event: : = E/v, where Ey is
the badron energy. In this analysis, we have assumed a
picn mass for all particles in calculating E. The Feyn-
man scaling variable, zp, is another frequently chosen
method of scaling the momenta of particles:

Am A"
Ir = cm & Fia? (5)

Pimax W/2
where Pl . is the maximum possible longitudinal mo-

mentum in the center-of-mass systern, which is well ap-
proximated by half the available energy. For the energies
transferred in Experiment-665, the two variables zp and
z are equivalent for high-momentum particles — when
zp and z are greater than about (.15. In this analysis,
we will only discuss the energy fraction z.

We have also used information regarding the order-
ing of the particles in terms of their energy fractions
z {2]. The particle with the highest-z was referenced as
the fastest particle. Similarly, the next highest-z parti-
cle was called the second fastest, and the third highest-z
particle was called the third fastest. This is the same ter-
minology used by Feynman and Field [12]; they discuss
ordering in energy as distinct from ranking in the frag-
mentation chain, which i1s not directly observable. We
will consider only the experimental ordering in z. This
ordering involved only charged particles, so there was
some “shuffling-up” of charged particles in the ordering,
as their preceding neutral sisters were missed.

We have defined an additional variable, which we have
called the Rescaled-z; this quantity is the energy of each
particle scaled to the energy available to that particle,
working down from the most energetic. Again, in cal-
culating the energy available to a hadron, we considered
only observed charged particles. The Rescaled z-values
of the second and third fastest particles are defined as
the following:

Pascleon P2
Rescaled (20} = fuceon 6
( 2) Prucleon - (q - Pl) ( )
— 2 , and {7)
v = El lab frame
Pnucleon ! PS
Rescaled(zz) = 8
(3) Pnucleon'(q_Pl_Pz) ()
Es3
SN B— , 9
V_EI—EQ lab frame ( )

where E; is the energy and F; is the 4-momentum of the
hadron of order 1.

C. Factorization

The differential rate of production of hadrons depends,
in principle, upon the event kinematics as well as the ha-
dron kinematics. What we measure is the number of
hadrons, Ny, produced in an interval dz of the energy
fraction, integrated over a range of the other four vari-
ables:

dN,l, dsN_ﬁ
. d . 2 d 2 )
dz /]]] dzg; d4Q? dz dptil dé Tp; dQ* dPf d¢

(10)

In the same range of the two event kinematic variables
xpj and %, we also measure the number of events, or
scattered muons:

dzN»U 2
Nu—jfmdeJdQ. (ll]

By normalizing the number of hadrons per interval dz,
Equation {10), to the number of scatters, Equation (11),
we obtain the mean number of hadrons per event pro-
duced in the interval dz, which is a differential multiplic-
ity distribution:

(12)

In principle, this function D(z) could depend upon the
specific range of the event kinematic variables zg; and Q*
over which the integration was performed. Empirically,
however, hadrons have shown only weak dependencies



on event kinematics, after scaling the hadron energies.
Neglecting these weak dependencies, we can factorize
the production rate into the product of two independent
rates:

d® Ny, 4N,
drp; dQ? dz dP? d¢ — dzp; dQ?

&N,
dz dPZ dé’

(13)

where N}, is the mean number of hadrons produced m an
event. This approximation is called Factorization. The
rationale for this behaviour is that the scattering of the
muon occurs on a much shorter time scale than that of
the target breakup and the formation of the final state
hadrons, and, hence, the scattering of the muon can be
considered independently from the breakup of the target.

While the approximation holds, the two factors of
Equation (13) can be integrated over their variables in-
dependently. This allows us to interpret D(z) of Equa-
tion (12) as a function of a single variable, with no depen-
dence upon the scattering rate or the event kinematics
— as a fragmentation function:

_ &Ny, 2

The validity of the Factorization approximation for a
specific range of kinematics can be tested empirically by
examining the residual dependence of the hadron dis-
tributions upon the event kinematics. We inspect this
aspect of our data for the z-distributions.

D. Shadowing

Deep-Inelastic Scattering off nuclear targets has been
compared to that off “nucleon” targets of hydrogen and
deuterium. The per-nucleon eross section for a nuclear
target differs from that for a hydrogen or deuterium tar-
get as a function of the scattering kinematics. There have
been several effects seen as a function of the Bjorken scal-
ing variable g;; there is an enhancement at very high zg;
(0.6 < zg; < 1}, a reduction of cross section at mid-zg;
(0.3 < zg; < 0.6), an enhancement at zp; ~ 0.1, and an-
other reduction at very low-zp; (zpj < 0.01). These are
associated with the effects of Fermi motion, the “EMC
effect” [13], anti-shadowing {5], and shadowing {5}, re-
spectively. Of primary interest in this analysis is the
effect of shadowing.

Shadowing is an effect which has been seen in hadron-
nuclear scattering; the strong nature of the interaction is
such that the scattering tends to occur very near the sur-
face of the target nucleus before the incident hadron can
traverse the nuclear material to reach the more down-
stream parts. Thus, the upstream part of the nucleus
occults or “shadows” the downstream part. The cross
section for the interaction depends on the target size as
a function of the surface area and not the volume of ma-
terial. This leads to a dependence closer to A3 rather

than to A', where A is the atomic weight of the nuclear
target.

This effect has also been seen in real photon absorption
on nuclei, The increase in cross section is approximately
proportional to the area of the target nucleus and not
the volume, and the relative cross section per target nu-
cieon decreases as the A of the target nuclei is increased;
empirically, the photoproduction dependence is roughly
A®®/A. This has been described traditionally by Vector
Meson Dominance {8]. The photon can transmute itself
into a virtual meson, which must have the same quan-
tum numbers as the photon and hence must be spin-1:
a vector meson. The lightest of these is the p® meson,
which forms the basis of this description. In General-
ized Vector Meson Dominance [8] the interaction must
be summed over all possible vector mescns and the inter-
ference graphs as well, which correspond to off-diagonal
elements of the scattering matrix. These off-diagonal l-
ements of Generalized Vector Meson Dominance cancel
the strong dependence of the process on Q? which exists
in the simple p Meson Dominance picture,

Attempts also have been made to describe nuclear ef-
fects based on the parton picture. The Altarelli-Parisi
equations have defined the basis of a popular description
of partonic distributions within the framework of the the-
ory of Quantum ChromoeDynamics (QUD). Based on the
Renormalization (iroup equation and operator product
expansion and on a QCD-inspired Lagrangian, they de-
scribe the makeup of a nucleon in terms of distributions
of quarks {both valence and sea) and gluons. The authors
developed functions to describe the interactions between
the partons; these were called splitting functions because
they involved the emission of partons (both quarks and
gluons) from other partons (both quarks and gluons) [14].

In more recent works [15-17] another set of functions
have been added which describes the process of recombin-
ing partons; this creaies a more thorough characteriza-
tion of the interactions between the partons. Particular
attention was paid to the recombination of partons from
neighboring nucleons in nuclei. As the fraction of nucle-
onic momentum carried by a parton, r. becomes small,
the localization of the parton must become less precise,
so these “wee-x” partons of a nucleon will overlap spa-
tially with those of neighboring nucleons in a nucleus.
The valence quarks will not stray far from the valence
domain of 1 fm, but these wee-z partons may be located
more than 4 fm (a typical nuclear radius) from the nu-
cleon and, hence, recombine with the partons of neigh-
boring nucleons. This will result in a net depletion of
partons with wee-z values in the nucleons of nuclei rela-
tive to those of “free” nucleons of hydrogen or deuterium,
and a correspending enhancement of medium-z partons.
This description accounts for both shadowing and anti-
shadowing. The resultant behavior of this description is
predicted to have very little dependence on the value of
@? of the interaction.

However, just a simple argument based on the Uncer-
tainty Principle can suggest why this shadowing occurs



at low-zpg; and low-Q?. This involves using the language
of “Old-Fashioned-Perturbation-Theory” to discuss the
dissociation of the photon into a virtual quark-antiquark
pair. This quark-antiquark pair must separate by a dis-
tance, in the lab frame, of the size of a hadron (1 fm)
before it can be “dressed” to interact like a hadron;
this separation requires some minimum time, for example
| fm/c. Consequently, this virtual state must commence
far enough upstream of the target nucleon and survive
long enough to reach it. In addition, this longitudinal
extension must include the full length of the nucleus for
the virtual state to probe the full volume and, therefore,
experience the full amount of shadowing.

This distance depends upon the time which, according
to the Uncertainty Principle, is inversely proportional to
the energy difference, AE, of the state of the virtual pho-
ton and the state of the separating quark-antiquark pair,
which is of mass m in the pair’s rest frame. This energy
difference can be written as

AE= /vi-g?4+m?—v (15)

~(22+7n2
~ I (16)

for v 3» Q. Thus, the longitudinal extension of the
separating quark-antiquark pair can be written as

1 Q?

W o el D ———— —/———.
A5 el = zpiM Q2+ m?

(17)
Typical values of the mass m of the separating pair are

on the order of \/Q?, so the transverse separation has a
typical value:

ASy = 1/m~ 1/VQ2 (18)

Then, for the transverse separation to be about 1 fm, Q?
must be very small: Q? < 0.04 GeV?/c2. For the state to
exist for many {10) fm of longitudinal extension, the zp;
must also be small: zg; < 10~2. Empirically, the cross
sections on nuclear targets exhibit a depletion at low-zg;
relative to a simple proton-neutron isoscalar target [5,6].

E. Hadronizatjon

The preceding discussion of shadowing involved only
the comparisons of the total cross sections for the inter-
actions, without knowledge of final state hadrons. E665
had the apparatus for good coverage of the final state
hadrons as well. In hadron-nucleus collisions, where
the cross sections exhibit shadowing, there has been ob-
served a correlated attennation of final state hadrons
(7,18). This attenuation can be described as the xp-
(or z)-dependence of the ratios of invariant cross sec-
tions of hadron-nuclear final state hadron production. In
reference [19] these ratios of hadron distributions from

the reactions p A =+ X, at incident energies from 24 to
400 GeV, were fit to a form A7) where the depen-
dence of the exponent o on xp was expressed In a simple
polynomial form:

the fit included a range of zg of {0.1,0.9} at P, of
0.3 (GeV/c and had a reduced-y? of 0.7. This function is
displayed in Figure 2(a}.

We wish to compare this final state hadron attenua-
tion from hadron-nucleus collisions to the final state ha-
dron differential distributions from our analysis of muon-
nucleus collisions. Since we have normalized our distri-
butions to the number of scatters, we must scale out the
values of the total cross sections for the hadron-nucleus
data. The A-dependence of the inelastic cross section
of proton-nucleus scattering has been parameterized as
38.2A%72 mb, for an incident energy of 100 GeV {20}
The form of Equation (19) does not extrapolate correctly
to hydrogen [19], but, for estimating the magnitude of the
attenuation in a comparison of xenon over deuterium, we
assume that deuterinm can be treated as a comparable
nucleus of A= 2. Thus, the ratio of the zr-dependence
for the two targets, with the A-dependence of the total
cross section divided out, would follow the form

) Axe a{rp)-0.72
tio = . 20
ratio (A ) (20)

D,

We plot this form in Figure 2(b) as our hypothesis of how
the attenuation would appear in the ratios of the nor-
malized differential hadron distributions for xenon over
deuterium, if the attenuation were equivalent to that
seen in hadron-nucleus collisions. Clearly, there should
be less production of high-zg final state hadrons from
nuclear targets than from a simple nucleon (hydrogen)
target, and from the xenon target this would be very
pronounced. Qur analysis involves a search for such at-
tenuation in Deep-Inelastic Scattering in the shadowing
region.

The process of hadronization has no basic theory but
is usually described by phenemenclogical models. These
models are all based on intuitive pictures of the evolu-
tion of the interaction into final state hadrons. The dis-
tributions of final state hadrons can be influenced by the
effects of several processes. The relative times of com-
mencement and durations of these processes will influ-
ence the final state of the system. Typically, the gen-
eration of hadrons in Deep-Inelastic Scattering can be
described in two stages. The first process is the cre-
ation of the intermediate “excited” state in the nucleon
by the absorption of the virtual photon. The second pro-
cess is the evolution of the excited state into final state
particles — the process of fragmentation and hadroniza-
tion. These processes can be investigated using the two
distributions of Feynman and Field [21]: the constifuent
functions g;(z) {which they called (75, 4{x)) and the frag-
mentation functions Dg[:).
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FIG. 2. Hadron-Nuclear Attenuation. Plot (a) shows the xp-
dependence of the exponent a in fits to ratios of invariant cross
sections of final state hadron production in hadron-nuclear
callisiens [19]. Using this functional form, we predict in plot
{b) how the attenuation should appear in the ratios of the
normalized differential hadron distributions for xenon over
deuterium.

The constituent distributions g, (z)} represent the dis-
tributions of constituents of the struck nucleon, carrying
momentum fraction z; these were based on the SU(3) de-
scription of quarks and constructed from measurements
of Deep-Inelastic structure functions. The fragmentation
functions D;‘(z) represent the probability distributions
of a constituent ¢ disintegrating into a hadron h car-
rying momentum fraction z of that of the constituent.
Feynman and Field exhaustively examined hadron dis-
tributions as functions of hadron variables zg and P
and attempted to explain charge and type dependence on
the relative flavor dependence of interactions associated
with the SU(3) description of quark content of the ha-
drons. The actual shapes of the fragmentation functions
were taken from experiments; they were parameterized as
functions of the hadronic kinematic variables, typically
the longitudinal and transverse components. The frag-
mentation functions were simplified to a “reduced set”
using isospin and charge-conjugation invariance. When
examining both positively and negatively charged pions,
one should be able to factorize the total hadron produc-
tion cross section into the scattering cross section and the
fragmentation function, where the latter does not depend
on the event variables [21].

Qualitatively, the creation of the excited state should
depend upon the constituent distributions and the event
kinematics. The excited state propagates for some time
before the formation of hadrons; this time is called the
constituent length [22]. The interactions of the excited
state with the rest of the nucleon and with the other
nucleons in a nucleus occur during this time. At some
point, this state fragments into hadrons, a process which
is called fragmentation. The foermation length is the time
required for several partons to become a hadron [23,24];
this length is subject to Lorentz dilation and is of-
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FIG. 3. Shadowing in Cross Section Ratios. These plots

show the effect of shadowing in the ratios of cross sections.
In plot (a) the ratio is shown as a function of zp;. In plot
{b} is shown the dependence of the ratio on ¢, for a range
of 0.001 < zp; < 0.025. In plot (<) is shown the dependence
of the ratio on Qz, for 0.025 < zgj < 0.20. These data are
tabulated in Table XIIL

ten approximated by 7> Ex/m7. The formation time
is taken as an extension of the Landau-Pomeranchuk
phenomenon; the partons which form the hadron start
out. close together and screen each other from interact-
ing strongly with the nucleus until after they separate
enough [23]. For a pion of a few GeV, this formation
completes after a distance of several fermi and, hence.
outside of a nucleus. Thus, the interaction of the final
state hadrons with the struck nucleus is expected to be
a small effect and is ignored in this analysis.

Therefore, any observed eflects of nuclear targets on
the distributions of final state hadrons would be due pri-
marily to interactions of the excited state traversing the
rest of the nucleons of the nucleus. Then, the distri-
butions of the final state hadrons from a nuclear target
could be expressed as the sum of contributions from ex-
cited states which interacted and from those that frag-
mented unaltered [24]:

Da(z) = (1~ J’qN)DN(Z) + Iy /g(a:|:)D~(m)d::. (21)

F1



Here, D (z) is the distribution of hadrons from a nucleon
target, I;n is the total probability of rescattering of the
excited state, and the function g(z|z) describes how the
hadronic z-distribution is modified by the rescattering of
the excited state,

In this analysis we examine the final state hadron dis-
tributions as functions of the hadron energy fraction z.
In the regime of shadowing, the picture of the virtual
photon interacting as a hadron suggests that the final
state hadrons should display characteristics of hadron-
nuclear collisions. which should then depend upon the
atomic weight of the target nucleus. Such differences
would indicate that the propagation of the excited state
is hadron-like. This should appear as an attenuation of
the distribution of final state hadrons.

F. Event Kinematics; Kin; and Kin;

The effect of shadowing has been observed as a deple-
tion of the scattering cross section in a “low” range of
kinematics. In Figure 3 we show the cross section ratios
of xenon over deuterium; these data have been corrected
for radiative processes and acceptance. The data in Fig-
ures 3(a) and (b) have been presented previously [6]. Fig-
ure 3(a) shows the cross section ratios for xenon over deu-
teriur as a function of zp;j; at the higher values of rg,
the ratio is consistent with unity, but at the lower values
there is a depletion. The black point is a projection to
real photon scattering from xenon; the quoted value and
uncertainty of the photoproduction point {0.60 £ 0.03)
results from the propagation of the statistical errors of
the data through the A-dependent and energy-dependent
fits used to interpolate and extrapolate to a xenon tar-
get at a photon energy of 150 GeV [25]. This value is
consistent with the simple ratio A% /A, with Ax. = 131.
Figure 3(b) shows the cross section ratio as a function
of Q7 for the interval of 0.001 < zp; < 0.025, and Fig-
ure 3{c) shows the cross section ratio as a function of Q?
for the interval of 0.025 < zg; < 0.20.

We wish to isolate two kinematic regions, Kim and
King, in one of which shadowing is apparent while in the
other it is not. These two regions can be seen graphically
in Figure 3 as the hatched-boxes. We define the “low
kinematic range” {Kin,) as the shadowing region:

Kin; = {

We also define a “high kinematic range” (Kinz) as the
non-shadowing region:

g

The distributions of the events as functions of the kine-
matic variables Q?, v, zgj, and W2 are shown for deu-
terium for these two kinematic regions in Figure 4; the

zp; < 0.005 and

QF < 1Gev!/c? 22)

. zg; > 0.03 and ;
filﬂg QBQJ > 9 (;ev2/(‘2 (23)
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FIG. 4. Kinematics for Kin, and Kin;, D2. The plots on the
left are from the low kinematic region, Kin;: the plots on the
right are from the high kinematic region, Kin,. These data
have not been corrected for acceptance. They are tabulated
in Tables XIV to XVIIL

distributions for these two regions for the xenon samples
are shown in Figure 5. It can be seen from the statistics
in the figures that these two samples, with intentionally
disparate ranges of Q2 and zg;, have similar distributions
in v and WZ.

The selection of the event samples involved elimination
of backgrounds, using calorimetry as well as restrictions
on the ranges of the event kinematic vanables. For ex-
ample, the lower limit on zg; for practical use in final
state hadron studies was about zgj = 0.00), because of
the overwhelming amount of electromagnetic background
below this value. In our previous work on cross section
ratios [25], lower values of zp; were analyvzed, but the use
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FIG. 5. Kinematics for Kin, and Kinz, xenon. The plots
on the left are from the low kinematic region, K'¥n; the plots
on the right are from the high kinematic region, Kinz. These
data have not been corrected for acceptance. They are tabu-
lated in Tables XIV to XVII.

of calorimetry for the removal of electromagnetic back-
grounds was validated by hadron requirements, which we
cannot use in this analysis. Elimination of background
events was often facilitated by rejecting a range of a par-
ticular kinematic variable upon which the background
events depended strongly. As the variables are interre-
lated, the cuts in one variable affected the ranges of other
variables. Consequently, the final kinematic ranges of the
event samples, shown in Figures 4 and 5, result from a
suite of cuts, which are detailed in Appendix A.
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FIG. 6. Previous z-distributions. These plots show the z-
distributions from E665 and from EMC {3]. CHIO at 147 GeV
[4], with CHIO at 214 GeV from reference [26]. The E665 data
are the same as those presented later in Figure 7(d).

In Figure § are plotted the z-distributions of charged
hadrons from E665, as well as several previous expen-
ments: EMC [3], and CHIO from several kinematic re-
gions [4,26). These data lie within the range of z of

{Zmin; Zmaz} = {0.05, 0.95}: (24)
all of the data distributions in our analysis lie within this
range. The E665 data are from the sample of “high-
kinematics” {King) scatters from the deuterium target.
They are conmsistent with those from previous experi-
ments, which were from scatters from hydrogen targets.
The data samples cover a large range of kinematics of the
lepton scattering; the fact that the charged hadron dis-
tributions are so similar suggests that the Factorization
approximation is valid for these ranges of kinematics of
the scattering.

The z-distribution from this analysis is also consistent
with that previously published by E665 [27]; the distribu-
tions were obtained from the same data sample, but with
a slightly different set of kinematic restrictions and cor-
rections. Of special interest is the fact that the previous
z-distributions were corrected for Radiative processes us-
ing a Monte Carlo simulation of the electromagnetic con-
tamination, while this analysis has used calorimetry to



remove events due to electromagnetic interactions. The
fact that the final distributions agree within experimen-
tal error Jends credence to the two methods. The details

of the calorimetry are discussed in Appendix A b,

B. Xenon versus Deuterium

The objective of this analysis is to determine the in-
fluence of nuclear matter on the final states of the pro-
duced hadrons. The effect of shadowing, discussed in Sec-
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FIG. 7. z-Distributions: Xe and Dz . These plots show the z-
distributions from xenon and deuterium and the ratios of the
distributions. The distributions on the left are from events
in the low kinematic region: Kin;, while those on the right
are from events in the high kinematic region: Kinz. The data
from these plots are tabulated in Tables XVIII and XXIX.
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tion 11 D, has been observed as a depletion of the scatter-
ing cross section in a “low™ range of kinematics, indicat-
ing a strong dependence of the scattering cross section on
the number of nuclecns in the target. However, no such
strong nuclear dependence appears in the distributions
of produced hadrons from this kinematic region.

The z-distributions from the xenon and deuterium tar-
gets are compared in Figure 7, for both kinematic re-
gions, low and high. The plots on the left contain the
z-distributions for Kwn;, the “low” range of kinematics;
those on the right contain the :-distributions for King,
the “high” range of kinematics. The distributions from
the xenon target are at the top of each column, while
those from the deuterium target are secand; the ratios
of the distributions, Xe/Das, are plotted at the bottom of
each column.

The z-distributions were fit in the central region,
z € {0.23,0.83}, to an exponential form:

D(z) = exp[Constant + Slope z], (25)

and the values of the parameters are included on the
plots. The reduced-x?s (x? per degree of freedom) from
the fits are shown on the plots as “x?/DOF”. This model
for a fit is simplistic, since it must fail at very low-z,
where the distributions diverge like 1/z [21, p. 2595,
and also at high-z, where the distributions must vanish
due to the kinematic limit. Nevertheless, in the central-z
region, the model fits reasonably well. We should note
that since the distributions are basically exponential, the
fit is heavily weighted by the lowest couple of points in-
cluded in the fit, and hence the parameters of the fit
depend heavily upon the choice of the minimum value of
z included in the fit.

There are several ways of comparing the distributions
to ascertain whether they could belong to different par-
ent distributions. The simplest is to follow the model of
the exponential parent distribution and to compare the
parameters of the fits of the corresponding data distri-
butions along with the errors on those parameters. The
parameters of the data distributions from both targets
and both kinematic ranges are all within ane o of each
other.

The next simplest comparison is to take the ratios of
the data distributions. These are plotted in Figures 7(e)
and (f). The ratios indicate that these distributions are
consistent between the two targets, for both regions of
kinematics. In fact, the distributions are consistent for
the two kinematic regions for a single target. In Fig-
ure 8 we have plotted the ratios of the z-distributions for
the low-kinematic region over the high-kinematic region;
the ratio for the xenon target is plotted in Figure &(a),
and the ratio for the deuterium target is plotted in Fig-
ure 8(b). These ratios are both consistent with unity,
within our statistical and systematic error of 14%. This
indicates that the hadron distributions are not depen-
dent strongly upon the kinematics of the initial scatter-
ing and justifies considering the Factorization approxi-
mation, even across these disparate kinematic ranges; we
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FIG. 8. Ratio of Kinematic Regions. These plots show the
ratios of the z-distributions for the low-kinematic region over
the high-kinematic region, for the xenon target in (a) and for
the deuterium target in (b). The data from these plots are
tabulated in Table XXX.

only needed it to hold within each kinematic range sep-
arately.

More sophisticated approaches can yield more precise
exclusions of parent distribution similarity. One common
approach is to integrate over a range of z, yielding a par-
tial multiplicity. and to take the ratio of these quantities.
We define this integration Reample a8

Toomes Deample () Az

= 26
Rsample Zmaz _ me ( )
and the error og,,,. . 28
T Reample T Z D {z.)}° (27)
Zmar. = Zmin Zen remple
The ratio can be expressed as the function Ra:
— B4
Ra= ; 28
A= R (28)
the error on the quantity is given by o -
2
-5 ﬂl'Ii‘ THo
OR. & Ra Rz‘ + D: (29)
2

To be consistent with the range used in the fit of Equa-
tion {25), we have used the following limits of integration
for these comparisons:

{Zmiru Zmar} = {023, 083} (30)
The values of B4 from the comparisons of the data dis-
tributions are listed in Table I. The comparisons of xenon
to deuterium are within 1o of unity.

Because of the steeply falling nature of the z-distri-

butions, the lowest-z points dominate the values of the

11

TABLE 1. B4 values. These values are from the comparison
function of Equation (28), for the listed comparisons.

EA + ﬂ"ﬁi
Xe / Dg (Kl'l'l]) 1.86 + 0.07
Xe / Dz (ﬁ’fﬂz) 1.04 + 0.05
!\’I'ﬂl / f\!l‘ﬂ'z (Dz) 1.14 + 0.06
Kiny | King (Xe) 1.16 + 0.07

sums, and the value of the ratio could depend on the
choice of Zpin. If the distributions were of different
slopes but were to cross at a z just above the choice of
Zomin, then the value of R4 would still be close to unity.
So, this method, although common, has some weakness
in distinguishing certain distributions.

Another approach which is more sensitive to differences
in the high-z end of the distributions is to calculate a
reduced-y? difference of the two data distributions. This
can be expressed as a normalized weighted difference of
the two distributions:

XA = DA(Z (;)DJ;)2 Z)

I %2% [Da(z) - Dp, ()}
"f);.(z) + 9.0

~ Npor
min

(31}

The range of the summation is given. again, by Equa-
tion (30), and the number of degrees of freedom was 10.
The probability that the two samples came from the same

TABLE Il. 2 values. These values are from the comparison

function of Equation {31), fer the lsted comparisons. The
number of degrees of freedom was 10.

X% P2
Xe & D2 (Kim) 0.67 0.75
Xe & Dy (King) 0.62 0.80
Kin, & Kinz (D3) 1.32 0.22
Kiny © Kina (Xe) 1.32 0.22

parent distribution is given by P, 2. The values of x%
and P, A from the compansons of the data distributions
are Ilsted in Table II. If the compared distributions came
from the same parent distribution, then the values of P 2
should be distributed between 0 and 1 with equal prob-
ability. Only for small values of Pxf. can we exclude the
hypothesis that the two samples originated from the same
parent distribution; we require that P2 < 0.05, yielding
a confidence level of 95%. For probabilities greater than
this, we cannot differentiate between the samples, From
the P, 2 numbers in Table kH, we cannot exclude similar-
ity of the xenon and deuterium z-distributions for either
kinematic range at the 95% confidence level.

We can also use these functions to compare the distri-
butions from the two kinematic rangss for each target.



The definitions of B4 and x% can be generalized, using
the distributions from Kinq as the numerator and those
from Kins as the denominator for these calculations. The
values of B4 from these comparisons of the data distri-
butions are listed in Table I, and the values of x% from
the comparisons of the data distributions are listed in
Table 11. From the numbers in Table [I, we cannot ex-
clude similarity of any of the distributions at the 95%
confidence level.

IV. RESCATTERING IN TARGET
A. Target Length Effects

Hadrons produced in the initial scattering event must
traverse the rest of the target material before entering the
spectrometer, and there is some probability that they will
interact with this material. Since the deuterium target
was nearly a third of an interaction length long (see Ta-
ble V1I1), we have examined the effects of this rescatter-
ing. The rescattering in the target material would tend
to “soften” (i.e. steepen) the observed hadron distribu-
tions, and it might also effect a net loss of tracks assigned
to the primary vertex. Thus, the effect of final state ha-
dron rescattering in the deuterium target could produce
steepening similar to that from nuclear attenuation of the
interaction in the xenon nucleus, and therefore prevent
us from measuring the nuclear effect in our comparisons.
To study the effects of rescattering in the targets, we have
examined the hadron distributions separately from three
segments of the targets.

In Figure 9 are plotted the normalized 2-distributions
for three successive regions of the deuterium target, up-
stream to downstream, including data from the fuil kine-
matic range. These distributions have been corrected for
acceptance, independently for each third of the target.
The ratio of the most upstream region, Figure 9(a), over
the most downstream region, Figure 9(c), is shown in
Figure 9{d}, for deuterium; the ratio of the middle re-
gion over the downstream region is shown in Figure 9{e).
More low-z tracks were lost in the upstream end of the
deuterium target than in the downstream end.

The distributions from these two regions are overlaid
in Figure 10, in which the distribution from the upstream
segment is tepresented by the circles, connected by a
solid line, while that from the downstream segment is
represented by the triangles, connected by a dashed line.
The points have been connected by different line-types
merely to aid the eye. The difference is not very large
on a log-plot; however, the ratio of the upstream over
the downstream regions of the deuterium target shows a
depletion of about 10%. The value of the R4 function
is 0.925 £0.033, and the Pxi value for the comparison
is 0.056, which is significantly low at the 90% confidence
level. These values may be found in Tables 111 and IV,
respectively. For the lowest bin in z in the ratio plots,
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FIG. 9. Target Length Effects on z, D,. These plots show
the z-distributions from three segments of the target, from
mosi, upstream to most downstream. The ratios of the first
two segments to the last are shown in plots (d} and (e).

the acceptance corrections were quite large (~ 50%), so
the systematic uncertainty on that bin is 20%: we have
excluded this first point in the comparisons.

In Figure 11 we show the same segments and the ratios
for the xenon target. In the xenon target the distribu-
tions from the upstream and the downstream segments
look consistent. The corresponding vatue of the R4 func-
tion for the comparison of the upstreamn and downstream
segments of the xenon target is 1.008 + 0.041. and the
corresponding Pxf. value is 0.146.

There appears to be a weak target position dependence
in the z-distributions from the deuterinm target and none
in the xenon distribution. We attempt to remove this



T T 3

]

10. ¢ q

A |
=|™= .

TE E

= - 3

I ]

001l L b
025 05 2.75 1
z
FIG. 10. Comparison of Upstream and Downstream seg-

ments of D, Target. The circles represemt the measured dis-
tribution from the upstream third of the target, while the
triangles represent the measured distributica from the down-
stream third of the target.

target position dependence in the next section.

B. Deconvolution
1. Method

The removal of target length effects caz be expressed as
a deconvolution of the measured distritation of hadrons
in the final state, Dy{z), back into an iiral distribution
of hadrons produced in the initial scatzsring, D;(z). The
modification of the initial distribution ts any rescatter-
ing that occurs can be expressed as a Fredholm Equa-

tion [28]:

where the function K, the kernel, descrites the convolu-
tion of the initial distribution into the fizal distribution.
In this particular case, for a hadron whi-h rescatters in-
elastically, the final fraction of energy carried away, z,
will be less than that which it initially pssessed, x. For
hadrons which do not rescatter, the energy carried away
will remain unchanged: z = z. Consequently, the kernel
can be written as two terms:

K{zlz}=(1-1) 8(z—-2)+ I H r|2),

Dy(z) K(z|z) Dilzd= (32)

(33)

where the value [ is the probability of rascattering. The
rescattering function, H(z|z), is defin=Z on the interval
of £ : 0 < z < 2 < 1; it shuffles the popciation of hadrons
of scaled-energies r to lower values : within this inter-
val. We use a constant rescattering protability since the
inelastic m-Dy cross section is roughly intependent of en-
ergy for pions above 10 GeV. It is alsc small enough that
we ignore plural scattering.
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FIG. 11. Target Length Effects on z, Xe. These plots show

the z-distributions from three segments of the target, from
most upstream to most downstream. The ratios of the frst
two segments to the last are shown in plots (d} and (e).

Thus, the maodified distribution of final states, D;{z).
can be expressed as the sum of two terms; the first term
is due to the unrescattered hadrons, and the second term
is due to the hadrons which rescattered in the rest of the
target material:

Dy(z) = (1-1) Di(z) + 1 G(z)- (38
This second term, (7(z), is a convolution of the original

idea} distribution, D;{z}, with a rescattering function,
H(z|z):

Gz) = /:m H{z|z) Di(r)dz. (33)



Equation {34) is analogous to Equation {21} of Sec-
tion 11 E.
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FIG. 12. Rescattering Lass Parameter. This plot shows the
efficiency of linking rescattered tracks to the primary vertex,
as a function of the tracks value of z.

There are several rechanisms by which the rescatter-
ing in the target can <ffect a net loss of tracks assigned
to the primary vertex. One loss is the production of
neutral particles from the secondary scattering, which
would be missed sinee only charged particles were stud-
ied. Another loss is dz= to the reconstruction of vertices;
tracks from rescattered hadrons may not be assigned to
the primary vertex sace they will appear “kinked” at
the rescattering point Since this analysis examines only
tracks assigned to the primary vertex, those tracks which
were lost from the vertex assignment will be lost from the
sample.

We attempt to ac->unt for these rescattering losses
with an efficiency fun-=tion ¢ in the convolution, as a fac-
tor of the rescattering function, H (z]z). In principle, this
function could depen? upon the hadron’s energy fraction
as well as the positicas in the target of the initial and
secondary scatters. In practice, it has been possible to
average over these dependencies and to use a simple con-
stant value for ¢; this value has been chosen by examina-
tion of a Monte Carlc study of rescattering. Fully recon-
structed tracks from rescatters were tested for assignment
to the primary vertex: the efficiency for this assignment
is plotted in Figure 12. The sample studied included
only tracks truly from secondary scatters, according to
the Monte Carlo; ths sample was further restricted to
contain only those tracks which were reconstructed in
the Forward Spectremeter. Then the determination of
efficiency of assignment to the primary vertex was made.
The 2-dependence of this function was based on the true
value of z of the haisn after rescattering; no smearing
due to reconstructior was considered.
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2. Probability of Rescattering

The probability of rescattering, 7, can be expressed
as a function of the fraction of pion-interaction lengths
of material traversed by the hadrons before exiting the
target. We take L, to represent the length of the tar-
get in terms of the n-D; inelastic interaction length and
{t1,t2} to represent an arbitrary segment of the target,
in terms of the fractions of the target which are down-
stream of the segment. Then, with the assumption of a
uniform distribution of initial scatters, the averaged re-
scattering probability for this segment is given by the
following equation [29]:

exp[—11 La] — exp[—tal«]

I=1-
(t2 =)L

(36)

We restricted our event sample to lie inside the walls
of the targets, so the thirds of the targets are de-
scribed as follows. For the upstream third of the tar-
get, the fractions left to traverse are {£;,12} = {1,0.684},
and for the downstream third of the target, the frac-
tions left to traverse are {¢;,{2} = {0.368,0.052}; for
the full target length, the fractions left to traverse are
{t1,t2} = {1,0.052}. Using the value of L, = 0.225 from
Table VIII, the average rescattering probabilities for the
deuterium target are the following:

Ip = 0.17
Taown = 0.046
Ip, =0.1%

Using the value of Ly = 0.044 from Table VIIIL, the av-
erage rescatiering probabilities for the xenon target are
the following:

I = 0.036
liown = 0.010
Ix. = 0.023.

3. Deconvolution of the Target Length

The inverse operation involves deconvoluting a final
distribution back to an ideal distribution. We have fol-
lowed the treatment of reference [29]. The equation for
the deconvoluted distribution, Dy, (z), can be written as
follows:

I

(=

where Gp,{z) is the distribution of rescattering, calcu-
Jated from the measured distribution and a chosen re-
scattering function H(z|z). The rescattering function
was chosen according to reference [29]; it incorporates
the rescattering loss function e.

Dm(z) = [Dy(2) = T Gu(=), (37)
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FIG. 13. Deconvoluted Upstream segment of D2 Target. The
circles represent the measured distribution from the upstream
third of the target; the triangles represent the distribution
deconvoluted from this measured distribution. The diamonds
represent the calculated rescattered distribution.
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FIG. 14. Comparison of Corrected Upstream and Down-

stream segments of Dy Target. The circles represent the
corrected distribution from the upstream third of the target,
while the triangles represent the corrected distribution from
the downstream third of the target.

The size of the unfolding can be seen in Figure 13, in
which the upstream segment of the deuterium target has
been deconvoluted and overlaid on the measured distri-
bution; also shown is the calculated rescattered distribu-
tion, (Fm{2).

The deconvoluted distributions from both the up-
stream and downstrearn segments of the deuterium tar-
get are recompared in Figure 14, in which the distribu-
tion from the upstream segment is represented by the
circles and the solid line while that from the downstream
segment is represented by the triangles and the dashed
Jine. The ratio of these deconvoluted distributions from
the upstream and downstream segments of the deuterium
target is shown in Figure 15{b); it is much closer to unity
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FIG. 15. Ratio Up/Down, Corrected for Rescattering. These
plots show the ratios of the z-distributions from the upstream
segments of the target over those from the downstream seg-
ments; they have been corrected for rescattering in the tar-
gets. The ratio in (a) is for the xenon target, while that in
(b) is for the deuterium target. These plots may be compared
to Figures 11(d) and 9(d), respectively.

TABLE II1. Target Length R4 values. These values are from
the comparison function of Equation (28), for the listed target
length comparisons.

_RA + G'L
up / down (D2) 0.925 & 0.033
up / down {Xe) 1.008 + 0.04]
up / down ( corrected D2) 1.055 * 0.038
up / down ( corrected Xe) 1.034 + 0.042

TABLE IV. Target Length x% values. These values are from
the comparison function of Equation (31). for the listed target
length comparisons. The number of degrees of freedom was
10.

x4 P
up & down (D2} 1.79 0.056
up & down (Xe} 1.46 0.146
up & down ( corrected D:) 1.52 0.123
up & down ( corrected Xe) 1.52 0.124

across the z-range than that in Figure 9(d). The value
of the B4 function for the comparison of the apstream
and downstream segments of the deuterium target which
have been corrected for rescattering is 1.055 + 0.038: the
P value for this comparison is now 0.123, a significant
improvement in similarity over 0.056: a 90% confidence
level test no longer indicates a difference.

The equivalent ratio for the xenon target is shown in
Figure 15(a). The value of the R4 function for the com-
parison of the corrected upstream and downstream seg-
ments of the xenon target is 1.034 £+ 0.042, and the cor-
responding Pxi valie 1s 0.124. These values, of course,



have not changed much from those from the uncorrected
distributions since there was very little material from
which to rescatter in the xenon target.

C. Corrected Xenon and D;

We now recompare the distributions from xenon to
those from the deuterium target, both corrected for the
target length effects. In Figure 16 are shown the distri-
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comparisons are listed in Table V, while the P, . values
for these comparisons are included in Table VI

TABLE V. Corrected R4 valves. These values are from the
comparison function of Equation (28), for the listed compar-
isons; the comparisons used the distributions which were cor-
rected for target length effects, except for the half-target sam-
ples.

Ra

+ 0%,
Xe/Da, (corrected Kiny) 0.975 + 0.060
Xe/Da, {corrected Kinz) 8.957 + 0.044
Kiny, | Kiny (corrected D:) 1.134 + 0.058
Kiny | King (corrected Xe) 1.156 + 0.066
Xe/Dg, (half} Kin 1.052 + 0.090
Xe/D2, (half) Kinz 0.990 + 0.064

TABLE VI. Corrected x% values. These values are from
the comparison function of Equation (31}, for the listed com-
parisons; the comparisons used the distributions which were
corrected for target length effects, except for the half-target

7
samples. The number of degrees of freedom was 10.
X% Pa
FIG. 16. Corrected Comparison of Xe and Dy, Kini. The Xe &3 D2 (corrected Kiny) 0.61 0.81
circles represent the corrected deuterium distribution, while Xe & Do (corrected King) 0.64 0.78
the triangles represent the corrected xenon distribution. The Kiny €1 Kiny (corrected Da) 1.30 0.22
data from these plots are tabulated in Table XIX. Kin; & Kin; (corrected Xe) 1.32 .22
Xe & Ds (half) Kin 0.76 0.66
Xe © Dy (hall) King 0.67 0.76
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FIG. 17. Corrected Comparison of Xe and Dz, Kina. The
circles represent the corrected deuterium distribution, while
the triangles represent the correcled xenon distribution. The
data from these plots are tabulated in Table XIX.

butions from the low kinematic range, King; those from
the high kinematic range, Kiny, are shown in Figure 17.
The distributions from the corrected deuterium are rep-
resented by the circles while those from corrected xenon
are represented by the triangles. The R4 values for these
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FIG. 18. Ratio Xe/D2, Corrected for Rescattering. These
plots show the ratios of the z-distributions of xenon over deu-
terium; they have been corrected for rescattering in the tar-
gets. The ratio in (a) is for the ow kinematic region: Kiny;
the ratio in (b) is for the high kinematic region: Kinz. These
data are tabulated in Table XXXL

In Figure 18 we have replotted the ratios of the cor-
rected z-distributions for the xenon and the deuterium.
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FIG. 19. Ratio Xe/D2, Half Target. These plots show the ra-
tios of the z-distnibutions of zenon over deuterium, for events
from the downstream halves of the targets. The ratio in (a)
is for the low kinematic region: Kin;; the ratio in (b} is for
the high kinematic region: Kiny. These data are tabulated in
Table XXXII
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FIGi. 20. Ratio of Kinematic Regions, Corrected for Rescat-
tering. These plots show the ratios of the z-distributions for
the low-kinematic region over the high-kinematic region, for
the xenon target in (a) and for the deuterium target in (b).
These distributions have been corrected for rescattering in the
targets. These data are tabulated in Table XXXIII.

The ratios for the low-kinematic region are shown on the
left in Figure 18(a) and for the high-kinematic region on
the right in Figure 18(b). These ratios may be compared
to those in Figure 7, which did not include corrections
for rescattering in the targets. The corrected ratios are
lower but still consistent with unity. We conclude that
the rescattering of the final state hadrons in the rest of
the target material is not limiting our measurement.
Testing the validity of the deconvolution, we have ex-
amined the ratios of the z-distributions for xenon over
deuterium, restricting the samples to events in which the
interactions occurred in the downstream halves of the tar-
gets. No corrections for target length effects have been
applied to these distributions. The ratios for the low-
kinematic region are shown on the left in Figure 19(a}
and for the high-kinematic region on the right in Fig-
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ure 19(b); the ratios are consistent with unity. The Ra
values for these comparisons are included in Table V,
and the P,a values are listed in Table V1. The statistics
are lower than the full-target-length comparisons, and we
cannot discern the reduced probability of rescattering in
only half of the target material.

In Figure 20 we have replotted the ratios of the z-
distributions for the low-kinematic region over the high-
kinematic region, using the distributions which were cor-
rected for target length effects. The ratio for the xenon
target is plotted in Figure 20(a), while that for the deu-
terium target is plotted in Figure 20(b). The target-
length corrections divide out in these ratios. The ratios
are hoth consistent with unity and indicate that the z-
distributions do not depend strongly upon the event kine-
matics of the initial scattering; they may be compared to
those in Figure 8.

We conclude that the z-distributions from the xemon
and deuterium targets, for both kinematic ranges, are
consistent within errors. In the next section we estimate
limits on the attenuation of the excited state in nuclear
material.

V. RESCATTERING OF THE EXCITED STATE

As discussed in Section I E, a rescattering of the ex-
cited state in the rest of the nucleus would modify the
distribution of the final state hadrons. This would appear
as a steepening of the z-distributions in xenon relative to
deuterium, in the shadowing region Kin;, if the initial
interaction were hadron-like. In Figure 16 the distribu-
tion from xenon is overlaid on the deuterium distribution,
both of which have been corrected for target thickness.
Since no such steepening of the xenon distributions is ap-
parent, the level of rescattering of the excited state must
be small. In order to quantify the limit of rescattering,
we have examined the level at which the data can resolve
a postulated effect.

Suppose that the excited state were like a hadron, sim-
ilar to the picture of Vector Dominance. The initial inter-
action would occur near the surface of the nucleus, and
this hadron-like state would propagate through the rest
of the nuclear volume. The probability of this state rein-
teracting with the rest of the nucleus can be expressed
as a function of the distance traveled in the nuclear ma-
terial, d, the nuclear density, n, and the cross section for
the interaction of this exited state and nuclear material:

J=1-e9n°. (38)

Correspondingly, the cross section can be extracted from
a measured interaction rate:

g=—In[l1 - f]/{n d). (39)

For a hadron such as the pion, the inelastic cross sec-
tion is oxn = 20 mb, and the collision length is given
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FIG. 21. King, Predicted Xe . This plot shows the corrected
deuterium distribution for Kin, as the circles. The triangles
represent the predicted distribution for xenon if there were
nuclear rescattering of the excited state. This distribution was
convoluted from the measured xenon distribution for Kini to
examine the statistical power of the comparison.
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FIG. 22. Kin:, Predicted 3¢ Xe . This plot shows the cor-
rected deuterium distribution for Kin, as the circles. The
triangles represent the predicted distribution for xenon which
would yield a 3e effect in R.4. This distribution was con-
voluted from the measured xenom distribution for Kim to
examine the statistical power of the comparison.

by A = [neosn]”!. In heavy nuclei the nuclear density
has the value n = 0.170 nucleons fm™> [30, p. 247). This
gives a collision length of A =2.9fm. A simple esti-
mate of a nuclear radius, based on the model of an
equivalent uniform-density sphere, is R = ro A3, where
tp = 1.2 [30, p. 102}. Thus, for xenon, with A =131,
the radius is Ry = 6.1 fim. We have taken the radius
of the xenon nucleus for a conservative estimate of the
distance the excited-state would travel through the nu-
clei: d = Rx.. Then, the probability of this hadron-like
excited-state interacting in the xenon nucleus would be
given by Equation (38) and would have a value J = 0.87.

18

10.E
=N
AR - E
-k
0.1F E
001 1 L PR n L .i "
0.25 0.5 075 1
Z

FIG. 23, Kiny, Predicted 95%CL Xe . This plot shows the
corrected deunterium distribution for Kini as the circies. The
triangles represent the predicted distribution for xenon for
which we could exclude similarity to the 95% confidence level,
based on the x% test. This distribution was convoluted from
the measured xenon distribution for Kin; to examine the sta-
tistical power of the comparison.

The modified distribution of final states would be ex-
pressed by Equation (21). The first term would be due to
the hadronization of those excited states which did not
rescatter in the nucleus, while the second term would be
due to the hadromization of those which did rescatter.
This second term is a convolution of the distribution of
hadronization with that of the rescattering.

TABLE VII. Rescattering Limits, ‘R 4 values. These values
are from the comparison function of Equation (28), for the
listed comparisons, using the distributions which were cor-
rected for target length effects. The D4/ D> calcalations were
based on hypothesized attenuations.

Ra

+ TR,
Da/Dq, nuclear, Kin; 0.168 + 0.009
DafD2, nuclear, King 0.156 + 0.006
DA/D?, 30’, h/l.ﬂ.] 0.843 + 0.052
DA/DQ, 30’, R’l'nz 0.878 i 0.040

Using Equation (21) and the formalism of reference [29],
we have convoluted the measured xenon distribution to
predict the appearance of the hadron distribution if the
propagation of the excited state were hadron-like, and
experienced nuclear rescattering. This is shown in Fig-
ure 21 overlaid on the deuterium distribution which has
been corrected for target length effects. Suck a hadron-
nuclear effect would have been visible easily with our
statistical precision.

To achieve, for example, a 3o effect in the R4 value in
a comparison of the corrected deuterium and the convo-
lution by nuclear rescattering of xenon would require a
fraction of rescattering of I = 0.125. Such a distribution



is shown in Figure 22, again as the triangles, overlaid on
the corrected deuterium, plotted with circles. From this
upper limit on the fraction of rescattering and the dis-
tance of a radius of an equivalent spherical nucleus, we
estimate from Equation (39) that the data from xenon
and deuterium targets, in the region Kin;, could resolve
a rescattering cross section, at the 3o level, of 1.3 mb.
The corresponding values of the R, are included in Ta-
ble VII.

To achieve an exclusion of similarity to the 95% Con-
fidence Level using the x% comparison of the corrected
deuterium and the convolution by nuclear rescattering
of xenon would require a fraction of rescattering of
I =0.164. Such a distribution is shown in Figure 23.
Again, the triangles represent the convoluted xenon dis-
tribution, overlaid on the corrected deuterium, plotted
with circles. From this upper limit on the fraction of re-
scattering and the distance of a radius of an equivalent
spherical nucleus, we estimate that the data from xenon
and deuterium targets, in the region Kiny, can exclude a
rescattering cross section, at the 95%CL, of 1.7 mb.

We conclude that the distributions of final state ha-
drons do not depend strongly on the target material or
the kinematics of the event. Therefore, the production of
final state hadrons in muon-nucleus scattering is different
than in hadron-nucleus scattering which is summarized
by Figure 2.

VI. Z-ORDERING OF FRAGMENTATION
A. Xenou versus Deuterium, 1-2-3

[n the fragmentation of the excited state into the fi-
nal state hadrons, the available energy is divided among
the final products. By examining the single-particle frac-
tional energy distributions, we can gain some insight into
the mechanism of energy distribution in fragmentation.
In particular, we can investigate the similarity between
these single-particle distributions in different regions of
the kinematics of the initial scattering and in different
nuclel.

To investigate these effects, we have examined the z-
distributions, using information regarding the ordering
of the particles in terms of their energy. The particle
with the highest-z was referenced as the Fastest particle.
Similarly, the next highest-z particle was called the Sec-
ond Fastest, and the third highest-z particle was called
the Third Fastest. This involved only charged particles,
so there was some “shuffling-up” of charged particles in
the orders, as their preceding neutral sisters were missed.
Also, inefficiencies in detection and reconstruction con-
tribute to this “shuffling” up the orders. In addition, in
examining these single-particle distributions, we have ig-
nored the effects of rescattering in the target, since it s a
small effect and our statistical precision is less for these
distributions.
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FIG. 24, z,-Distributions: Xe and D3 .
z-distributions of the Fastest Particles from xenon and den-

These plots show the

terium and the ratios of the distributions. The distributions
on the left are from events in the low kinematic region: Am,
while those on the right are from events in the high kinematic
region: Kinz. The data from these plots are tabulated in
Tables XX and XXXIV.

The z-distributions of the Fastest Particle from the
xenon and deuterium targets are compared in Figure 24,
for both kinematic regions, low and high. The plots on
the left include the z-distributions for Kin;, the “low”
range of kinematics; those on the right include the :-
distributions for Kiny, the “high” range of kinematics.
The distributions from the xenon target are at the top
of each colurnn, while those from the deuterium target
are second; the ratios of the distributions, Xe/Ds. are
plotted at the bottom of each column. The ratios indicate
that these distributions are consistent between the 1wo
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FIG. 25. zz-Distributions: Xe and Dz . These plots show

the z-distributions of the Second Fastest Particles from xenon
and deuterium and the ratios of the distributions. The dis-
tributions on the left are from events in the low kinematic
region: Kiny, while those on the right are from events m the
high kinematic region: Kinp. The data from these plots are
tabulated in Tables XXI and XXXV.

targets, for both regions of kinematics.

The corresponding z-distributions of the Second Fastest
Particle fram the xenon and deuterium targets are com-
pared in Figure 23, for both kinematic regions, low and
high, while those from the Third Fastest Particle are com-
pared in Figure 26. The ratios indicate that these distri-
butions are also consistent between the two targets, for
both regions of kinematics.
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FIG. 26. z3-Distributions: Xe and Dj . These plots show

the z-distributions of the Third Fastest Particles from xenon
and deuterium and the ratios of the distributions. The dis-
tributions on the left are from events in the low kinematic
region: Kin;, while those on the right are from events in the
high kinematic region: Kinz. The data from these plots are
tabulated in Tables XXII and XXXVI.

B. Steepening with Order

In Figure 27 we have overlaid the z-distributions for
the first three fastest charged particles; these data are
from the deuterium Kin, sample. It is clear that the dis-
tributions steepen with increasing order. The indicated
slope values correspond to the exponential fits, described
by Equation (25).

The steepening of the distributions with increasing
order was to be expected, given the known distribu-
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FIG. 27. Otdered z-distributions. This plot shows the z-
distributions from the fastest particles, the second fastest, and
the third fastest, from the deuterium target, Kin; kinematic
Tegion.
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FIG. 28. Muitiplicity, Dz. These plots show the multiplicity
of charged particles from the deuterium target, Kin; kine-
matic region. This distribution has not been corrected for

acceptance.

tion of multiplicity and the kinematic constraints on
the z-ordering. Let the z-distributions of the first
three fastest particles be represented by the functions
hi(z), h2(z), and hg(z), which are defined on the inter-
vals (0, 1), (0, 1/2), and (0,1/3), respectively. Then, the
mean numbers of particles produced with these respec-
tive orders are given by the integrals of the three curves:

1
(ny) = /0 hi(z)dZ (40)
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1/2
(ng) = [ﬂ ho(2)dZ (41)

1/3
(n3} = ]0 hiy(z)dZ. (42)

f the distribution of the second-ordered particles were to
have the same shape as that of the first-ordered particles,
then the functional reptesentations should differ anly by
a scale factor. Since all three distributions must vanish
as z approaches the upper hmit of the kinematically al-
lowed range, somewhere near the upper limits the rates
must have similar values; this sets the size of the scale
factor. If all three distributions had a functional form
proportional to e~ ¢ *, then the scale factor between the
order-2 and order-1 particles would be {1/20); the scale
factor between the order-3 and order-1 particles would
be (1/55).

Empirically, the multiplicity distribution does not fall
off nearly this quickly. Am uncorrected distribution of
multiplicity of charged particles from the deuterium tar-
get, Kina kinematic region, is shown in Figure 28. It
clearly indicates that there are many more order-2 and
order-3 particles than indicated by the hypothesis of sim-
ilarly shaped distributions. A corrected multiplicity dis-
tribution would have a shape which is even less steeply
falling with increasing multiplicity than the raw distri-
bution. Therefore, since the upper limits of the distribu-
tions are fixed, the slopes must steepen to increase the
mean production of particles and, thus, to increase the
area under the curve.

C. Rescaled :

The steepening is caused by the multiplicity and the
kinematic constraints. The kinematic constraints can be
removed by rescaling the emergy of each hadron by the
energy avallable to if, progressing down the ordering 1n
z. Thus, the energy of the second fastest is scaled to
the energy available to it, by Equation (6). Similarly,
the energy of the third fastest is scaled to the energy
available to it, by Equatios {8}.

We compared the distributions of the Rescaled-z vari-
ables between xenon and deuterium. These rescaled :z-
distributions for the low kinematic range are shown in
Figure 29, with those from xenon on the left and deu-
terium on the right. The distributions for the high kine-
matic range are displayed in Figure 30. It is apparent
that the slopes of these distributions for the fastest three
charged particles are comsistent within the experimen-
tal errors, although there is a residual trend to steepen,
which we will discuss in the next section. It is also evi-
dent that the distributions for a given target are consis-
tent across the two kinematic regions.

The ratios of these rescaled distributions (zz and z3)
of xenon over deuterium are shown in Figure 31, for both
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FiGi. 29. Rescaled z-Values, low kinematics. These plots
show the distributions of the Rescaled z-values for xenon
(a,c,e) and deuterium (b,d,f). In (a) and (b} are the dis-
tributions for the highest z track; the rescaling has no effect
on these values. In (c) and (d) are the distributions of the
rescaled z-values for the second highest z tracks. In {e) and
() are the distributions of the rescaled z-values for the third
highest z tracks. The rescaled data from these plots are tab-
ulated in Tables XXIII and XXIV.

kinematic ranges; in both sets the ratios are consistent
with unity. The ratios of the distributions in z; have
been shown in Figure 24,

D. Rescaled =z with z,.m cut
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FIG. 30. Rescaled z-Values, high kinematics. These plots
show the distributions of the Rescaled z-values for xenon
(a,c,e} and deuterium [b,d,f). In (a) and (b} are the dis-
tributions for the highest z track; the rescaling has no effect
on these values. In {c) and (d) are the distributions of the
rescaled z-values for the second highest z tracks. In (e} and
(f) are the distributions of the rescaled z-values for the third
highest z tracks. The rescaled data from these plots are tab-
ulated in Tables XXIIT and XXIV.

In the analysis of the Rescaled-z distributions, only re-
constructed charged particles contributed, so there was
some contamination in each distribution from the “shuf-
fling” of the particles. Neutral particles and charged
particles whose tracks failed reconstruction were miss-
ing from the ordering, so the next reconstructed order
particles shuffled up into their positions. We attemnpted
to eliminate this contamination from the rescaled distri-
butions by requiring that each event had sufficient re-
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FIGi. 31. Ratios of Xe/D; Rescaled :-Distributions. These
plots show the ratios of the rescaled z-distributions of xenon
over deuterium. On the left are the ratios for the low kine-
matic region: Kiny; on the right are the ratios for the high
kinematic region: H'inz. The ratios on the top row are for the
Rescaled-zo particles, while those on the bottom are for the
Rescaled-z3 particles. The data from these plots are tabulated
in Tables XXXVII[ and XXXVIIL

constructed energy to rule out a missing intermediate
particle from the ordering, using the sum of z of the re-
constructed charged particles defined by the following:

Zaum = Z Zeh- (43)

ch

The maximum z-value that a missing particle could have
was given simply by 2o = (1 = Z;um). Therefore, if
Z1 > Zlos: there could not be a missing particle which
should have been ordered as the fastest particle. Simi-
larly, if zz > zjgse there could be no missing intermediate
particle between those defined as the fastest and the sec-
ond fastest, and if z3 > 210s¢ there could be no missing
intermediate particle between those defined as the second
fastest and the third fastest.

The Rescaled-z distributions with the z,,, restrictions
are shown in Figure 32 as the diamonds, overlaid on the
unrestricted distributions, the simple crosses. The dis-
tributions from xenon are on the left, while those from
deuterium are on the right. These distributions include
the full kinematic range, defined by the “Final Kinematic
Cuts” in Table 1X. The low-z end of the restricted distri-
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FIC. 32. Rescaled z > zrose. These plots show the distribu-
tions of the Rescaled z-values for xenon (a,c.e} and deuterium
{b.d,f); the diamonds represent the distributions with contri-
butions only from tracks with z; > 2., In (a) and (b} are
the distributions for z;; in (c) and (d} are the distributions of
the rescaled z,, while in (¢) and {f) are the distributions of the
rescaled z;. These plots include data from the full kinematic
range; the data are tabulated in Table XXV.

butions is cut off due to the z;,,; cut, which is effectively a
minimum-z cut. For values of z greater than 1/2, clearly
this cut has no effect. The exponential fit has been per-
formed on this “unambiguously ordered” region, and the
results are included in the plots.

There is some evidence that these distributions — es-
pecially that of z3 — have different slopes on either side
of z = 1/2. It is likely that the steeper slope at low-: is
caused by the contamination of the sample by the shul-
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FIG. 33. Rescaled z, > zioe, J € §1,2,3}. These plots show
the distributions of the Rescaled z-values for xenon and deu-
terium, with contributions from tracks with z; > zi0., where
j € {1,2.3} indicates that the first three fastest particles are
included in the samptes. These data include the full kinematic
sample; they are tabulated in Table XXVI.

fling effect. The slope on the high-z side, however, can be
compared between the orders. 1t is apparent that these
slopes of the distributions for the fastest three charged
particles are all consistent within the errors. This is sug-
gestive of some fundamental process involved in the frag-
mentation that results in this characteristic distribution.

We have combined the data from the first three fastest
particles for the whole kinematic range, separately for
both the xenon and deuterium targets. These distribu-
tions are plotted in Figure 33 as functions of the rescaled-
= variables. The distributions from xenon are on the left,
while those from deuterium are on the right. The sam-
ples including only those hadrons which satisfy the z;um
restriction are shown as the diamonds, overlaid on the
unrestricted distributions, the simple crosses. The expo-
nential fits of the upper z-regions are consistent between
the two targets.

E. Evaluation of Ordering

To discuss the significance of the scaling, we refer to
the Feynman-Field-Fox work of reference {31]. They as-
sume a priort that the formation of the “primary mesons”
would proceed in a scaled fashion. Our data distribu-
tions from the successive z-orderings are consistent with
a single parent distribution. This parent distribution can
be taken as the analogue of the probability function of
fragmentation chain hierarchy, F(z) [31]; however, in our
case the parent distribution is ordered according to the
physically observable z and not to position in the frag-
mentation chain. The scaling of the data distributions of
the observable quantity is information additional to the
assumptions used in reference [31] to describe the rank-
hierarchy of primary production. The fact that the data
behave well under the ansaiz of scaling may indicate a
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FIG. 34. Monte Carlo Rescaled z. These plots show the
distributions in z and in the Rescaled z-values for a (LUND)
Monte Carlo deuterium sample. In (a), (c} and (e} are the
distributions of charged hadrons as functions of the variables
21, z2, z3, tespectively. In (d) the distribution of Second
Fastest charged hadrons is plotted as a function of the variable
Rescaled z;. In (f) the distribution of Third Fastest charged
hadrons is plotted as a function of the variable Rescaled za.
These data are tabulated in Tables XXVI1] and XXVIIIL.

strong correlation between z-ordering and production hi-
erarchy.

We have examined this ordering on a sample of LUND
Monte Carlo events, generated for a deuterium target for
the full kinematic range. The distributions of the muon-
scattering variables were not matched to our data sam-
ples, but in the Factorization approximation this should
not affect the hadron distributions. The plots in Fig-
ures 34(a}, (c) and (e) show the distributions of charged



hadrons as functions of the variables z;, 22, 73, respec-
tively. The hadrons in these distributions were restricted
to enter the detector but were not required to pass re-
construction; thus, the distributions do not contan the
effects of shuffling due to inefticiencies of reconstruction.
They do, however, contain the shuffling due to interme-
diate neutral particles. In {d) the distribution of Second
Fastest charged hadrons is plotted as a function of the
variable Rescaled z5, and in () the distribution of Third
Fastest charged hadrons is plotted as a function of the
variable Rescaled z3. This rescaling was performed, as in
the data, using only the energy of the charged hadrons, so
the effects of shuffling due to intermediate neutrals are
present. The distributions from the Monte Carlo look
very much like those from data, including the similarity
of the rescaled distributions.

We must point out several caveats to bear in mind in
this evaluation. First, we have examined only those ha-
drons linked to the primary vertex in each event as our
approximation to the distribution of production of pri-
mary mesons. Secondly, incidences in which a resonance
carries the highest energy fraction and then divides it
among its decay products will not contribute directly to
the proper z-ordering of primary production. A corol-
lary to this is that a decay product of a resonance can
be mistakenly assigned to primary production, though
these decay products will usually fall to lower orderings
of z. Finally, we stress that only the unambiguousty or-
dered distributions yield a valid measurement of primary
production ordering.

VII. CONCLUSIONS

We have examined the z-distributions of the final state
hadrons, comparing scatters from a xenon target to those
from a deuterium target. We have examined the distribu-
tions in several distinct kinernatic regions, In particular
in the region of shadowing, where the total cross section
exhibits a strong dependence upon the target material
and where hadron studies have not been performed pre-
viously. These z-distributions of the final state hadrons
have shown no dependence on the target, even in the
kinematic regime of shadowing; the ratios of the distribu-
tions from xenon to deuterium are consistent with unity.
In addition, the distributions show little discernable de-
pendence on the event kinematics.

Qur data are from events with large energy transfer, v.
We have assumed that all of the final state hadrons form
outside of the nucleus and that they cannot, therefore, be
attenuated by the nucleus; our data are consistent with
this assumption. If the struck quark were attenuated due
to its traversal of the nuclear matter in a nucleus, then
the resultant final-state z-distribution should “stespen”.
Our data indicate that the fractional probability of such
a postulated rescattering in the xenon nucleus is less than
I = 0.164, at the 95% confidence level. From these ex-

25

aminations of the z-distributions it appears that there
is little attenuation of the struck-quark system travers-
ing nuclear matter. Consequently, the production of final
state hadrons in muon-nucleus scattering is different than
in hadron-nucleus scatteting.

We have made several observations based upon the or-
dering of the hadrons according to their energy fractions.
The single-particle distributions of similarly z-ordered
hadrons appear to belong to the same parent distriby-
tion, regardless of the target material or of the event
kinematics. In defining a variable which scales the en-
ergy of a given final state hadron to the energy availahle
to that hadron, we have observed that the differential
rate of production of 2 hadron, as a function of this vari-
able. looks similar for all hadrons in the forward region of
the fragmentation chain. This suggests that the shape of
the distribution is related to some fundamental property
of fragmentation.

APPENDIX A: DATA SELECTION AND
CORRECTION

This section discusses examinations of the effects of
possible systematic errors [2]. The events used in this
analysis were taken on two targets, deuterium and xenon.
and were based on two triggers, LAT and SAT, as de-
scribed in Section A7. Since the triggers depended
mainlty upon the incoming and scattered muons, oo
strong dependence of the hadrons upon the triggers
should be expected; however, to justify merging the sam-
ples from these two triggers, we show that no bias on
the hadron distributions was introduced by the trigger
requirements. Also, we detail the examination of the
background and the set of “cuts” developed to limit the
contamination of the hadron distributions by this back-
ground. The methods used to carrect the data for accep-
tance are discussed in Section A 6.

1. Systematic Error

From our examination of possible systematic uncer-
tainties, which we detail below, we estimate the system-
atic error on the z-distributions, corrected for rescatter-
ing, to be less than 10%, above z = 0.2. The error on
the deuterium distributions before correction for rescat-
tering is 14%, above =z = 0.2. The acceptance corrections
become quite large for low-momentum tracks {~ 50%),
which Increases the systematic uncertainty on the disin-
butions for z-values below about 0.2. We estimate the
systernatic error on the distributions for z < 0.1 to be as
much as 20%; we have, therefore, excluded this region in
the quantitative comparisons.



2. =z Resolution

For examining distributions of z it is important to un-
derstand the resolution with which the values are cal-
culated. The fractional error on z is determined from
Equation (4} and can be written

z AvN?  fAEN?
- = ——27 . Al
z \/(V) +(E,,) (41)
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‘\ ———
B -
< 015 f
o1 |
oos L —
I S S R wrresreies ever
0 100 200 300 400 500
v (GeV)

FI1G. 35, v Resolution. This plot shows the resolation on v,
Av/v, as a function of v.

Obviously, the resolution on z will depend upon that of
r; the fractional resolution on the measurement of ¥ can
be seen in Figure 35, for the deuterium sample of events.
In order to keep the resolution of the distributions of
= reasonable, we have chosen to restrict the sample of
events to those with reasonable resolutions on v, using
the criterion 100 < v < 500 GeV.

In Figure 36, the resolution plots of 2 now have this re-
striction applied and are shown distinctly for three ranges
of kinematics: Kiny, King, and Querlap. The first two
are define by Equations (22) and (23), while the overlap
region is defined by the following kinematic restrictions:

0.01 <zg;< 0.3 and

Overlap = { I <@*< 10GeVE/e

(A2)
It is evident that the resolution on z is consistent for all
three ranges of kinematics.

With a z-resolution of 10%, one would expect to find z-
values out to about 1.1 or so. The distributions of values
of AE,/ Ey and Az/z for the tracks with z > 1 are shown
in Figures 37(a) and (b}. There were a few tracks in the
samples which were unphysiral, i.e. had z values greater
than I: there were also tracks which were second highest
in energy but which had energies greater than 0.52. We
attempted to understand the source of these tracks and
to devise cuts which would reject them.
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FIG. 36. z Resolution, 100 < v < 580 GeV. These plots show
the resolution on z as a function of its dependent variables:
E; and v, but with a restricted range of v-values. Az/z is
plotted as a function of = in Figare {2), of v in (b}, and of E,
in (c); for each plot, three ranges of Q? and zp; are shown
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FIG. 37. Resolution on Unphysical Tracks. These plots

examine the resolution of tracks with unphysical values of
z. Figure (a) shows AEn/E, for tracks with z > 1 ; {b)
shows Az/z for tracks with z > 1. Figure (c) shows the z-
distributions for tracks restricted to have AEL/Ey < 0.1 and
Er < 1.2v. There are no entries in the overflow bins,

These unphysical tracks appear to have characteris-



10°
Entrmes 9551 Entriss 6483
4 Mean 0.247 Mean 0120
10 AMS 016 AMS 0.068
0 H
() Z, b z, (€) z,

FI(i. 38. Resclution on Unphysical Tracks, (1,2,3). These
plots show the z-distributions for tracks restricted to have
AEn/En < 0.1and En < 1.20: for the tracks with the highest
z (a), for the tracks with the second highest z (b}, and for the
tracks with the third highest z {c). There are no entries in
the overflow bins.

tically poor resolution. Rejecting the tracks with poor
energy resolution, AEy/E,y > 0.1, and unphysical en-
ergies, En > 1.2, yields the plot in Figure 37(c); this
shows the z-distribution for all hadrons. In Figure 38 are
the z-distributions for the fastest hadron (a), the second
fastest (b}, and the third fastest {c); each distribution has
very little leakage above its physical barrier of 1.0, 0.5,
and 0.33, respectively. The few tracks which faiied these
quality cuts appeared to be extra beam muon tracks.

A lack of resolution would smear out the distribution
in z. Since the distribution drops roughly exponentially
with increasing z, the smearing would result in entries
from the z;-bin “spilling down” into the z;4;-bin, which
would flatten out the histogram of the parent distribu-
tion. Since the fractional error on z is constant as a
function of z, as evidenced from Figure 36{a), the smear-
ing will have the largest effect at high-z. We estimate
this systematic error at high-z to be less than 3% A
systematic shift in the momentum and energy measure-
ments would also shift the z-distributions; we estimate
this systematic error to be less than 8%.

3. Event Selection
a. Targets

The experiment took data scattered from both deu-
terium and xenon. The target vessels resided inside the
Streamer Chamber, which required that all target ma-
terial be non-metallic. The vessel used for the liquid
deuterium target was 8.9 cm in diameter and 115 ¢m
long and was constructed of 1 mm thick Kapton. The
xenon was a high pressure (14 atm) gaseous target, and
the vessel was constructed of Kevlar™™ and epoxy, 1 mm
in thickness: this vessel had a diameter of 7.2 cm and a
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length of 113 cm. Information about the targets is listed
in Table VIII.

The deuterium target was almost 1/3 of a nuclear in-
teraction length and 1/4 of a pion-interaction length;
corrections for the reinteraction of hadrons produced in
Deep-lnelastic Scatters were discussed in Section IV. The
xenon target was almiost a full radiation length of ma-
terial, and this resulted in increased incidence of muon
- electron scattering and muon - bremsstrahlung events
over the lighter target.

b. Triggers

There were two physics triggers implemented in E665:
the LAT (Large Angle Trigger} and the SAT (Small An-
gle Trigger). Their names indicate the major differences
in their respective designs. The LAT had angular ac-
ceptance down to about 3 mr, which corresponded to a
minimum Q2 of about 2.7(GeV /c)?. The SAT had angu-
lar acceptance down to about 1 mr and a minimum Q*
of about 0.5 (GeV/e)? for full acceplance. The SAT was
restricted to take only 12% of the beam phase space used
for the LAT.

c. FEvent Rejection

After reconstruction of events, the four data samples,
deuterium (SAT), deuterium (LAT), xenon (SAT), and
xenon (LAT), were subjected to a set of rejection cuts;
the effects of these cuts are summarized in Table [X. The
initial event samples contain those events with a recon-
structed beamn muon, a reconstructed scattered muon,
and a reconstructed event vertex, with some minimal re-
guirements on kinematic quantities. First, events were
removed from periods which had poor detector perfor-
mance. The next operation was to remove the events
from the LAT sample which satisfied both triggers SAT
and LAT, to avoid double-counting them. The events
which contained more than one incoming muon in the
Beam Spectrometer were eliminated. The major rejec-
tion occurred due to the application of the initial kine-
matic cuts, listed in Table IX.

In order to reduce the contamination of diffractive me-
son production, the following criteria were employed. If
an event had two and only two charged hadron tracks and
these tracks were of opposite charge and carried greater
than 90% of the energy transferred, then the invariant
mass was calculated: if this mass was determined, within
errors, to be that of the p° {0.770 £ 0.2 GeV}) or the ¢
(1.020 + 0.2 GeV) or the photon (0.0%0.2 GeV), then
the event was rejected. The reconstructed event vertex
was required to have a fit with a x2-probability greater
than 0.1%.

For this analysis, no Radiative Corrections have been
applied; instead, a sample of Deep-Inelastic-Scattering



TABLE VIII. E665 Targel Properties.

“Z” is the atoinic number, and “A” is the atomic weight. The “Lg" value is the

fraction of radialion lengths in the target, while the “Lp” value is the fraction of nuclear interaction lengths. We take L, to
represent the lergth of the target in terms of the x-deuterium inelastic scattering.

Target Z/A Length Diameter Density Lr Lp Ln
(em) (cm) (g/cm®)

Xe 54/131.3 113 7.1 0.085 1.00 0.05 0.044

D, 1/2.0 115 8.9 0.162 0.13 0.312 (3.225

TABLE IX. Event Selection. This table indicates the number of events rejected by each listed cut. The cuts are listed in the
order of their application to the data. The final number of events surviving all cuts is listed at the end for each target and

trigger.

Sequence of Cuts D2 (SAT) Do (LAT) Xe(SAT) Xe(LAT}
Initial number of events 72652 31546 216860 32398
Poor Detector Performance TL27 2054 137067 2506
Events Satisfying both LAT/SAT 3235 2966
Multiple Incoming Beams 5337 1201 16951 1590
{nitial Kinematic Cuts: 49934 10194 1742491 12552
50 < v < 550, y < 0.8,

zpj > 0.0007, Q° > 6.01

Diffractive removal 196 136 237 137
x*-prob of vertex < 0.001 79 88 138 73
Events Cut by CALCUT-1 172 248 326 269
CALCUT-2: Nous < 3 1682 912 3652 1356
Final Kinematic Cuts: 4872 5757 4716 4733
100 < v < 500, y < 0.75, zp; > 0.001,

(Q? >1.0R. y <0.5),

—11.6m < Kvertex < —10.6m

Final number of events 3253 7721 2842 6216

TABLE X. Track Selection. This table indicates the number of tracks rejected by each listed cut. The cuts are listed in the
order of their application to the data. The final number of tracks surviving all cuts is listed at the end for each target and

trigger.

Track Cuts D2{SAT) Dz (LAT) Xe{SAT) Xe(LAT)
Initial number of tracks 9715 25464 8351 20360
Failed Fit 418 994 342 886
x2-prab < 0.001 296 834 273 725
Not Fitted to a Vertex 1808 5030 1618 4161
Not Primary Vertex 955 3216 850 2416
AEJE > 01 32 125 40 91
E>120 2 1 2
Final number of tracks 6204 15264 5228 12079

events was chosen with a limited level of contamination
due to muen-electron scattering and muon - bremsstrah-
lung radiation, These electromagnetic events would yield
apparent kinematic values primarily at high y and low
rgj; the u—e scattering events yield an apparent value
of zy; =5 107*. Thus, the maximum y-cut and mini-
mum zg;-cut eliminate much of this contamination, but
some should remain throughout the full kinematic range.
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To reduce this remaining contamination, we applied an
event rejection based on a set of calorimeter measure-
ments, The energy deposited in the calorimeter was de-
fined to be the surm of the energies of the clusters found in
the calorimeter, which had more than 2 GeV each. If this
energy was greater than 90% of the energy transferred in
the event, then the event was rejected. This is listed in
Table IX as CALCUT-1. If the event survived this cut,



then a more sophisticated topology was investigated; if
the event had only one or two valid clusters found in the
calorimeter which summed to more than 50% of the en-
ergy transferred, then the event was rejected. In Table IX
this cut is listed as CALCUT-2. A comparison of Radia-
tive Corrections and calorimeter rejection techniques can
be found in reference [6].

Finally, a set of kinematic cuts were applied. The num-
bers of events remaining after these rejections are listed
in Table IX. Further details about the event selection
may be found in reference [2].

d. Event Losses from x° in the Calorimeter

The number of events rejected by the calorimeter cuts
due to 7°’s from Deep-Inelastic Scattering events should
be less than about 2.5%. This estimate was based on
the following evaluation. The probability of producing
a charged hadron with fractional energy of the event
greater than a half is given by the integral over the dif-
ferential cross section for hadron production:

f; e~ b dz

. Al
f(;' e~brdz (A3)

Plz>1/2) =

With the generic value of b = 6, the probability is
roughly 5%. x0-production is about half of that of
charged pions [32]; conversion of the two decay-photons
into electron-positron pairs and acceptance for the mem-
bers of the pairs in the calorimeter reduces the probabil-
ity below 2.5%.

4. Track Rejection

We imposed some quality cuts on the tracks selected.
These cuts are listed in Table X. To be included in the
initial sample, a track had to have a sufficient nuinber
of hits. Since this study concerned the fastest particles
from hadronization and the effects of nuclear matter on
their formation, we only considered particles propagating
from the primary vertex. The determination of whether
or not a track should be fitted to the primary vertex was
left to the Vertex processor. Further details about the
Track selection may be found in reference [2].

5. Calorimeter Cuts
a. Bremsstrahlung Contamination

The extent to which the calorimeter cuts biased the
resultant data samples can be examined by looking at
some distributions for the events which have been cut by
the calorimeter rejection. These distributions are shown
in Figures 39-41, with the events which survived the

29

0 025 05 075 1

i

Y

Survived <--oomemreoe- —> Rejected
3 + Ertras 2842 Entries 3117
500 r : Mean 184 500 | Moan 257
. RMS . AMS 3.
L + L +i
250 : +*+ 250 . "’-H-+
1-‘_-‘ 4-_.:",-:- hd
o P W T" o [ PN DR e
0 250 500 o 250 500
@ v (GeV) b v (GeW
£ Enties 2842 £ Entries 3117
107 y Mean  403| 107 - Mean  0.913
£ AMS 62 - RMS 13
10?f =, 10°F =
E 4+ head
10 | Ty 10 T
{ it 4 ] AR
1 T ‘T‘HI# 1 PR LY BN | TtﬁL
[ 25 50 4] 5 10
©) @ (GeViYT) @) @ (GeV¥H)
af Entries 2842 3 Entri 17
107§ Moan  cowe| 10T F Mean  360°10°
E - AMS 2.015 E RMS 567167
102 F ., 10é
Fhy + T
10 Tt L 1w r t
5 FH' m
A S P RN s /R
0 0.05 ot o] .05 o1
(e) L3 (f) Xg;
4 Entes 2842 E Ents 3117
ar Maar 342, 3T Moan 481,
107 _ (mes | 107F RMS 170
10?2} T, 102 | ~erm™ -
3 + - s
10 F + rJr 0 F 1
1 FL .L.JU:..L.lill 1 ] sl aopsalaaaalaa
0 250 500 750 o 250 500 750
8 W (GeV?) h W (GeV?)
- Enries 2842 Entries 317
500 Mean 0378 500 |- Moan 0527
i +.++ RMS 0.14 r AMS 018
[ +H+
20 F N, 250 | T
b + -+
r . et at
Sl I BTN P B P Yoaa

) 025 05 075
) y

1

FIG. 39. v, Q%, z5;, W?,y, Bremsstrahlung Removal. On the
left are the distributions from the events which survived the
calorimeter restrictions, and the ones on the right are from
the events which were rejected by the calorimeter. These
data have not been corrected for acceptance.

calorimeter cuts shown on the left and those which were
rejected by the calorimeter cuts shown on the right. The
sample of xenon SAT events was used for the distribu-
tions, since it should contain the most contamination of
electromagnetic processes, because of the large charge of
the xenon nucleus and the high acceptance of those trig-
gers for small angle scatters.
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Fi(i. 40. Q° versus y, Bremsstrahlung Removal. On the
left are the distributions from the events which survived the
calorimeter restrictions, and the ones on the right are from
the events which were rejected by the calorimeter. These
data have not been corrected for acceptance.

It is evident from the kinematic distributions for v, @2,
zp;, W2, and y that the rejected events are characteristi-
cally different from Deep-Inelastic Scattering. From the
“log @* versus logy” plots in Figure 40 it is clear that
the rejected events fall primarily in the region in which
radiative processes dominate. The use of a minimum
cut of xgj > 0.001 reduces the contamination of muon
- electron scattering and muon - bremsstrahlung radia-
tion. The slanted line on the plots indicates the contour
of constant xg, for our mean beam energy of 490 GeV.
The RMS spread of the beam energies was 50 GeV, and
we had beam energies between 200 and 800 GeV; conse-
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FIG. 41. z and Multiplicity Distributions, Bremsstrah-
lung Removal. On the left are the distributions {from the
events which survived the calorimeter restrictions, and the
ones on the right are from the events which were rejected
by the calorimeter. Plots {a,b) show the unnormalized z-
distributions. Plots {c,d) show the summed-z per event, and
{e.f} show the multiplicity. Plots (g,h) shaw the mean-value
of the summed-z per event as a function of the multiplicity.
These data have not been corrected for acceptance.

quently, the cut of zg; > 0.001 does not follow this line
for all events. In addition to using this zp; cut, we re-
moved a bit more of the “corner” of the plot in Figure 40;
specifically, we kept the event only if:

rgj > 0.001 .AND.
.OR. ¥y < 0.5).

(A4)
(Q? > 1 GeV?/c?

In Figures 41{a) and (b}, the z-distributions indicate
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tiplicity distribution, and (c) shows the mean-value of the
summed-z per event, {3 z), as a function of the multiplicity.
These data have not been corrected for acceptance.

that the produced charged particles in the rejected events
are more evenly distributed in the available energy. This
is suggestive of an electron from a gamma conversion.
The multiplicity distributions, Figures 41{e) and (f), in-
dicate that mainly events with no produced charged par-
ticles were rejected and that these events had a different
tapology than the surviving events. The z and multiplic-
ity distributions for deutetium LAT are shown in Fig-
ure 42. This sample should be the least contaminated
with electromagnetic background; the distributions look
similar to those from the events surviving the calorimeter
cuts. These calorimeter cuts were imposed on the events
used in the analysis of the hadronic final states.

6. Corrections for Acceptance and Reconstruction

The distributions observed in an experiment involve
several processes. The one of primary interest is the
physical process in question; however, the apparatus it-
self influences what can be observed, and the reconstruc-
tion may be limited in its performance. These latter two
processes affect the final distributions seen. These effects
must be removed from the distributions in order to study
the physical process of interest; the distributions are said
to be corrected for acceptance and other effects.

This process can be expressed within the class of Inte-
gral Equations: the Fredholm Equations (28]. A Fredholm
Equation of the First Kind has the form:

b
é(z) = f K (z)20)9{z0}d20, (A5)
&
where ¢(z) is a known function, $(z0) is unknown, and
the function K (z|ze), called the Kernel, is responsible for
mapping the influence of the function upon itself. The
essential feature of the system is that the value of a func-
tion at a given z depends on values of the function at
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other z's. In this system the kernel A'(z|z) maps the
function ®(zg)} onto the function ¢(z) .

These integral equations can be expressed in terms of
operator equations in vector space. Thus, Equation (A5}
could be written as

x =K X, (A6)
where the function X is of interest and x is a known func-
tion. In regard to the problem of correcting for accep-
tance, x is the distribution observed in a measurement;
X is the distribution as generated by the physical pro-
cess, and the kernel K modifies this distribution, forming
the one observed. In order to get back to the True dis-
tribution X from the observed distribution x, the kernel
must be understood and its inverse found. Clearly if the
operator K has an inverse, then the desired function can
be obtained:

X=K!x (A7)

{n principle, the kernel may be a function of several
variables which are relevant to the distribution in ques-
tion. Specifically, for the z-distributions, the acceptance
could be a function of the momentum of the track, the
particulars of the regions of each detector through which
the track passes, and perhaps the event kinematics.

a. Monte Carlo

The use of a Monte Carlo program is helpful for de-
termining the relevant kernel, since both the True dis-
tribution X and the observed distribution x are knawn.
Then, for each effect a projection of the kernel onto that
variable can be made:

K(€) = =&)X (&),

and the variables upon which the kernel displays ma-
jor dependence can be found. This method was applied
to examine the acceptance effects on the z-distributions.
We examined the dependence of the acceptance upon z,
the position and slope of the tracks entering the appa-
ratus, and upon the momentum of the tracks. The ac-
ceptance showed the strongest dependence upon the mo-
mentum of the tracks and little dependence upon the
other variables. Therefore, we defined the basis of the
kernel to involve only the ome variable, the momentum
of the tracks. The detailed examination may be found in
reference [2, pp. 114-122].

In using a Monte Carlo for the purpose of understand-
ing the effects of acceptance on a given distribution, it is
important that the detector system is described in suf-
ficient detail and with sufficient accuracy, in regards to
the conditions present during data taking. For this anal-
ysis, Monte Carlo events were generated using the LUND
program, version 4.3; a description of this program can

(A8)
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F1G. 44. Kernet of Acceptance. This plot shows the ratio
of the reconstructed tracks divided by the true tracks, as a
function of their energy. The distribution has been fitted to
the functional form of Equation (A9).

be found in reference [10]. As with many of these mod-
els, there are a huge number of tunable parameters; in
using Monte Carlo events for the purpose of describing
the effects of chamber apertures and performance on the
observed distributions, these parameters are of little in-
terest, as long as the generated distributions are reason-
ably similar to those observed in the data. The inter-
ested reader may find the relevant choices of parameters
described in reference [33].

Specifically for this analysis, we made a fiducial cut on
the Monte Carlo tracks, using only those tracks which
traversed the Forward Spectrometer. This was imple-
mented by requiring that the tracks reached the first
chamber in the momentum-measuring magnet. Thus, we
have corrected for acceptance only in a region in which
there were data. From the Monte Carle, it was possible
to examine the effect of the fiducial cut and, therefore,
to hypothesize what tracks were not incorporated in the
data analysis. In Figure 43 is an acceptance plot for
Monte Carlo tracks; it is an efficiency distribution, as a

TABLE X1. Time Dependent Acceptance. This table con-
tains the values of the parameters from the fits to the ac-
ceptance function, given by Equation (A9}, along with the
reduced-y? for each fit. The time dependence of the detector
acceptance is listed.

Time Period| P + AP, P + AP
D, (first) 0.8008 + 0.00535 1.339 + 0.090
D; (second}{ 0.783% + 0.0056| 1.393 =+ 0.100
Xe (first) 0.7489 + 0.0088 1.289 + 0.130
Xe (second) 0.7369 +  0.0087 1.339 + 0.150
Xe (third) 0.7268 £+  0.0094 1.236 =+ 0130
Xe (fourth) | 0.7415 0.0058| 1.099 + 0.067
Time Period P + AP, ¥}/ DOF
D. (first} 0.1653 + 0.0081 1.626
D; (second} 0.1723 T 0.0086 1.623
Xe (first) 0.1519 + 0.0120 1.080
Xe (second) 0.1679 + 0.0140 1422
Xe (third) 0.1499 + 0.0120 1.369
Xe {fourth) 0.1366 + 9.0073 1.095

function of track energy, for tracks to enter the active
volurne of our detector. The acceptance of the Forward
Spectrometer was poor for low-energy tracks, but high
for tracks with energy above 10 GeV. Since the min-
imum » was set at (00 GeV, using a minimum value
of z = 0.1 in quantitative analyses limits the analysis to
tracks with energies above 10 GeV, and hence avoids this
region of low acceptance. The acceptance only levels out
for z > 0.2

One possible way to invert the Kernel would have been
simply to put the inverse of each channels’' content into
another histogram. However, this scheme is susceptible
to statistical fluctuations from bin to bin. Smoothing
a distribution for use as a kernel has been discussed in
some analyses [34-36]; one technique for smoothing a dis-
tribution is to fit a parameterized curve to it. We applied
this technique to the distribution in Figure 44; we fitted
the following parameterization to this distribution, as a
function of the energy of the tracks:

e(E) = P — PpePF, (A9)
where E was the energy of the track and the F; were the
three parameters returned from the fit. These parameters
are listed in Table XI, along with the reduced-y? from the
fit. The time dependence of the chambers was taken into
account in the Monte Carlo; the parameters of the kernel
are shown as a function of time in Table X1

Choosing to smooth the acceptance function alleviates
the dependence on the model of the generation and re-
duces the number of events which must be generated to
obtain sufficient statistical precision so as not to domi-
nate the errors on the corrected distributions. The error
from the fitted function is much smaller at a given value



of the correction variable than that of a bin of the his-
togram from the generation itself. For tracks with more
than about 20 GeV, the correction was essentially a con-
stant value of about 1.25 with an error of about 0.009 for
a value of 7 ~ 0.5. This was much less than the errors
on the z-distributions, so we did not propagate the error
from the corrections for acceptance through to the final
distributions: this source of systematic error is less than
1%.

The effect of smearing of the reconstructed z-value
with respect to the true Monte Carlo z-value was small,
and we neglect it. We simply use Equation (A9) as
the definition of the kernel for the acceptance correction.
Since the function £{E) was analytic, the inverse kernel
was simply

§(E - E

K-YE|E) = o (E]

(A10)

We applied this correction on a track-by-track basis in the
generation of the final z-distributions, thus performing
the integral of the Fredholm Equation (A5).

The other relevant measure of reconstruction is the
fraction of fake tracks created by the software algorithms.
We determined this fraction to be less than 2-4%, inde-
pendent of the z of the track.

7. SAT and LAT Triggers

The two physics triggers implemented in E665, the
LAT (Large Angle Trigger) and the SAT {Small Angle
Trigger), had different rates and different acceptances.
Since the acceptances were different, the kinematic dis-
tributions for the two trigger samples were, of course,
also different. The raw distributions of event rates, as
functions of the kinematic variables @?, zg;, v, and w2,
ate shown for both trigger samples for the deuterium
target in Figure 45 and the xenon target in Figure 46.
These event rates include all those events which survived
through the “Final Kinematic Cuts”, listed in Table IX.
These data have not been corrected for the trigger accep-
tance or for detector acceptance.

The SAT used hodoscopes in the Beam Spectrometer
to define the beam muon’s trajectory and an electronic
lookup table to predict where this muon should impinge
upon hodoscopes in the Muon Spectrometer, if it failed to
scatter. If these predicted counters fired, then the event
was vetoed. This trigger was prescaled to take only 12%
of the beam phase space used for the LAT.

The LAT used the Beam hodoscopes only to define
the timing of the beam muons. It required hits in the
outer hodoscopes in the Muon Spectrometer in three out
of the four stations for a valid trigger. In addition, how-
ever, the event was vetoed if there were hits in beam
region hodoscopes in the Muon Spectrometer. More de-
tails concerning the triggers can be found in reference [1].
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FIG. 45. Raw Trigger Kinematics for Dz. The plots on the
left are from the SAT sample; the plots on the right are from
the LAT sample. These data have not been corrected for ac-
ceptance but are the raw event rates, after the final kinematic
cuts.

a. Merging SAT and LAT

We now investigate the justification for merging the
data from the SAT and LAT trigger samples. Although
the acceptance of the LAT should be a subset of the SAT,
the phase space of the Muon Beam for the SAT was only
12% of that of the LAT.

The events which satisfied both the LAT and the SAT
triggers were removed from the LAT samples of deu-
terium and xenon, but left in the SAT samples. Of these
3935 events in deuterium, only 1723 passed the kine-
matic and diffractive-removal cuts, and 16]1 survived
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FI(i. 46. Raw Trigger Kinematics for xenon. The plats on
the left are from the SAT sample; the plots on the right are
from the LAT sample. These data have not been corrected
for acceptance but are the raw event rates, after the final
kinematic cuts.

the calorimeter cuts. There were 2966 original events
in xenon; 1258 survived the kinematic cuts, and 1089
survived the calorimeter cuts.

In arder to compare the trigger samples, we chose
events with the same basic kinematic qualities, using
the Kinematic Qverlap region defined by Equation (A2).
Both trigger samples had encugh events in this region to
provide a valid comparison, and these numbers of events
are shown in Table XIl. The distributions of the kine-
matic variables @°, zp;, ¥, and W? are shown for both
trigger samples in the overlap kinematic region in Fig-
ure 47 for deuterium and in Figure 48 for xenon.

The possible effects of the two triggers on the hadron
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TABLE XIl. Kinematic Overlap Samples. The first four
lines indicate the numbers of events of the four samples which
satisfied the kinematic constraints of the Overlap region. The
[ast two lines indicate the number of events in this Overlap re-
gion which satisfied both triggers SAT and LAT); these events
were included in the SAT samples.

Sample Number of events
D2 SAT 583
D2 LAT 3014
Xe SAT 965
Xe LAT 2413
D2 LAT/SAT 401
Xe LAT/SAT 247

distributions were of primary interest. The z-distribu-
tions are plotted in Figures 49 and 50, with those from
the SAT samples are on the left and those from the LAT
sample on the right.  For each sample there are four
plots. As in the analysis, we have ordered the final state
hadrons according to their values of 2. Thus, the four
plots for each sample are, from top to bottom, the z-
distributions for all particles, for only the fastest parti-
cles, for only the second fastest, and for only the third
fastest. Each distribution has been fitted to an exponen-
tial function of the form of Equation (25). Comparing the
parameters of these fits between distributions is a con-
cise method of comparing the distributions. Since these
samples are restricted to lie in a region with compara-
Lle kinematics, they should belong to the same “parent”
distributions. The similarity of the parameters from the
fits with their errors suggests that the distributions from
the two trigger samples are consistent.

The ratios of the distributions between the two kine-
matic ranges are displayed in Figure 51. These plots in-
dicate no significant deviation from a fiat level at unity.
The plots comparing SAT and LAT for xenon in the Kine-
matic Qveriap region have been included in Figure 50,
and the ratios in Figure H1; again, there is no significant
deviation from unity. Consequently, we expect no biasing
of the hadronic final state distributions from the merging
of the two samples from the SAT and the LAT triggers
for each target.
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FIG. 47. Overlap Kinematics, Dz. The plots on the left are
from the SAT sample; the plots on the right are from the LAT
sample. These data were taken on the deuterium target and

have not been corrected for acceptance.
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FIG. 48. Overlap Kinematics, Xe. The plots on the left are
from the SAT sample; the plots on the right are from the LAT
sample. These data were taken on the xenon target and have

not been corrected for acceptance.
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FIC. 49. z-distributions for Trigger Overdap, Dz. These plots
show the the z-distributions for all particles, the fastest, the
second fastest, and the third fastest tracks; the distributions
are from the deuterinm samples, with the SAT trigger on the
left and the LAT trigger on the right. These data have been

corrected for acceptance,
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FI(G. 50. z-distributions for Trigger Overlap, Xe. These plots
show the the z-distributions for all particles, the fastest, the
second fastest, and the third fastest tracks; the disiributions
are from the xenon samples, with the SAT trigger on the
left and the LAT trigger on the right. These data have been
corrected for acceptance.
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FI1G. 51. Trigger Overlap: Ratio of z-distributions. These
plots show the ratios of the z-distributions from the trigger
samples: (SAT trigger) over (LAT trigger). The xenon plots
are on the left, and the deuterium plots are on the right.
Progressing from top to bottom, the plats show the ratios
for all particles, the fastest, the second fastest, and the third
fastest tracks, respectively. These data have been corrected
for acceptance.
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APPENDIX B: TABULATED DATA

In this section we have tabulated the data of the physics results which are graphed throughout the paper. Each
table lists the corresponding Figure in which its data are plotted.

TABLE XI1. Shadowing in Cross Section Ratios. These tables contain the ratios of cross sections %-g-'%-;-'-. The ratio is
2 2

tabulated first as a function of zp;. Then, it is tabulated as a function of Q® (GeV/c)?, for a low-1p; range, defined by
0.001 < zp; < 0.025, and for a high-rp; range, defined by 0.025 < zg; < 0.2. These data are graphed in Figure 3.

(0.001 < zg; < 0.025) (0.025 < zg; < 0.2)

TBj Ratio Error Q? Ratio Error Q* Ratio Error
0.0013 0.669 0.022 0.13 0.739 0.086 2.04 0.935 0.158
0.0021 0.734 0.027 0.21 0.856 0.050 347 1.004 0.084
0.0035 0.820 0o 0.36 0.776 0.032 5.75 1.024 0.073
0.0060 (+.860 0.033 0.59 0.747 0,025 9.77 1.000 0.076
0.0098 0.869 0.035 0.98 0.917 0.031 16.22 1.137 0.105
0.0160 0.928 0.043 1.62 0.918 0.035 27.54 0.918 0.126
0.0270 1.037 0.055 2.70 0.902 0.045 45.71 1.272 0.270
0.0450 1.032 0.065 4.50 0.796 0.050 77.62 0.653 0.217
0.0740 1.022 0.082 7.41 0.960 0.097
0.1260 1.007 0.112 12.30 0.927 0172
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TABLE XIV. @? Distributions. This table contains the
event distributions tabulated as functions of Q? {(GeV fc)?, for
both the low and the high ranges of kinematics, for both the
deuterium and the xenon Targets. These data are graphed in
Figures 4 and 5. The errors on the plots are simply the square
roots of the entries in each bin.

k’iﬂl Kin:

Qz Xe Dz Q2 Xe D2
0.15 1 0 7.5 353 421
0.25 94 138 12.5 505 568
0.35 182 219 17.5 371 409
0.45 152 226 22.5 240 255
0.55 119 137 275 157 182
0.65 111 148 32.5 107 132
0.75 110 139 37.5 70 91
0.85 98 125 42.5 54 58
0.95 116 125 47.5 53 46

52.5 32 51
57.5 24 37
62.5 21 17
67.5 27 32
72.5 14 16
71.5 14 22
82.5 10 9
87.5 9 13
92.5 9 4
97.5 5 9
102.5 2 5
107.5 7 7
112.5 3 5
117.5 4 3
122.5 2 4
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TABLE XV. » Distributions. This table contains the event
distributions tabulated as functions of v (GGeV), for both the
low and the high ranges of kinematics, for both the deuterium
and the xenon Targets. These data are graphed in Figures 4
and 5. The errors on the plots are simply the square roots of
the entries in each bin.

Kl-m Kiﬂz

v Xe Dz v Xe Dz
110 265 335 110 498 552
130 211 277 130 375 399
150 168 198 150 276 30
170 118 155 170 209 244
190 89 112 190 163 185
210 61 87 210 129 147
230 46 67 230 94 115
250 19 17 250 89 114
270 4 7 270 74 100
290 2 2 290 66 58
310 47 68

330 40 62

350 24 31

370 14 18

390 i0 14

410 3 4

430 0 2

450 1 1

470 1 0

490 0 1




TABLE XVI. zp; Distributions. This table contains the
event distributions tabulated as functicns of zg;, for both the
low and the high ranges of kinematics, for both the deuterium
and the xenon Targets. These data are graphed in Figures 4
and 5. The errors on the plots are simply the square reots of
the entries in each bin.

TABLE XVII. W? Distributions. This table contains the
event distributions tabulated as functions of W? {GeV?), for
both the low and the high ranges of kinematics, for both the
deuterium and the xenon Targets. These data are graphed in
Figures 4 and 5. The errors on the plots are simply the square
roots of the entries in each bin.

.Kl'fh Kiﬂz Kim K!.l"lz

rB Xe D2 IB; Xe D, W? Xe D, w* Xe D,
0.03 574 685 20 90 2 2
0.05 594 716 126 126 8 13
0.07 315 333 162 162 95 131
0.00112 178 . 235 0.09 208 203 198 198 254 198 491 499
0.060137 143 202 0.11 114 116 234 213 278 234 356 383
0.00162 123 154 0.13 76 80 270 171 217 270 257 297
0.00187 100 132 0.15 48 68 306 137 166 306 207 234
0.00212 T0 97 0.17 52 49 342 105 114 342 142 169
0.00237 71 T4 0.19 34 30 378 63 95 378 129 146
0.00262 a5 77 0.21 19 37 414 h4 78 414 94 118
0.00287 44 48 0.23 18 25 450 30 39 450 84 104
0.00312 51 69 0.25 10 1 486 8 14 486 78 87
0.00337 39 39 0.27 8 17 522 2 2 522 54 62
0.00362 32 37 0.29 9 11 568 2 0 558 41 61
0.00387 27 33 0.31 9 12 594 31 35
0.00412 27 25 0.33 9 6 630 23 26
0.00438 11 15 0.35 3 5 666 10 15
0.00463 9 14 0.37 3 3 702 8 8
0.00488 3 € 0.39 1 3 738 1 3
0.41 3 2 774 0 2
0.43 0 0 810 1 0
0.45 1 a 846 1 1

0.47 1 ¢

0.49 1 0

TABLE XVIII. z-Distribution: xenon and deuterium, Kin; and Kiny. These data are graphed in Figure 7.
Kin, King

z Dxc(z) OXe Dp,(z) ap, Dx.(z) TXe Dp,(z) en,
0.08 17.543 0.797 15.870 .621 16.586 0.507 14.696 0.414
0.14 9.341 0.490 9.208 0.410 8.947 0.324 8.452 0.281
0.20 5.563 0.364 5.444 0.303 5.605 0.248 4.526 0.200
0.26 3.891 0.301 3.407 0.240 3.267 0.188 3.184 0.167
0.32 2.353 0.233 2.322 0.198 2178 0.153 2.036 0.133
0.38 1.515 0.186 1.545 0.161 1.284 0.117 1.254 0.105
(.44 0.735 0.130 0.807 0.116 0.878 0.097 0.863 0.087
0.50 0.897 0.144 0.669 0.106 0.664 0.084 0.540 0.069
(.56 0.391 (4.095 0.403 0.082 0.438 0.068 ¢.427 0.061
0.62 0.391 0.095 0.472 0.089 0.278 0.055 0.314 0.052
0.68 0.300 0.083 0.369 0.079 0.224 0.049 0.209 0.043
0.74 0.207 0.069 0.134 0.047 0.096 0.032 0.139 0.035
0.80 0.184 0.065 0.084 0.038 0.085 0.030 0.026 0.015
(.86 0.116 0.052 0.101 0.041 0.043 0.022 G.044 0.020
0.92 0.069 0.040 0.033 0.024 .011 0.011 0.035 0.017
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TABLE XIX. Corrected z-Distribution: xenon and deuterium, Kin; and Kin;. These data have been corrected for target

length effects. They are graphed in Figures 16 and 17.

Kl-rll Kt‘nz

z Dxe(z) TXe Dp,(z) oD, Dx.(z) TXs Dpn,(z) ap,
0.08 17.705 0.816 16.4693 0.699 16.751 G.519 15.328 0.466
.14 9.498 0.501 10.004 0.461 3.103 0.332 9.205 0.316
0.20 5,672 0.372 3.999 0.343 5.719 0.254 4.986 0.225
0.26 3.973 0.308 3.780 0.269 3.337 0.192 3.539 0.188
0.32 2.405 0.239 2.588 0.222 2.227 0.157 2.271 .150
0.38 1.549 0.191 1.726 0.181 1.313 0.120 1.402 0.117
(.44 0.751 0.133 0.902 0.131 0.898 0.099 0.967 0.097
0.50 0.918 0.147 0.750 0.119 0.679 0.086 0.605 0.677
0.56 0.400 0.097 0.452 0.092 0.449 0.070 0.480 0.069
0.62 0.401 0.097 0.530 0.100 0.285 0.056 0.353 3.059
0.68 0.307 0.085 0.414 0.088 0.229 0.050 0.235 0048
0.74 0.212 0.071 0.150 0.053 0.099 0.033 0.156 0.039
0.80 0.188 0.066 0.094 0.042 0.087 0.631 0.029 0.017
0.86 0.119 0.053 0.114 0.047 0.044 0.022 (.049 0.022
0.92 0.071 0.041 0.038 0.027 0.011 0.011 0.039 0.020

TABLE XX. z-Distribution: xenon and deuterium, Kim and Kinz. These data are graphed in Figure 24.
Kin, Kin;

) Dxel(z) X Dp,(z) op, Dx.(z) OXe Dp,iz) ap,
0.08 3.977 0.386 3.480C 0.290 3.822 0.245 3.293 0.195
0.14 4.088 0.323 3.912 0.267 3.804 0.210 3.399 0.178
0.20 3.632 0.294 3.248 0.236 3.614 0.199 3.008 0.163
0.26 2.609 0.247 2.614 0.210 2.589 0.167 2.553 0.150
.32 1.938 0.211 2.069 0.187 1.975 0.146 1.861 0.128
0.38 1.332 0.175 1.361 0.151 1.220 0.114 1.193 0.102
0.44 0.735 0.130 0.807 0.116 0.878 4.097 0.863 0.087
0.50 0.897 0.144 0.669 .106 0.664 (.084 0.540 0.069
0.56 0.391 0.095 .403 0.082 0.438 0.068 0.427 0.061
0.62 0.391 0.095 0.472 0.089 0.278 0.055 0.314 0.052
0.68 ¢.300 0.083 0.369 0.079 0.224 0.04% 0.209 0.043
0.74 0.207 0.069 0.134 0.047 0.096 0.032 0.139 0.035
0.80 0.184 0.065 0.084 0.038 0.085 0.030 0.026 0.015
0.86 0.116 0.052 0.101 0.041 0.043 0.022 0.044 0.020
0.92 0.069 0.040 0.033 0.024 0.011 0.011 0.035 0.017

TABLE XXI. z-Distribution: xenon and deuterium, Kin; and Kin;. These data are graphed in Figure 25.
Kin, King

23 Dx.(z) Oxe Dp,(z) oD, Dx.(z) Txe Dp,l(z) To,
0.07 6.690 0.612 £.349 0.501 6.911 0.415 5.834 0.331
0.11 6.144 0.507 5.063 0.386 5.083 0.310 4.732 0.265
G135 2.970 04.335 3.97¢ 0.327 3.244 0.237 3.517 0.220
0.19 1.933 0.263 2.321 0.245 2.069 0.185 1.454 0.139
0.23 1.337 0.217 1.119 0.169 1.010 0.128 0.833 0.105
¢.27 1.646 0.191 0.582 0.121 0.644 0.102 0.578 0.087
0.31 0.485 0.130 0.228 0.076 0.177 0.053 0.224 0.054
0.35 0.171 0.077 0.252 0.080 0.129 0.046 0.078 0.032
0.39 0.241 0.091 0.176 0.067 0.080 0.036 0.052 0.026
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TABLE XXII. z3-Distribution: xenon and deuterium, Kiny and Riny., These data are graphed in Figure 26.

Kin King

N Dx.(2) Oxe Dp,(z) op, Dx.(z) Txe Dp,(z) on,
0.063 5.308 0.699 5.511 0.571 5.185 0.434 4770 0.368
0.090 4.637 0.575 3.563 0.406 3.829 0.344 3.065 0.268
0.117 1.718 0.326 1.904 0.285 1.731 0.221 2.017 0,209
0.143 0.845 0.219 0.653 0.163 1,238 0.179 0.790 (0.128
0.170 0.878 0.220 0.315 0.112 0.530 0.116 0.342 0.083
0.197 0.158 0.091 0.344 0.115 0.126 0.657 0.178 0.059
0.223 0.159 0.092 0.152 0.076 0.096 0.048 0.119 0.048
0.250 0.000 0.000 0.038 0.038 0.024 0.024 0.000 0.000
0.277 0.000 0.000 0,000 0.000 0.000 0.000 0.020 0.020
0.303 0.000 0.000 0.000 0.000) 0.024 0.024 0.000 0.600

TABLE XXIII. Rescaled z3-Distribution: xenon and deunterium, Kin; and Kinp. These data are graphed in Figures 29 and 30.

Kiny King
Rescaled z2 Dx.(z) OTXe Dp,{(z) oD, Dx.(z) FXe Dp,(z) on.,
0.08 4.181 0.412 4.567 0.363 4.824 0.300 4.115 0.237
0.14 4.344 0.353 3.423 0.262 3.692 0.219 3.334 0.185
0.20 1.728 0.211 2.453 0.211 2.085 0.157 2.081 0.141
0.26 1.334 0.185 1.271 0.150 1.434 0.127 1.158 0.102
0.32 0.961 0.157 0.869 0.123 0.650 0.086 0.752 0.082
0.38 0.538 G112 0.488 0.093 0.492 0.073 0.424 0.062
0.44 0.381 0.096 0.292 ¢.071 0.262 0.054 0.202 0.042
0.50 0.213 0.071 0.312 0.074 0.161 0.042 0.152 0.037
0.56 0.185 0.065 0.136 0.048 0.098 0.033 0.105 0.030
0.62 0.190 0.067 0.103 0.042 0.055 0.024 0.044 0.020
0.68 0.118 0.052 0.067 0.034 0.064 0.026 0.053 0.022
.74 0.208 0.070 0.067 0.033 0.011 0.011 0.009 0.009
(1.80 0.046 0.033 0.050 0.029 0.011 0.011 0.000 0.00¢
0.86 0.000 0.000 0.000 0.000 0.021 0.015 0.018 0.013
0.92 0.000 0.000 0.600 0.000 0.011 0.011 0.000 0.000

TABLE XXIV. Rescaled z3-Distribution: xenon and deuteriam, Kin; and Kiny. These data are graphed in Figures 29 and 30.

Kimy Kin,

Rescaled z, Dx.(z) OXe Dp,(z) sp, Dx.(z) OXe Dp,{z) oD,
0.08 3.146 0.420 2.824 0.310 3.054 0.258 2.808 0.213
0.14 2.322 0.276 1.765 0.197 1.991 0.174 1.881 0.218
0.20 0.796 0.168 1.018 0.143 0,922 0.109 0.919 0.09%
0.26 0.368 0.099 0.410 0.088 0.729 0.099 0.478 0.068
0.32 0.427 0.107 0.189 0.060 0.214 0.049 0.233 0.048
0.38 0.178 0.068 0.109 0.053 0.114 0.036 0.191 0.042
0.44 0.071 0.041 0.167 0.056 0.118 0.038 0.072 0.026
0.50 0.095 0.047 0.084 0.038 0.078 0.030 0.027 0.016
(.56 0.080 0.047 0.017 0.017 0.000 0.000 0.045 0.020
0.62 0.600 ¢.000 0.004G 1000 0.022 6.015 0.000 0.000
0.68 0.000 3.000 0.000 0.000 0.000 0.000 0.018 0.013
0.74 0.000 ¢.000 0.017 ¢.017 0.400 0.000 0.009 0.009
0.80 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.00¢
.86 0.050 0.050 4.000 04.000 0.400 0.000 0.000 ¢.000
0.92 0.000 0.000 0.000 0.000 0.025 0.017 0.000 0.006

42



TABLE XXV. Rescaled z, Full Kinematics. This table includes the data of the Rescaled z-values for Xenor and Deuterium,
including the full kinematic sample. These data are graphed in Figure 32.

Rescaled z; ) Rescaled 22 Rescaled z.

Dx.(z) ox. Dp,(z) op,| Dxelz) ox. Dpylz) o0, Dxe(2) ox. Dp,(z) op,
0.08 4.093 0.118 3.500 0.093 5.007 0.166 5.350 0.625 3.838 0.138 3.310 0.109
0.14 3.893 0.102 3.711 0.086 3.770  0.106 337N 0.086 2.053 0.085 1.821 0.075
0.20 3.416  0.093 3.156 0.078 2.062 (.075 2.066 0.066 0.999  0.057 0.945 0.046
0.26 2.335 0.077 2,416 0.068 1.251 0.057 1.226 (.048 0.474 0.037 0.485 0.032
0.32 1.871 0.068 1.781 0.059 0.741 0,044 0.728 0.038 0.250 0.026 0,226  0.022
0.38 1.295 0.057 1.198 0.048 0.404 0.032 0.426 0.029 0.145 0.020 (}.168 0.019
0.44 0.843 0.046 0.862 0.041 0.312 0.028 0.247 0.022 0.070  0.014 0.088 0.014
0.30 0.691 0.042 0.643 0.035 0.174 0.021 0.157 0.018 0.054 0.012 0.047 0.010
0.56 0.414 0.032 0.398 0.028 0.106 0.016 0.127 0.016 0.035 0.010 0.040 0.009
0.62 0.280 0.026 0.307  (.024 0.079 0.014 0.070 0.012 0.023 0.008 0.008 0.004
0.68 0.267 0.026 0.219 0.021 0.076 0.014 (.065 0.011 0.015 0.006 0.024 0.007
0.74 0.137 0.018 0.126 0.615 0.040 0,010 0.029  0.007 0,016 0,007 0,016 0.006
0.80 0.105 0.016 0.073 0.012 0.025 0.008 0.015 0.005 0.008 0.005 0,010 0.005
0.86 0.075 0.014 0.060 0.011 0.010 0.005 0.004 0.003 (3.008 0.006 0.002 0.002
0.92 0.040  0.010 0.038  0.009 0.005 0.003 0.004 0.003 (.009 0.005 0.002 0.002

TABLE XXV1. Rescaled z,,j € {1,2,3)}, Full Kinematics. This table includes the data of the Rescaled z-valwes for Xenon and
Deuterium, where j € {1,2,3) indicates that the first three fastest particles are included in the samples. These data include
the full kinematic sample; they are graphed in Figure 33.

Rescaled z, Dxe{z) Txe Dp,(z) oD,
0.08 12.938 0.246 12.160 0.641
0.14 9.716 0.170 8.903 0.143
0.20 6.477 0.132 6.167 0.112
0.26 4.060 0.103 4.127 0.090
0.32 2.863 0.085 2.734 0.073
0.38 1.844 (.068 1.792 0.059
0.44 1.226 0.056 1.198 0.048
0.50 0.520 0.048 0.846 0.040
G.56 0.555 0.037 0.564 0.033
0.62 0.382 0.031 0.385 0.027
0.68 0.357 0.030 0.308 0.024
0.74 0.193 0.022 0.169 0.018
D.80 0.137 0.019 0.098 0.014
0.86 ¢.093 0.016 0.065 0.011
(.92 0.054 0.012 0.044 0.009
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TABLE XXVI. Monte Carlo z-distributions. This table includes the distributions in z for a (LUND) Monte Carlo deuterium
sample. These data are graphed in Figure 34,

) D{n) o) 7 D{z3) a2 23 D(z3) a3
0.08 1.310 0.094 0.07 4.902 0.222 0.063 9.954 0.387
0.14 2.800 0.137 0.11 6.295 0.251 0.090 9.112 0370
0.20 2.874 0.139 0.15 5.042 0.225 0.117 5.157 0.278
0.26 2.586 0.131 0.19 3.168 0.178 0.143 2.496 0.194
0.32 2.252 0.123 0.23 1.955 0.140 0.170 1.368 0.143
0.38 1.443 0.098 0.27 0.912 0.096 0.197 0.677 0.101
0.44 1.016 0.082 0.31 0.551 0.074 0.223 0.195 0.054
(.50 0.762 0.071 0.35 0.251 0.050 0.250 0.120 0.043
0.56 0.588 0.0663 0.39 0.120 0.035 4.277 0.045 0.026
0.62 0.334 0.047 0.43 0.040 0.020 0.303 0.015 G015
0.68 0.221 0.038 0.47 0.000 0.000 0.33¢ 0.000 0.000
0.74 0.194 0.036 0.51 0.010 0.010 0.357 0.000 0.000
0.80 0.080 0.023 0.55 0.010 0.010 0.383 0.000 0.000
0.86 0.040 0.016 0.39 0.000 0.000 0.410 0.000 0.000
0.92 0.020 0.012 0.63 0.000 0.000 0.437 0.000 0.000

TABLE XXVIII. Monte Carlo Rescaled z-distributions. This table includes the distributions in the Rescaled z-values for a
(LUND) Monte Carlo deuterium sample. These data are graphed in Figure 34.

Rescaled z2 Rescaled z3
Rescaled z; D(z) a2 D(z) oa
0.08 2.967 0.141 4.658 0.176
0.14 3.996 0.163 4.137 0.166
0.20 3.368 0.150 2.793 0.137
0.26 2.145 4.120 1.323 0.094
6.32 1.276 0.092 0.835 0.075
0.38 0.815 0.074 0.454 0.055
0.44 0.495 0.057 0.327 0.047
0.50 0.301 0.045 0.134 0.030
0.56 0.247 0.041 0.120 0.028
0.62 0.074 0.022 0.047 0.018
0.68 0.067 0.021 (.020 0.012
0.74 0.074 0.022 0.080 0.023
0.80 0.0660 0.020 0.033 0.015
0.86 0.047 0.018 0.033 0.015
0.92 0.020 0.012 0.027 0.013
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TABLE XXIX. Ratios of z-Distributions: Xe/Dz. The ra-
tios are labeled as XefD:(1), which stands for the ratio
Dx.(z}/Dp,(z) for Kin,, and as Xe/D2(2), which stands for
the ratio Dx.(z)/Dp,(z) for Kinz. These data are graphed
in Figure 7.

z} Xe/D2(1} a1 Xe/Da(2) o2
0.14 1.063 0.043 1.125 0.032
0.32 1.067 0.078 1.039 0.056
0.50 1.076 0.153 1.082 0.109
0.68 0.922 0.191 0.904 0.159
0.86 1.686 0.630 1.329 £.532

TABLE XXX. Ratios of z-Distributions: Kiny; / Kinz. The
ratios are labeled as Xe and D,, which stands for the ratios
of Kin, over Kinz for each target. These data are graphed in
Figure 8.

z| Xe a'l D2 o
0.14 1.042 0.039 1.103 0.036
(.32 i.153 0.078 i.124 (.068
0.50 1.02) 0.132 1.027 0.120
0.68 1.499 0.313 1.470 0.256
0.86 2.663 0.994 2.098 0.840

TABLE XXXI. Ratios of z-Distributions: Xe/Dz, Car-
rected. The ratios are labeled as Xe/Dz(1), which stands for
the ratio Dx.(z)}/Pp,(z} for Ainy, and as Xe/D2(2), which
stands for the ratio Dx(2)/Dp,(z) for Kiny. These ratios use
the distributions which have been corrected for target length
effects. These data are graphed in Figure 18.

z| Xe/Dz(]) 0'41| XC/D2(2) [+ 4]
0.14 1.012 0.042 1.070 0.031
0.32 0.979 0.072 0.953 0.052
0.50 0.983 0.140 0.988 0.160
0.68 0.840 0.174 0.824 0.145
0.86 1.536 0.574 1.210 0.485
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TABLE XXXII. Ratios of z-Distributions: Xe/D:, Hall-
Target. The ratios are labeled as Xe/D2{1), which stands for
the ratio Dx.(2)/Dp,(z) for Kin), and as XefD2(2), which
stands for the ratio Dx.(z}/Dp,(z} for Kiny. These ratios
use the distributions from only the downstream halves of each
target. These data are graphed in Figure 19.

ZI Xe/D2(1) ol l Xe/Dy(2) o2
0.14 1.081 0.060 1.140 0.044
G.32 1.G670 0.109 0.962 0.073
0.50 1.123 0.227 1.035 0.142
0.68 0.768 0.215 1.052 0.265
0.86 1.045 0,527 3.110 2.106

TABLE XXXIII. Ratios of z-Distributions: Kin, / King,
Corrected. The ratios are labeled as Xe and D, which stands
for the ratios of Kin; over Kin; for each target, using the dis-
tributions which have been corrected for target length effects.
These data are graphed in Figure 20.

z Xe il D o
0.14 1.041 3.039 1.100 0.038
0.32 1.153 0.078 1.122 0.069
G.50 i.021 0.132 1.825 0.120
0.68 1.499 0,313 1.470 01,256
0.86 2.663 3.994 2.098 0.840

TABLE XXXIV. Ratios af z;-Distributions: Xe/D;. The
ratios are labeled as Xe/D;(1), which stands for the ratio
Dx.(2)/Dp,(z} for Kin,, and as Xe/D2z(2). which stands for
the ratio Dx.{z})/Dp,(z) for Kin;. These data are graphed
in Figure 24.

21] XE/DQ(!) 0’]| XE/Dz(z) (2]
0.14 1.099 0.072 1.15% 0.054
0.32 0.973 0.080 1.031 0.060
0.50 1.078 0.153 1.082 0.109
0.68 0.922 0.191 0.904 0.159
0.86 1.686 0.630 1.329 0.532

TABLE XXXV. Ratios of z;-Distributions: Xe/D;. The
ratios are labeled as Xe/D);(1), which stands for the ratio
Dx.(z}/Dp,(z) for Kiny, and as Xe/D3(2), which staads for
the ratio Dx.(z}/Dp,(z) for Kin;. These data are graphed
in Fignre 25.

A Xe/D2(1) o1 Xe/Da(2} o2
0.110 1.027 0.074 1.082 0.055
0.230 1.073 0.130 1.300 9.124
0.350 1.370 0.380 1.090 $5.306




TABLE XXXVI. Ratios of z3-Dstnbutions: Xe/D;. The
ratios are labeled as Xe/Dj(1), which stands for the ratio
Dx.(z)/ Dp,(z) for Kini, and as Xe/D3(2), which stands for
the ratio Dx.(z)/Dp,(z) for Kim. These data are graphed
in Figare 26.

013

23| XE/DQ(I) XC/D2(2) o2
0.090 1.062 0.114. 1.091 0.082
0.170 1.433 0.351 1.446 0.247
0.250 0.839 0.613, 0.872 0.511

TABLE XXXVII. Ratios of Rescaled z;-Distributions:
Xe/Da. The ratios are labeled as Xe/Dz(1), which stands for
the ratio Dx.(z)/Dp,(z) for Kin;. and as Xe/D2(2), which
stands for the ratio Dx.(2)/Dp,tz) for Kina, These data are
graphed in Figure 31.

Rescaled 2| Xe/Da(1) | Xef/Daf2) a2
0.140 0.982 0.073 1.113 0.057
0.320 1.078 0.133 1.104 0.100
0.500 1.055 o.-ml 1.135 0.227
0.680 2.170 0.742 1.222 0.499
0.860 0.926 0.346 2.413 2.090

TABLE XXXVIII. Ratios of Rescaled zi-Distributions:
Xe/D2. The ratios are labeled as Xe D2(1}, which stands for
the ratio Dxe{z)/Dp,(z) for Kin.. and as Xe/Dz(2), which
stands for the ratio Dx.(z)/ Dp,' =+ for Kinz. These data are
graphed in Figure 31.

Rescaled z3| Xe/Dy(1) gl Xe/D2(2) o2
0.140 .17 0.1:3% 1.064  0.085
0.320 1.376 0.324 1.171 0.177
0.500 0.915 0373 1.364  0.476
0.680 0.000  0.000] 0.802 0732
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