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Experiment 705 at Fermi National Accelerator Laboratory has &signed, built, ana’ operated 

a large acceptance, highly segmented electromagnetic shower calorimeter using SF5 lead glass, 

SCGI-C scintillating glass, and two types of gas-basedfine-grained hodoscopes. The calorimeter 

was used to reconstruct photons and electrons with energies ranging from a few GeVlc2 to over 

100 GeVlc2 in 300 GeVlc pion and proton interactions on a lithium target at instantaneous 

interaction rates approaching several MHz. Construction details of the calorimeter are given. The 

readout electronics, calibration, and algorithms used to reconstruct the posih’onr and energies of 

showering particles are discussed. Energy resolution, position resolution, and reconstruction 

efficiency are assessed using both calibration electron beams and electrons and n0 mesons 

reconstructed in 300 GeVlc inlt?raCh’Om. 
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1. INTRODUCTION 

Fermilab Experiment 705 [l] used interactions induced by 300 GeV/c hadrons on a lithium 

target to accomplish two primary physics goals, both of which demanded the efficient and accurate 

measurement of photon energies and production angles, as well as off-line identification and 

rejection of photons from the decays of neutral mesons, mainly x0 and ~0. 

The reconstruction of the radiative decays of the x1(3510) and ~~(3555) states of 

charmonium demanded excellent photon energy resolution at relatively low energies, -2-25 

GeV/c*. The acceptance of the photon detector had to be large enough to accept a reasonable 

fraction of the photons from the radiative decay 

x -> J/t+r(30!97) + y 

The majority of photons, even in events containing a radiative 2 decay, are associated with ti -> 

w, and had to be eliminated off-line. Since low energy x0’s can have large opening angles, this 

requirement puts further demands on the geometrical acceptance of the calorimeter. 

The other major goal of Experiment 705 was the measurement of direct photons, so called 

because they are believed to emerge directly from the scattering of hadronic constituents, and not 

from the decays of other particles. To measure direct photons effectively, photons with transverse 

momenta greater than about 3 GeV/c and a large range of laboratory polar angles had to be 

properly reconstructed. The implied photon energy range for Experiment 705 was 10 c E < 200 

GeV/c2. Position resolution had to be sufficient to distinguish between high energy single 

photons and closely spaced pairs of photons from the decays of high energy 16%. 

The calorimeter described in this paper presented an area of -4 x 2 m* at a distance of 10 

meters from the experimental target. It employed over 400 scintillating and lead glass blocks for 

detection of most of the energy of showering particles, and two highly segmented gas tube devices 

for position determination of electromagnetic showers. The relatively long time scale of the run 

(-8 months) required a schedule of regular calibrations as well as accurate monitoring of changes 

in electronic gains and pedestals. To keep changes in the gains to a minimum required low 

radiation damage and excellent temperature stability. Finally, to collect enough events of interest, 
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interaction rates approaching 1 MHz were needed and a special system of readout electronics was 

devised to handle high interaction rates. 

2. MECHANICAL DESCRIFTION 

Figure 1 is a top view of the Experiment 705 electromagnetic shower calorimeter. The 

beam direction is indicated by an arrow. Most of the energy of a showering electron or photon 

was deposited in the Main Array glass blocks. Depending upon which part of the calorimeter a 

particle entered showering began in the Active Converter glass blocks (divided into front and rear 

portions) or the layers of the Lead Gas Calorimeter (LGC). Transverse shower positions were 

measured in a coarse manner by the division of energy between the blocks of the Active Converter 

and Main Array, and much more finely by the LGC and Gas Tube Hodoscope (GTH). The entire 

calorimeter was housed in a movable structure so that during calibrations each main array block 

could be centered in a calibration beam of electrons or positrons. 

2.1 The Main Array 

A beam view of the 375 cm x 195 cm Main Array is shown in Figure 2. A 30 cm x 15 cm 

central hole allowed beam particles which did not interact in the experimental target to pass 

through without depositing energy in the calorimeter. Two types of glass, SF5 lead glass and 

XXI-C scintillating glass, the properties of which are shown in Table 1, were used in the Main 

Array. In the Main Array central region, 7.5 x 7.5 x 89 cm3 and 15 x 15 x 89 cm3 SCGl-C 

scintillating glass blocks [2, 3, 41 were used. These blocks were 20.9 radiation lengths and 2.0 

nuclear absorption lengths (for pions in the energy range 30-200 GeV/cz) deep in the beam 

direction. In the outer region of the Main Array, SF5 lead glass blocks 15 x 15 x 41.5 cm3 were 

used. The SF5 blocks were 16.8 radiation lengths and 1.0 nuclear absorption lengths in depth. 

The SF5 and SCGl-C glass converted some fraction of the energy of showering particles into 

light, which was then collected by photomultiplier tubes mounted on the rear surface of each Main 
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Array block. Each Main Array block was wrapped in aluminized mylar and black tape to keep out 

stray light. 

The light collected in lead glass is Cerenkov radiation from the electrons and positrons in 

an electromagnetic shower. The photomultiplier tube charge pulses due to Cerenkov light are 

narrow (-20 nsec), makiig lead glass ideal for high-rate applications. However, radiation damage 

can cause lead glass to darken, limiting the amount of light collected for a given deposited energy. 

Two kinds of light are produced in SCGl-C in response to electromagnetic showers: There is 

Cerenkov radiation as in lead glass, although in SCGl-C the radiator is barium oxide instead of 

lead oxide. There is also scintillation light from the excitation and relaxation of cerium oxide. 

(Cerium oxide also shifts the Cerenkov light to lower frequencies where it is more efficiently 

transmitted by the glass.) About 5.1 times the light for a given parent particle energy is available in 

SCGl-C relative to SF5 [2, 31; this leads to an improvement in the intrinsic energy resolution for 

SCGI-C by reducing the photon sampling fluctuations by a factor of about 45. 

In addition to its improved light yield, SCGl-C was found to be about 150 times as 

resistant to radiation damage as SF5 glass [4]. For this reason, the SCGl-C blocks were placed in 

the central region of the Main Array, where most particles produced in interactions in the 

experimental target enter the calorimeter. 

2.2 Acrive Converter 

Figure 3 is a beam view of the Active Converter and LGC. The East and West Active 

Converters were sets of 30 SCGI-C blocks with dimensions 7.5 x 7.5 x 97.5 cm3 arranged in 

columns two blocks high and two blocks deep (15 cm). The West and East Active Converters 

covered the Main Array regions x > 52 cm and x < -52 cm respectively, where the horizontal and 

vertical (x and y) origin of coordinates is defined to lie along the beam axis, which passes through 

the center of the beam hole. The scintillating glass in the Active Converter represented 3.5 

radiation lengths and 0.3 nuclear absorption lengths in the beam.direction. There was a 1.3 cm 

thick steel pm-radiator upstream of the Active Converter. The blocks in the Active Converter were 

wrapped in the same way as the Main Array blocks. Between the Active Converter and the front 

face of the Main Array there was a 14 cm gap, occupied by the GTH. 
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The Active Converter (plus the pre-radiator) served three purposes: The thickness in 

radiation lengths was sufficient to begin the showering of most photons and electrons. In 

addition, the SCGI-C glass allowed the measurement of the energy of the initial part of the 

shower. Finally, the division of the Active Converter into 7.5 cm wide columns gave a coarse 

shower position measurement in the horizontal direction. 

2.3 Lad Gas Calorimeter 

Like the Active Converter, the Lead Glass Calorimeter or LGC [5] served as shower starter 

and as an energy and position measuring device. Because the small-angle region occupied by the 

LGC was more highly populated with showers, the LGC had to have a higher degree of spatial 

segmentation than the Active Converter. 

The LGC was a 103 cm x 195 cm eight-layer sampling device covering the central region 

(lxld2 cm) of the Main Array, as shown in Figure 3. A section of the LGC viewed from the top 

is shown in Figure 4. 

Each layer of the LGC contained a row of extruded aluminum sheets forming three-sided 

tubes. Thirteen eight-tube extrusions (EASCG Corp., Phoenix, Arizona) were placed together to 

form a single panel. A 0.05 cm sheet of resistive PVC (not shown in the Figure 4) formed the 

fourth wall of the tubes in the panel. The tubes were nearly square in cross section, with 0.84 

cm wall separation and 0.16 cm wall thickness. The tubes had center-mounted 50 micron diameter 

gold-plated tungsten wires held at +1.85 kV relative to the tube walls. The transverse wine pitch 

was 0.99cm. Signals read out from the tube wires gave horizontal shower position and energy 

information. 

A 0.16 cm thick G-10 board and a 0.12 cm thick lead sheet were placed next to the PVC 

sheet of each LGC layer. The G-10 boards had 0.8 cm wide copper stripes with 1.25 cm pitch on 

the side facing the PVC sheet. The stripes were aligned perpendicular to the tube axes, so that 

induced signals on the stripes gave vertical shower position and energy information. 

The tube row closest to the target was preceded by a pre-radiator consisting of 1.3 cm of 

steel (0.7 radiation lengths) and 0.8 cm of lead (1.4 radiation lengths). The tubes were filled with 

50/50 argon-ethane bubbled through isopropyl alcohol at 5’ C. An input gas manifold insured 
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uniform flow of gas through the tubes. The LGC was -3.8 radiation lengths deep in the beam 

direction. 

The aluminum extrusions defined 104 vertically aligned tubes in each LGC layer. The 

upper and lower halves of each tube were instrumented by independent wires. The eight wires 

from tubes at the same horizontal position were electronically ganged to form a single signal. 

The copper stripes were divided into two groups. The division between the left and right 

snipe groups is shown as a bold s-shaped line in Figure 3. The stripes nearest the center of the 

LGC in the vertical dimension were half-length. Sets of stripes at the same vertical coordinate 

were electronically ganged 

The LGC had a central region tilled only with argon-ethane, which matched the central 

hole in the Main Array. 

2.4 Gas Tube Ho&scope 

The Gas Tube Hodoscope or GTH [6] was designed to measure the positions of showers 

in the region of the calorimeter covered by the Active Converter. GTH panels 156 cm x 197 cm in 

area were positioned between the East and West Active Converter stacks and the Main Array, as 

shown in Figure 1. The East and West GTH panels each had a 10 cm overlap with the LGC. A 

section of the GTH is shown in Figure 5. 

Each GTH panel consisted of two planes of polystyrene tubes. The tubes were rectangular 

with inner dimensions 0.73 cm x 1.00 cm. Tubes in the regions x c -85 cm and x > 85 cm had 

the dimensions formed by two standard adjacent tubes with the 0.16 cm dividing wall removed. 

(This region is referred to below as the double-tube region.) Each tube had a center-mounted 50 

micron diameter gold-plated tungsten wine. The wire pitches for the standard and double size cells 

were 0.88 cm and 1.76 cm respectively. The same gas mixture as for the LGC was circulated 

through the tubes. 

The tube planes were epoxied between three planes of 0.16 cm thick G-10 printed circuit 

board. The central printed circuit board had blank copper plating on both sides, and served as a 

ground plane for the wires in the tubes, which were held at +1.9 kV relative to ground. A 

conducting mixture of graphite powder and Scotch 2216 Amber structural adhesive was used to 
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attach the tube planes to the ground plane printed circuit board. The front and rear printed circuit 

boards were identical to those used for the LGC horizontal stripes. As in the LGC, tubes and 

stripes at the same horizontal and vertical positions were electronically ganged, and the wires and 

stripes gave horizontal and vertical shower position information, respectively. 

2.5 Calorimeter Housing 

The electromagnetic calorimeter rested on a table approximately 4 l/2 m wide and 2 m 

deep, as shown schematically in Figure 6. The stack of Main Array blocks, the GTH, the LGC, 

and the Active Converter stack all rested on the upstream part of the table. The rear of the table 

was reserved for access to the photomultiplier tubes, bases, and cabling. 

A thermally insulated housing surrounded the calorimeter, and a blower and heat 

exchanger system together with the insulation kept the interior temperature from varying by more 

than 1tO.5~ F, contingent on the external environment not varying by more than f 5” F. 

The table was supported by four screw jacks. The frame supporting the screw jacks rested 

in a pit sunk into the cement floor of the experimental hall, so that the calorimeter and housing 

could be moved *l m vertically about the vertical level of the beam. The frame had rollers at the 

bottom, which allowed the entire structure to be moved back and forth ti m transverse to the 

beam direction. ‘The horizontal and vertical motions were used during calibration, as described in 

Section 4.3 of this paper. 

The motors which drove the horizontal and vertical motions could be operated locally with 

hand switches or remotely by CAMAC commands issued by a Motorola VME/lO personal 

computer. Encoder chains were used to register the horizontal and vertical positions of the 

calorimeter in 0.05 cm increments. When the table was operated locally, the horizontal and 

vertical encoder readouts were available on LED displays; in remote mode, the positions were 

available from the WlO computer in hexadecimal form, in centimeters, or in terms of the block 

number on which the beam was currently centered. 

Two tilt switches independently registered table tilt about the beam and horizontal axes. 

Out-of-tolerance readings on either tilt switch disabled the calorimeter motion. 



3. INSTRUMENTATION AND ELECTRONICS 

3.1 Glaw Elecrronks 

The 15 x 15 cm* and 7.5 x 7.5 cm2 blocks of the Main Army were instrumented with EMI 

9791KB and RCA 6342A photomultiplier tubes respectively. The Active Converter blocks were 

instrumented with RCA 6342A photomultiplier tubes. An optical couplant (Dow Coming 92- 

3067) was used to seal the phototube windows and the rear faces of the glass blocks. 

Transistorized bases designed at Fennilab were used on both types of tubes to minimize sagging 

of the phototube gains at high interaction rate. 

A system of L&my 1440 power supplies supplied individually adjustable high voltages to 

the photomultiplier tubes. The 1440 system was controlled by a FORTRAN program running on 

a VAX 1 l/180 computer. 

The anodes of the Active Converter and Main Array photomultiplier tubes were connected 

via coaxial cables with the inputs of a set of amplifier/ADC modules [7] built at Fermilab. The 

cables used were RG8U -200 nsec in length, with shorter lengths of RG58 (up to -80 nsec) and 

RG174 (up to -4 nsec) cable used as patch cables and for relative timing adjustment. RG8U was 

chosen to minimize losses, dispersion, and noise due to the long cable runs. The high voltage 

cable associated with each photomultiplier tube was bundled as close as possible to its associated 

signal cable to minimize the area of the loop between them. The shields of the signal cables were 

grounded only at the inputs of the amplifier/ADC system, to avoid ground loops. 

The amplifier/ADC system resided in three modified CAMAC crates, two for the Main 

Array, and one for the Active Converter. The Main Array crates contained 13 amplifier-ADC 

modules each, and the Active Converter crate contained 8 modules. Three of the input channels in 

one of the Active Converter modules were used to instrument the PIN diodes associated with the 

LED pulser system described in Section 3.4. 

Each module of the amplitier/ADC system had 16 input channels, each of which 

continuously integrated the charge pulses coming from a single block. The output voltage for a 
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given integrated charge was determined by the choice of integrating capacitor. A resistor in series 

with the integrating capacitor minimized the rise time of the integrating amplifier output. The 16 

integrated signals on a module entered individual 400 nsec packaged &lay lines. 

A difference amplifier continuously subtracted the delay line input voltage from the voltage 

at a 160 nsec tap on the &lay line. The difference amplifier output was a tram of monopolar 

pulses -160 nsec wide, whose amplitudes were proportional to the energy deposited in the block 

by particles from each interaction in the experimental target. The sixteen analog energy pulses from 

each Main Array amplifier/ADC module were sent to a set of TDCs and to a trigger processor [8]. 

A single Charge Controller Card in each crate received triggering pulses just before and 

just after the integrated charge from an interaction of interest appeared at the delay line output, and 

distributed these pulses to all of the channels in a crate. The “before” and “after” pulses opened 

JFET electronic switches to a pair of sample-and-hold capacitors. 

The differences between the before and after capacitor voltages for the 16 channels on each 

module were amplified and digitized in pipeline fashion by a single ADC, so that the digitized 

value from each channel represented the energy in the channel from the interaction of interest. 

The after-minus-before analog value from each channel was sampled before presentation to the 

ADC input; if the value was less than l/8 of the voltage corresponding to the full scale of the ADC, 

the analog input was multiplied by 8 before digitization, enhancing the energy resolution at the 

lower end of the dynamic range. 

Each word from the amplifier/ADC system consisted of 16 bits: 12 bits corresponding to a 

single block energy, a single bit indicating whether the x8 multiplication had been performed, and 

3 bits coarsely digitizing the integrated energy in a block just before the interaction of interest 

These latter three “before bits” were used off-line, to help correct for a shift in the measured 

baseline digitized outputs, as described in Section 4.7. 

3.2 Positbn Hodoscope Electronics 

Signals from the LGC and GTH were tou small to transmit to the digitization electronics 

without amplification, and so a system of analog amplifiers were mounted directly on the sides of 
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the LGC and GTH planes. Signals from the LGC tubes and stripes were amplified 5x and 25x 

respectively. The GTH tubes and stripe signals were amplitied 20x and 25x respectively. 

52 Ohm RG8U cables 200 nsec in length (and some shorter lengths of RG58 50 Ohm 

cable) transmitted the amplified signals to a system of LeCroy 2285 1Zbit ADc’s. The ADCs 

were controlled by LeCroy 2280 controllers, which allowed them to be read out in so-called 

sparsitied mode. In this mode, a set of pedestal values were loaded before data taking. Only 

information from channels whose digitized outputs exceeded their pedestal values by a preset 

threshold were written to tape. This technique had the advantage of reducing the number of 

words that had to be written to tape for an event. However, pedestals and thresholds had to be 

carefully monitored during running, to make sure that information was not being lost due to 

pedestal drifts. Pedestals were determined by taking special triggers when beam induced 

interactions were not taking place. The pedestals were updated and loaded at least once daily. 

3.3 Glass TDC System 

One of the analog energy outputs from each Main Array block was split and sent to a 

simple energy summing trigger and to a system of LeCroy 4290 TDCs [9]. The TDCs were run 

in common STOP mode. The START time for a channel was determined by the time at which the 

analog energy pulse from the corresponding glass ADC channel rose above a threshold. The 

master trigger gate from the experiment supplied the common STOP signal. 

3.4 LED Pulser System 

Calibrations of the entire calorimeter were done about once per month of running. Each 

calibration established gains and pedestals for all channels of the Main Array, Active Converter, 

and LGC as explained in Section 4 of this paper. 

Changes in the temperature of the photomultiplier tubes and electronics, glass degradation 

due to radiation damage, and magnetic field changes could all cause long and short term variations 

in the gains and pedestals of the glass block channels. To correct for these changes off-line, a 

precision LED pulser system was devised [lo, 111. 
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The system delivered light pulses of nearly constant intensity to all glass blocks using a set 

of LED’s The light was generated by 96 green HP HLMP-3950 LED’s driven synchronously by 

10 A current pulses with 100 nsec width. The LED circuits were mounted on printed circuit 

boards, four channels per board. Each channel had a 6200 pF capacitor, and the 96 capacitors 

were charged by a common DC high voltage supply to 160 V through 150 kOhm resistors. The 

printed circuit boards were housed in an aluminum box, to shield the outside as much as possible 

from high frequency noise generated by the large current pulses. Individual glass fibers were 

attached to each of the 96 LED’s The ends of these fibers were brought together into a single 

bundle. 

A separate distribution fiber bundle assembled by Fiberguide Industries allowed the 

transmission of the LED light to the individual glass blocks. The distribution bundle consisted of 

200 fibers 7 m in length with .06 cm diameter and 500 fibers 8 m in length with .03 cm diameter. 

The distribution bundle was held at one end by a stainless steel sheath, and fanned out at the other 

end into three smaller groups of fibers; one group went to the Main Array front, another to the 

Active Converter, and a third group of 15 fibers with .06 cm diameter fibers went to three PIN 

diodes used to monitor the LED light intensity. The Main Array bundle contained .06 cm diameter 

fibers for the SCGl-C blocks, and .03 cm diameter fibers for the SF5 blocks. The Active 

Converter group contained all .03 cm diameter fibers. The fibers were inserted and glued into 

glass prisms epoxied to the block faces, so that light was directed toward the photomultiplier tube. 

To make it possible to~vary the intensity of the light delivered to the glass blocks, the Filter Wheel, 

a carousel with twelve windows at its perimeter, was placed between the 924%x bundle and the 

distribution fiber bundle. Ten of the Filter Wheel windows held neutral density filters of varying 

opacity; the other two were open and opaque respectively. Table 2 shows the percentage of light 

transmitted by each of the windows. 

The Filter Wheel was controlled from the same Motorola VME410 computer that controlled 

the glass table motion. The position of the Filter Wheel was known through a system consisting 

of holes in the wheel, LED’s, and light sensors, which established a four-bit word which was 

sent to a CAMAC input register read out by the data acquisition system. 
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For test purposes, the LED’s could be triggered by a 100 Hz free-running oscillator. 

During normal data taking, the LED’s were triggered by a coincidence of signals from a 60 Hz 

oscillator (prescaled by a factor of 32 to make 1.875 Hz), a signal from the accelerator clock that 

indicated the accelerator was between spills (so that no energy from interactions was being 

deposited in the calorimeter), and a "s~obe" signal from the Filter Wheel control electronics that 

indicated the Filter Wheel was at a stable location. 

During normal data taking, the VMWlO computer put the Filter Wheel through a repeating 

sequence of positions, 1.8, and 12. The position was changed during each spill. Data taken with 

the filter wheel in position 1 (0% transmission) established the “pedestals” for the glass 

electronics. (A pedestal is the digitized pulse height present in a channel when no energy has been 

deposited.) Position 12 data (100% transmission) were used to determine gain corrections, as 

described in Section 4.6 of this paper. 

35 Hardware Pedestals 

Each channel of the calorimeter had a hardware pedestal, some number of digital counts 

corresponding to zero deposited energy. These pedestals were generally well-measured quantities. 

All Main Array and Active Converter blocks had their pedestals measured between beam spills 

throughout the running period, and the LGC and GTH pedestals were measured several times a 

day throughout the run. All energy variables in the following discussions have had these 

hardware pedestals subtracted as a first step before the application of gain factors which convert 

ADC counts to energy. 

The calorimeter was calibrated seven times during the data taking period, as shown in 

Table 3. In general, each calibration employed a series of electron or positron beams of known 

momenta to establish gains of all channels in the calorimeter. 
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4.1 High Voltage Setting 

The maximum digitizable shower energies chosen for the three types of Main Array 

glass block were 200 GeV/ca, 150 GeV/& and 100 GeV/cz for the small SCGl-C, large SCGl- 

C, and SF5 blocks, respectively. Once these values had been chosen, the energies corresponding 

to a least digital count for a given block (and by implication the desired number of digital counts 

for a 30 GeV/c calibration beam) were fixed for the three block types. Before the actual 

calibration, the high voltages of all Main Array blocks were set one at a time. This was done by 

centering a 30 GeV/c beam on each block, and then adjusting the high voltage of the block until its 

digitized signal had the value corresponding to the mean energy deposited in the block as predicted 

by the EGS-IV Monte Carlo [12]. 

When the analyzing magnet was turned on after calibration, the high voltages had to be 

reset to correct for the effects of the magnet fringe field. This effect could be large for some 

blocks; the front and back Active Converter responses to the LED pulser were degraded by 10 to 

70 %, and the Main Array large block responses by as much as 20 %. To do this, the high voltage 

of each block was adjusted to make the blocks response to the LED pulser with the analyzing 

magnet turned on equal to its response with the magnet off. 

4.2 Beam Energy Determination 

Before a calibration was performed, the beam line devices were tuned to accept the desired 

momentum. The lithium target was removed from the beam, and data were taken with the 

analyzing magnet turned on, so that the momentum of the beam could be determined using the 

proportional wire chambers and drift chambers of the Experiment 705 spectrometer. To insure 

that the beam traveled through live regions of all drift chambers and proportional wire chambers 

(the central regions of all chambers were deadened to avoid saturation in high rate running), it was 

necessary to shit the beam some distance from its normal horizontal position. 

Figures 7a-d show momentum distributions from a set of 6, 10, 30, and 60 GeV/c 

calibrations. Evidence of bremsstrahlung is present in all four figures. It is highly unlikely that 
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this bremsstrahlung was present in the calibration data taken with the beam in its normal 

undeflected condition; rather, it was due to the beam striking some material only when it was 

shifted horizontally to avoid the deadened regions of the chambers. Them is unfortunately no way 

of determining this from the existing calibration data, however. The bremsstrahlung degraded the 

determination of the calibration beam momenta somewhat; however, the absolute energy scale of 

the calorimeter was ultimately set by quantities observed in the actual data, such as the x0 mass 

and the ratio of Up for hacked electrons and positrons from pair conversions of photons. 

After the calibration sequence described in the next section had been performed at a given 

momentum, the momentum determination was repeated, to see whether beam line conditions had 

changed from the start of calibration to the finish. 

Pion contamination in the calibration beams varied between about 3% at the lowest 

momenta to about 50% at 100 GeV/c. Two threshold Cerenkov counters were used to prevent 

pions from producing calibration triggers. The pion contamination in the final sample of 

calibration events was estimated to be less than 1%. 

43 On-line Calibration Procedure 

Once the calibration beam energy had been measured, the analyzing magnet was turned 

off, and the beam was centered in the spectrometer aperture. .A program was then run on a 

Motorola VME/lO computer, which moved the glass table through a preset sequence of positions, 

allowing beam to enter each block of the Main Array, as shown in Figure 8. In general, 1000 

events were written to tape for each main array block before the program moved the table to the 

next position, although typically about 20% of these events had to be rejected because of the 

presence of multiple beam tracks. For the Main Array blocks behind the LGC, the table was 

positioned so that the beam was centered on the target block. For blocks in the Active Converter 

region, the beam was centered on an Active Converter block in front of the target block, so that the 

Main Array blocks in this region were calibrated with beam 3.25 cm to the left or right of center. 

The on-line procedure took several hours. As many as two blocks could be done per 23 

second spill, with -50 set between spills. The entire data sample for one calibration energy could 
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be placed on several 9-track 6250 BP1 magnetic tape reels. The on-line calibration procedure is 

described in more detail elsewhere [I I]. 

4.4 Off-line Calibration Analysis: 30 CeVlc Data 

The off-line calibration analysis determined gain constants for Active Converter, LGC, and 

Main Array channels by minimizing the width of the observed energy spectrum of calibration 

electrons [13]. In practice, the analysis was run only on the 30 GeV/c data from the various 

calibrations, The procedure was iterative, using starting values for all gains determined by the 

high voltage settings described in Section 4.1. 

In general, the gain of a channel k of the Main Array, Active Converter, or LGC is defined 

by the expression 

Et = Gk*Pk (4.4.1) 

where Gk is the gain, Pk is the pulse height in digital counts (with a pedestal subtracted if 

necessary), and Ek is the energy in GeVW. 

Each iteration of the main loop represented a loop over all table positions in the calibration 

sequence. For the N,,t events from each table position (as mentioned before, Nevt was usually 

about lOOO), new gain values were determined for the targeted Main Array block and up to two 

Active Converter blocks (one in the front and one in the back Active Converter rows) or the LGC 

planes in front of the targeted Main Anay block. 

Individual LGC tube relative gains were determined in a separate procedure. The channel 

corrections were obtained by smoothing the summed pulse height distributions over the LGC for a 

large sample of interactions, based on the hypothesis that on average, the energy from interactions 

should be distributed continuously over the active area of the LGC. The GTH pulse heights were 

corrected by a smoothing similar to that used in the LGC; however, no attempt was made to 

convert the corrected pulse heights to energies, since the GTH was used only for position 

reconstruction. 
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Equations for the total measured energy ET in three distinct regions of the detector may be 

written as follows: 

ET = &t G P usmm (4.4.2) 

ET = ~I~G~P~ +Gu;c~u;cGl Pl (4.4.3) 

ET =&I G p +~~cfrG.P~ + ~AC&bpb usmm (4.4.4) 

The fist sum in each equation is over the targeted Main Array block and its nearest neighbors. 

Equation 4.4.2 applies to the outermost columns of the Main Array, with no Active Converter 

blocks in front. Equation 4.4.3 applies to the region of the Main Array covered by the LGC. The 

second sum in this equation is over the set of LGC tubes in front of the targeted block. Gr are 

individual relative tube gains, and Gm is an overall x-plane gain for the LGC region in front of 

the targeted Main Array block. Equation 4.4.4 applies to the region of the Main Array covered by 

the Active Converter. The second and third sums are over the targeted front and back Active 

Converter blocks and their two nearest neighbors. (For Main Array positions near y = 0, sums 

over six Active Converter blocks were used.) 

The gain parameters for the targeted Main Array block and front and back Active Converter 

blocks or LGC tube were determined by minimizing the quantity 

‘N,, C&III - ETi)’ (4.4.5) 

where Eham is the calibration beam energy, and ETA is the total measured shower energy of the ith 

event out of the sample of N,, events recorded at the table position. 

This fitting procedure produced a distinct active plane gain constant at the position of each 

Main Array block; far more than the number of unique active plane elements. Consequently, we 

defined a gain for each active element that would reproduce the EGS-IV prediction of the mean 

energy deposit in that element, then interpreted the surplus in each fitted gain as being a 

longitudinal shower development correction to the energy in a Main Array block. On a grid of the 

main array blocks this process also corrected for any residual positional gain variations within an 

active element, but the corresponding energy was incorrectly assigned to the main array rather than 

to the active plane. 
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In addition to the gain, a parameter was extracted for each Main Array block 

which took into account variations in longitudinal shower development as reflected in the division 

of energy between the Main Array and Active Converter (or LGC). The expression 

ET =E~+(l+brn)*EA (4.4.6) 

gives the cormcted total shower energy ET in terms of the measured Main Array energy EM, the 

measured Active Converter or LGC energy E, and the correction factor b,. 

The Active Converter column energies E, were corrected for attenuation along the long axis of the 

blocks by fitting for two parameters DQ and n in addition to the gain G, such that 

E. = (D+DoY’W. (4.4.7) 

where D is the distance from the phototube end of the block at which energy is deposited. Since 

each Active Converter column was used to calibrate three Main Array blocks corresponding to 

three different values of D, the parameters Do, n, and G,could be uniquely determined. A further 

requirement was imposed, namely that the average Active Converter energy must be equal to that 

predicted by the EGS-IV Monte Carlo program. 

4J Calibration Momenta Other than 30 GeVlc 

The 30 GeV/c calibration data were chosen for detailed analysis described in the previous 

section because they optimized transverse beam shape, compact shower profiles in the glass, and 

narrow beam energy spectrum. To account for variations in the calibration constants with shower 

energy, two energy-dependent parameters were defined for each Main Array glass block type. 

The total energy of a shower in a block i may then be represented by 

ET = Q*EA + pikes (4.5.1) 

where csi and pi are both defined to be unity at the momentum 30 GeV/c. For each of the other 

calibration momentum values, a, and pI were determined so that the width of the measured energy 

spectrum was minimized while preserving the mean energy. 

The final analysis code first calculated the Main Array and Active Converter (or LGC) 

energies of a shower using the calibration constants from 30 GeV/c data. It then made the 

longitudinal correction as shown in equation 4.4.6. Finally, the code interpolated in a table of cq 
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and P; as measured at the various calibration energies for block i, and calculated the final shower 

energy from equation 4.5.1. 

4.6 Gain Tracking 

The calibration algorithm described in Section 4.4 determined gains at each 30 GeV/c 

calibration. Various time-dependent shifts in glass block gains affecting the data taken between 

calibrations were corrected in each event using the LED pulser data. 

For each event, the pedestal-subtracted pulse height in a block was corrected using the ratio 

of the block’s current LED open Filter Wheel response ptanow and the LED open Filter Wheel 

response at the time of calibration ptk&,. as well as the PIN diode responses to the LED flash at 

the time of the event and the time of calibration, PIN,, and PL&&,: 

P cm= Praur*@lZfalidPlz”ow)*(PTNnorv /PIhlib) (4.6.1) 

The first term in parentheses corrected for changes in the block response, the second for changes 

in the light level of the LED pulser system. 

Comparison of data for two calibrations approximately one month apart yielded an upper 

limit of 1.0 % in the tracking error of the block gains [l I]. That is, the gain calculated using the 

LED and PIN diode response information is distributed about the true gain value with a standard 

deviation of less than 1.0%. 

4.7 Rate Dependent Pedestal 

During a small portion of the running we ran the LED flasher during the normal beam spill 

to produce no-light pedestal triggers; during most of the running these pedestal triggers were 

produced only between spills. The out-of-spill triggers showed a very natrow pedestal associated 

with noise in the ADC itself, but the m-spill Pedestal showed a large and broad additional pedestal, 

particularly in the SCGl-C glass. The average value of this pedestal in a particular block was 

found to be strongly correlated with the mean energy deposited in that block by minimum bias 

triggers, varying with the interaction rate, the cross-sectional area of the block, and the block’s 

distance from the beam path. Figure 9a shows the ratio of the pedestal to mean deposited energy 

for each block in the detector. There are three distinct block groupings on this plot corresponding 
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to SF5, large SCGI-C, and small SCGI-C. The points for the SF5 blocks are widely scattered 

because the rate-dependent pedestal is quite small in these blocks as a consequence of their small 

mean energy deposit. Figure 9b shows the pedestal width plotted against the mean deposited 

energy. 

Review of the ADC electronics revealed a subtle feedback path that was highly sensitive 

even to DC levels from the photomultiplier tubes. It is therefore believed that this rate-dependent 

pedestal is caused by a residual glow in the glass caused by the showers from untriggered events 

immediately preceding a triggered event. 

In this model, the observed width of the pedestal results from statistical fluctuations in the 

number and size of showers that develop in a particular block prior to a triggering event. Thus, at 

high rates, the signal from both SCGl-C and SF5 glass appears to contain a large low frequency 

background component that would be difficult to eliminate with any single sampling ADC. In this 

experiment we have no way to reduce the pedestal width, but by using the correlation between the 

average energy deposit in a block and its pedestal mean we are able to remove most of the offset 

The average energy deposit in a block is a function of beam x, y position which changes only 

occasionally and the instantaneous interaction rate which varies with beam intensity during a spill 

and for a variety of reasons on the longer term. To control for changes in the beam position, we 

averaged over minimum-bias triggers to make maps of the mean energy deposit as a function of 

block number, but in the bulk of our data our only way of estimating the instantaneous interaction 

rate was to interrogate the “before-bits” discussed in Section 3. I. 

In our sample of in-spill pedestal triggers, we observed a correlation between each block’s 

pedestal and a sum-over-blocks of the “before-bit” information contained in that event. For each 

block, this correlation was fit to a linear function, producing slope and intercept constants a and b 

that we used to describe the rate dependence of each block’s pedestal. 

These mean energy maps and the before-bit estimate of the instantaneous interaction rate 

were used to extrapolate the observed rate-dependent pedestal to the bulk of our data using the 

pedestal formula 

P=Po+(EXaB+b]-(i+[%+b] (4.7.1) 
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where PO and Bo are respectively the mean energy and mean before-bit energy observed for in- 

spill pedestal triggers, <Eg> is the mean energy deposit by minimum bias triggers in the same 

tapes, while <E>, B, and the resulting pedestal P are similar quantities for a different data sample. 

All quantities in this formula except B and Bo am block dependent. 

5. EVENT RECONSTRUCTION 

A comprehensive algorithm was developed to reconstruct the 4-momenta of photons 

produced in interactions by measuring their energies and positions in the calorimeter. The 

algorithm also reconstructed particles other than photons, including electrons and positrons as well 

as some hadrons. Hadrons were imperfectly reconstructed since in general they deposited only a 

small fraction of their energy in the calorimeter. 

The reconstruction algorithm had to deal with overlapping showers, two or more of which 

could contribute energy to a given channel. An iterative energy-fitting/position-locating/block- 

energy-sharing procedure was developed to partition the energy in a block between a set of 

contributing showers. 

More detailed discussions of the shower reconstruction algorithm may be found elsewhere 

[9,11,13,14,17]. 

5.1 Energy Arrays 

The tirst step in the reconstruction of an event was to till deposited energy arrays for the 

Main Array blocks, the Active Converter blocks, and the LGC tubes and strips. A similar array 

was also kept for the GTH channels, but its contents were simply relative pulse heights with no 

energy conversion. 

5.2 Cluster Definition 

A Main Array cluster was defined by a central peak block that contained more deposited 

energy than was present in the blocks on any of its four sides. The typical cluster consisted of 

nine blocks although clusters on the large-block small-block boundary could contain ten or eleven 
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blocks. The energy in the peak block was requited to be greater than 300 MeV/c*. This definition 

allowed the peak blocks of two clusters to touch at a common comer. 

Blocks associated with a single cluster had their full energy assigned to it, but blocks 

associated with mom than one cluster had their energy divided between the clusters. The initial 

division of energy was proportional to the peak block energies of the clusters sharing the block. 

The total cluster energy was initially defined as the sum of the assigned energies of all blocks 

contained in the cluster, and the initial cluster position was taken to be the center of the peak block. 

5.3 Cluster Position and Energy Determination 

A sample of electromagnetic showers generated by the EGS-IV simulation was used to 

produce tables from which we reconstructed the position and energy of each main array cluster. 

Three types of particles were simulated separately: 1) photons entering the calorimeter as if they 

had been produced in the target, 2) electrons of normal incidence (to simulate calibration events), 

and 3) elecuons entering the calorimeter with an angle which depended on their momentum and 

position. 

As indicated in Figure 10, tables were generated for both the normalized shower shape 

quantities pi and the position estimators rij. To keep both tables manageable, we assumed that the 

two dimensional shower shape could be represented by uncorrelatcd x and y distributions and 

generated e&es only for three blocks oriented parallel to the +x axis in the fmt quadrant of the 

detector. We then used exact and approximate symmetry properties to modify these tables for the 

y patterns and for the other quadrants. Since the magnetic field breaks the azimuthal symmetry for 

deflected electrons, the table entries for deflected photons were used for the y patterns of particle 

type (3) above. Table entries were generated for twenty x positions relative to the center of the 

peak block, eight x locations in the glass block array, two azimuthal angles around the beam 

direction, five logarithmically distributed energies, and four mean shower depths. A table of the 

variance of each entry was also kept. 

A position for each cluster was calculated using an inverse variance weighted average of 

the rij appropriate for the shower. In the absence of background energy or shower sharing, the 
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best energy estimate for a shower is clearly obtained from a simple sum of the measured energy in 

each block of a cluster. However, for our non-calibration data we found that a fitting procedure 

gave a better estimate of the actual shower energy. 

Based on initial estimates of the energy and position of a shower, we began the fitting 

process by extracting a unity-normalized predicted nine-block shower shape Si from the tables. 

The comer blocks (6~9 in Figure 10) were not given directly by the tables, but were estimated from 

empirical extensions to the expression S comer = St Sj/Sk, where blocks i and j share common 

boundaries with the center block k and the corner block. 

A fitted energy for each cluster was determined by minimizing the quantity 

~2’ &](Ei-ASi) Mtj (E]-A.Sj) (5.5.1) 

with respect to the scale factor A. In this expression, the Ei are the block energies assigned to the 

cluster, the -Si are the predicted energies from the pattern tables, and Mtj is the inverse covariance 

matrix. We approximated this matrix with the expression 

Mij = &Ej I[o max(EtEj)]* (5.5.2) 

when i and j am neighboring or repeated blocks, and zero otherwise. This form puts l/o* on the 

diagonal and approaches this value as the energy deposited in two neighboring blocks becomes 

identical, but minimizes the related off diagonal terms when the energy in one block is much larger 

than the other [14]. The quantity ct was used for chi square normalization purposes and was 

derived from the table variance entry for the central block. 

For each cluster in the event, the energy fitting was repeated in the overall iteration loop a 

maximum of 25 times, or until all block energies were within 1% of their values from the previous 

iteration. After each iteration, the “hactional energy error” F for each cluster was calculated: 

F = ‘K%Kxt - Ein)*) / &(Eoud (5.5.3) 

where the sum runs over the five blocks used to form the patterns discussed above. Et, are the 

energies going into the iteration, and Ecut are the energies after the iteration. Together with the chi 

square, this quantity was useful for estimating the quality of a shower’s energy determination. 

5.4 Position Determination Using the LGC and GTH 
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Positions of showers were determined by examining the energy deposited in the horizontal 

and vertical views of the LGC and GTH. Peaks corresponding to electromagnetic showers were 

located in the energy and pulse height profiles of the LGC and GTH respectively using a 

deconvolution technique. A predicted shower shape was deconvoluted from the measured 

profiles, and the resulting distribution was scanned for channels above a certain threshold. This 

technique proved superior to a simple peak search algorithm in resolving overlapping showers and 

was able to return a satisfactory LGC energy without further need to separate showers [13]. A 

gaussian digital filter was also applied in the offline analysis of the hodoscope data to eliminate 

noise due to low particle statistics in the early part of the shower. This was particularly important 

in the GTH [9]. 

For each cluster in the Main Array, a search window was defined about the position as 

obtained from the glass information, with dimensions f3 times the calculated position uncertainty. 

The maximum and minimum dimensions of the window were k6 cm and f 3 cm respectively. 

Hodoscope peaks lying within the horizontal and vertical search windows of a cluster were 

matched using an asymmetry parameter defined as 

a=%-Ey l/O% +Ey) (5.5.4) 

A cut was imposed on this parameter, demanding that a be less than 25% in the LGC or 

35% in the GTH. These values were chosen by examining asymmetry distributions for showers 

from calibration elecuons. If a pair of peaks passed the asymmetry cut, they formed a potential 

“hodoscope crossing”. Attempts were also made to match two peaks in one view with a single 

peak in the other view. If multiple crossings were found within a cluster window, the pair with 

the smallest asymmetry value was chosen. If a hodoscope crossing was found, the final position 

of each cluster was defined as the weighted average of the positions determined by the glass 

information and by the GTH or LGC. 

6. F’ERFORMAWE 

The performance of the Experiment 705 calorimeter has been assessed by examining 

energy resolution, position resolution, and reconstruction efficiency for electromagnetic showers 
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both in calibration data and in high intensity interactions. Stability over time and uniformity over 

the active region of the detector are also important aspects of the energy scale. Each of these 

performance criteria are examined in the following sections using samples of electron/positrons, 

x0’s, and qu’s reconstructed from high-rate data. 

6.1 Energy Resolution and Energy Scale 

The fractional energy resolution o(E)/E is usually parameterized as 

o(E)/E = a + P&E) (6.1.1) 

where the quantity a reflects uncertainty in the energy scale from shower to shower due to 

variations in gain parameters and other systematic effects, and the p term represents the effect of 

sampling fluctuations, which dominate the energy uncertainty for most showers in this 

experiment. A third term, proportional to l/E, is sometimes added to the expression, to account 

for random fluctuations in pedestal due to electronic noise. At calibration beam intensities, the 

contribution to the energy resolution from random pedestal fluctuations was very small [7], so that 

the addition of a term in l/E was not necessary. Because we observe an interaction rate dependent 

pedestal in this experiment, it is necessary to consider the behavior of o(E)/E for calibration and 

high-rate running separately. 

6.1 .I Calibration Data 

As explained in Section 4.4, the gains determined by the off-line calibration algorithm 

minimized the width of the energy distribution at a given calibration energy. The energy resolution 

o(E) could then be extracted from these widths. Table 4 shows o(E) for four of the calibration 

beam momenta in the various regions of the calorimeter. The estimated momentum spread of the 

calibration beams, 0.7%, has been subtracted in quadratme. The values shown are from Gaussian 

fits to the energy distributions at the various calibration momenta. 

The 2 GeVlc and 100 GeV/c calibration data were not used in this analysis. For the 100 

GeV/c data, the pion contamination was large and an overflow condition sometimes occurred in 

the LGC. For the 2 GeV/c data, Ap/p was large and the beam spot at the calorimeter front face 

was comparable to the dimensions of a large glass block, complicating the calibration analysis. 
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The values for o(E)/E determined from the values of o(E) in Table 4 are fairly linear in the quantity 

l/d(E). Values for the intercepts and slopes of a staight line fit are given in Table 5 for the four 

regions of the detector. 

The result for the large SCGI-C in the GTH/Active Converter region can be. compared 

with a test result obtained at SLAC [15,16], a(E)/E = 0.64% + 3.9%/d(E). The somewhat 

degraded result for the Experiment 705 calorimeter is to be attributed in part to differences in 

position hcdoscope construction for the GTH and SLAC test device, and to the 1.3 cm steel plus 

0.8 cm lead radiator in front of the Experiment 705 Active Converter, which was not present in the 

SLAC test apparatus. The larger errs in the central region stem from the LGC energy resolution 

coupled with the shower depth sensitivity of the XXI-C glass. 

6.1.2 Electron-Positron Pairs in High-Rate Data 

Pair conversions of photons in the lithium target provided a powerful tool for measuring 

the performance of the calorimeter in 300 GeV/c interactions. About 7% of the photons produced 

in the target converted into electron-positron pairs. One or both of the pair of particles could be 

tracked in the charged particle spectrometer. For a tracked electron or posiuon entering the active 

region of the calorimeter, the ratio of reconstructed shower energy to track momentum, E/p, 

should be close to unity due to the smallness of the electron mass. 

In addition to the error in E, the momentum resolution of the charged particle spectrometer 

contributes to random deviations of E/p from unity. However, this contribution is expected to be 

small. For example, at 20 GeV/c the track momentum resolution o(p)& was -1.2%. Monte Carlo 

simulations taking into account multiple scattering and chamber granularity predict that for lower 

values of momentum, o(p)/p falls off parabolically, approaching a value of approximately 0.05% 

at zero momentum. However, there are other effects at very low momentum values (e.g., 

spiraling of tracks due to the small magnetic field components) which probably degraded the 

momentum resolution further. In any case, the contribution to the width of the E/p distribution 

from tracking was probably never greater than a few percent. We further note that the minimum 

momentum for tracks considered in this paper is about 4 GeV/c. 
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Electron and positron candidate showers were selected by requiring that a charged particle 

track point to within 3 cm of the measured position of a shower with at least 200 MeV/ca of energy 

in the LGC or Active Converter. The. latter cut was intended to remove most of the hadrons, about 

90% as estimated from charged pion test beam data [17]. 

Figure 11 shows o(E)/E as a function of l/d(E) for the four detector regions. The 

triangles represent o(E/p) for electrons and positrons reconstructed in high rate data, while the 

circles show the fractional resolution a(E)/E for calibration beams obtained from the information in 

Table 4. 

The energy resolution for high rate running is degraded relative to the calibration 

resolution. This is expected,. since interactions produced by 300 GeV/c particles affect the 

reconstruction adversely in several ways. These include: 1) hadronic energy deposited in the 

calorimeter which is mistakenly associated with an electromagnetic shower, 2) energy from 

improperly reconstructed electromagnetic showers which overlap the shower of interest, and 3) 

imperfect correction of the pedestal shift discussed in Section 4.6. 

6.13 # and tp Decays in High Rate Data 

Di-photon mass combinations were examined in the x0 (135 MeV/c2) and qu (549 

MeV/c2) mass regions. Photon shower candidates were selected for the rP analysis by making the 

following requirements: The shower position was measured by the LGC or the GTH. The ratio 

of energy measured in the LGC or Active Converter to the square root of the total energy (both 

energies in GeV) was greater than 0.15. The shower fitting ~2 was less than IO. The fractional 

energy error parameter AEf was less than 0.2. 

Figures 12a-e show invariant mass distributions for various photon energy ranges. Clear 

x0 signals are seen in all five plots. In each case, the superimposed function is a Gaussian plus a 

3rd order polynomial. 

Table 6 shows the measured values of the x0 central mass and mass resolution (the mean 

and sigma of the best tit Gaussian function) for the four regions of the detector. The values are all 

within about 3% of each other. 
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Showers fortlo studies were required to satisfy the following requirements: The shower 

position had to be measured by the LGC or GTH. No charged track pointed to within 5 cm of the 

shower center. The shower energy was greater than 5 GeV, and the summed energy of both 

showers was greater than 15 GcV. The shower fitting ~2 was less than 0.4, and the fractional 

energy parameter AEf was less than 0.15. 

Figure I3 shows the photon - photon mass distribution in the no mass region. A clear qu 

signal is seen. The fitted mass is 556 + 4 MeV@, with sigma = 17 f 4 MeV/c? The central 

mass is within 3% of the true qo mass, indicating again the accuracy of the Experiment 705 energy 

scale at the level of a few percent 

62 Position Resolution 

Shower position resolution contributed to the uncertainty in the four-momenta of photons, 

and therefore to the mass resolution of photon - photon combinations, as seen above for the xn 

and rl”. 

The position resolution was measured using calibration electrons as well as electrons and 

positrons produced in high rate running. The calibration electrons were tracked in beam chambers 

upstream of the target and extrapolated to the calorimeter, and the produced electrons were tracked 

in the downstream chambers. The position msolution was obtained by comparing the predicted 

impact locations with the shower positions determined by the electromagnetic shower 

reconstruction algorithm. 

62.1 Calibration Dam 

The open circles on Figures 6.4a-e indicate the sigmas of the residual distributions between 

the exuapolated beam track position and measured shower position for calibration electrons in the 

various detector regions. The numerical results are shown in Table 7. Given that the spectrometer 

tracking chambers were desensitized in the beam region, we have no independent measure of the 

quality of the beam track exuapolation in calibration data, but because of possible multiple 
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scattering in the mirrors of the beam Cherenkov counters we are most confident of the higher 

momentum measurements. 

622 Produced Electrons in High Rate Data 

A subsequent study using produced electrons and posiuons found by the tracking program 

yields the position resolutions shown by the open triangles in Figure 14. Comparison with the 

calibration beam data (shown by open circles in Figure 14) indicates substantial uncertainty in the 

extrapolated locations at the calorimeter for low energy calibration beams. These studies were 

done in a portion of our data when the LGC ADCs were overflowing on a fraction of high energy 

showers: this probably accounts for the slight degradation in LGC resolution with increasing 

energy. The worse resolution indicated in the LGC y-plane measurements is probably caused by 

larger downstream tracking errors (U,V planes were used) but since the induced y showers were 

broader than x showers, backgrounds from other showers may also be significant. 

The position resolutions for elecuons and positrons in standard (non-calibration) data, 

averaged over all observed momenta, are given in Table 8 for the various detector regions. For 

the LGC region, the position residual distributions were non-gaussian, and so the sigmas reported 

in Table 8 are obtained by converting the FWHM for the distributions into a sigma. 

6.3 Reconstruction Ejiciency 

In general, the reconstruction efficiency for electromagnetic showers is a function of the 

energy and impact position of a particle entering the calorimeter. It is sensitive to the boundaries 

within the Main Array and active planes, dead spots, and unresolved overlapping showers, from 

both in-time and out-of-time events. 

Tracked elecuon/positron pairs proved to be our best estimator of the reconstruction 

efficiency of the calorimeter. As mentioned in the preceeding sections, such pairs were copiously 

produced in the data, and fairly easily identified. The strategy was first to identify two tracks from 

a possible pair conversion, then require that one of the uacks be identified as an elecuon or 

positron using information from the calorimeter. If the other uack entered the active area of the 
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calorimeter, the reconstruction efficiency could be assessed by asking how often an 

electromagnetic shower with the correct energy could be associated with this track. 

Relying on pair conversions has the drawback that the impact positions of electrons on the 

calorimeter are strongly correlated with their momenta, so that it is not possible to determine the 

reconstruction efficiency over a large range of energies at a given position in the calorimeter. 

Electrons and positrons from pair conversions also tend to strike the calorimeter at vertical 

coordinate values close to the vertical beam coordinate, since the analyzing magnet only bends 

tracks to the left and right. 

To identify charged tracks from photon conversions, opposite sign track pairs were 

selected having (y+ - y-) less than 10 cm, where y+ and y- were the vertical positions of the 

positively and negatively charged tracks at the calorimeter face. This cut enhanced pair conversion 

selection, since the analyzing magnet only bent charged particles horizontally, so that two initially 

collinear particles would continue to travel in the same vertical trajectory. Both charged tracks 

were required to enter the active region of the calorimeter. Figure 15 shows the invariant mass for 

such track pairs. The peak below about 10 MeV/c2 is due to photon conversions in the lithium 

target and surrounding material. 

Identified photon conversion track pair candidates were then required to have at least one 

track satisfying the shower requirements given in Section 6.1.2 for an electron candidate. The 

shower reconstruction efficiency was then investigated by searching for a shower in association 

with the partner track. Figures 6.6a-d show the fraction of the time, plotted separately for each of 

the four major detector regions, that the partner track gave rise to a fully reconstructed 

electromagnetic shower. This ratio may be interpreted as the uncorrected reconstruction 

efficiency. 

A correction factor must lx applied to the reconstruction efficiency shown in Figures 6.6a- 

d, to account for falsely identified electron - positron pairs. This factor was evaluated in two 

different ways: Fist, opposite-sign track pairs from diflerenr events were checked, to see how 

often a pair passing the requirements was found. Second, same-sign track pairs from the same 

event were checked in the same manner. These techniques gave 8 f 1 % and 14 f 1% for the 
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estimated percentage of falsely identified pairs. Table 9 gives the uncorrected and corrected 

reconstruction efficiency averaged over momentum for the various regions of the calorimeter. 

7. CONCLUSIONS 

A large acceptance, highly segmented scintillating and lead glass calorimeter, with gas tube 

devices for position measurement, has been operated at high rate. Fractional energy resolution 

o(E)/E for calibration beams was measured to be 

1.71k.10 % + 11.83 f.43 %/dE 

in SCGl-C scintillating glass with a lead-gas sampling active converter, 

0.990 k.056 % + 4.58 f.22%ldE 

in SCGl-C glass with an SCGl-C active converter, and 

0.331 f .018 % + 6.65 LO8 %/dE 

in SF5 lead glass with an SCGl-C active converter. For 300 GeV/c interactions, the 

resolution is somewhat degraded from these values, as expected. Shower position resolutions 

were measured to be from 2 to 6 mm in all regions of the calorimeter for electrons and positrons in 

reconstructed in 300 GeV/c events. The reconstruction efficiency for electrons and positrons 

varies between 26% and 56% in the various regions of the detector. Having fixed the energy 

scale using reconstructed electrons and positrons from pair conversions of photons, we 

reconsnuct x0 and qa with the correct masses and good resolution. We find that our energy scale 

is stable at the level of -3% across the active area of the detector and over the duration of the run, 

from August of 1987 until February of 1988. 
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Composition 
(by wei&) 

Density 
Rdi&.Xl 
Length 

Absorption 

L=xth 
@02oorkv/c2 

Si02 429% 
Liz0 4.0% 

1 M80 33% 

P 
33% 

, Al203 2.0% 
1 Cc203 15% 

Km 5% 
Na.20 1% 

42.0 cm 

Table 1. Properties of SCGl-C Scintillating and SF5 Lead Glass 

I 

*~tller wheel 9% 
Positlon Trnnsmlssloo 
1 I I-In 

3 I 0.2 
4 0.5 
< I Ill 

c 

8 I 10. 
9 20. 
111 I <” 

Table 2. Transmission Percentage for Various Positions of the LED System Filter Wheel 
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Jul 8.9. 
1987 

AuS 28-3 1. 
1987 

ocf 25. 
1987 

Nov 7-S. 
1987 

De.2 23. 
1987 

Jan 16.17. 
1988 

(GeV/c) 

30 
6 
2 
30 
10 
6 
2 
100 
60 
30a 
30b 

30 
60 
10 
6 
2 

30 

30 
30b 
6 

Sign 

NeglUiW 

NQWiVC 

NegUiVe 

Positive 

Negative 

Positive 

I Date 1 Momentum lB.%il 

1 F&;-12. 1 Negative 

Table 3. Calibration History of the Experiment 705 Calorimeter 
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f.007 * ,010 f ,020 f.044 

Large SCG 
w .399 ,498 ,879 I.512 
region) f ,010 f 010 f .016 f ,027 

Lsvge SCG 
0-H ,188 ,253 ,549 1.028 
region) f.004 f ml5 f ,011 f sR7 

SF5 ,198 .255 .433 ,775 
f.cm f Mu f.oQ4 f .007 

Table 4. Energy Resolution for Various Calibration Momenta and Detector Regions 

Region a (9) B 
(a. CeVlrz/c) 

Small SCG I 1.71 * .I0 I 11.83 f .43 
Lam SCG I I I 
(LGC region) 0.700 f ,082 12.83 f .43 

Lane SCG I I 
(GTH region) 0.9!W f ,056 458 f .22 

SF5 0.331 f ,018 6.648 f ,075 

Table 5. Parameters in OWE = a + f%kE) for Various Detector Regions (Calibration Data) 

Mean Mass Sigma 
(McV/c~) (MeV/c2) 

Small SCG 138.4 f 0.2 12.2 f 0.3 
Lsrge SCG 
(Lm region) 137.9 f 0.5 14.3 f 0.6 
Large SCG 
(GTH region) 142.5 f 1.9 13.7 f 2.0 

SF5 1 137.6 f 0.5 10.3 f 0.5 I 

Table 6. x0 Measured Mass (h4ean) and Mass Resolution (Sigma) for Various Detector Regions 



LGCX 

single 
tube 

Gmx 
double 
tube 

single 
lube 

mY 
double 

tube 

f.oo4 fOO2 

1.077 0.647 

t 

f.ocs f .cQ5 

1.139 IO.738 
f 305 f.cKl4 

1.064 0.717 

t 

f ,010 foo6 

IO;‘& 1;“: 

a (4 
6.67 10.7 
GeVlC GeVlc 1 

0.805 lo.494 1 

31.6 
GWC 
0.254 

LOO1 

0.232 
f .ool 

0.365 
fOO2 

0.487 
f ,002 

0.406 
*.a33 

0.398 
f.cuQ 

61.4 
Cd/C 

0.233 
f.001 

0.166 
f.008 

0.302 
f .002 

0.447 
f ,002 

0.331 
f.M)3 

0.330 
f ,001 

Table 7. Position Resolution for Beams in Various Regions of the Calorimeter (Calibration Data) 

Table 8. Position Resolutions for Electrons and Positrons in non-Calibration Data 

Region llncnrrected conecti 
efficiency (%) efficiency (9) 

Small SCG 35 f 3 4Of3 

Lqe SCG 
(LGC region) 23 f 2 26f2 

Large SC0 
(GTH region) 35 f 2 4Of3 

SF5 49 f 1 56k3 

Table 9. Uncorrected and Corrected Average Electron Reconstruction Efficiencies 
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Figure 1. Plan view of the major component3 of the Experiment 705 calorimeter 
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Figure 2. Beam view of the Main Array (SCGIC s&Mating glass is cross-hatched) 
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Figure 3. Beam view of the Experiment 705 calorimeter showing West and East Active 
Converter (AC) and Lead Glass Calorimeter (LGC) 
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Figure 4. Cross section of the Lead Gas Calorimeter (LGC) 
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Figure 5. Cross section of the Gas Tube Hodoscope (GTHJ 



h nh Active 
Main Amy HOROSCOPE C0nve-r 

\ \ 

Climate Controlled Housing 

r 

Door 

;::::::$::::::j $ 
. . . . . . :..-. 1.1.1. i:::; 

. 

i 

; . ..I. 
s...-.p.- . . . . . . . ...*. , 

: 

I I., I I 

. I.. ..h. I I I I. . . . ., I I I I 

. 111.1 
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Figure 8. The Main Array glass block calibration sequence 
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patterns for use m the shower position and energy reconstruction algorithms 
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