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We report new measurements for the mass, width, and branching ratios for the 

J/ii, and the $‘. These charmonium states are formed exclusively in 17~1 annihilations 
at the Fermilab Antiproton Accumulator ring, where stochastically cooled antipro- 

tons are brought into collision with the prot,ons of an internal hydrogen gas jet target. 

The antiproton energy is precisely controlled and measured allowing an accurate mea- 

surement of the resonance parameters. From the shape of the excitation curves we 

find that the widths of J/IJ and $’ are r(J/$) = 99 * 12 f 6 keV and r($‘) = 

306f36rt16 keV, and that the mass ofthe J/Q is 3096.87fO.O3&0.03 MeV/c’. For 
the .I/$ we obtain B(J/?J, + @) B(J/$ 4 e+e-) = (1.14’:::! i 0.10) x lo@; for 

the $’ we obtain B($’ + pp) [B($J’ + e+e-) + B($’ + J/$X)B(J/$ + e+e-)] = 

(1.17’;:;; IIZ 0.08) x lo@‘. 

PACS numbers : 14.4O.Gx, 29.2O.Dh 

Typeset Using REWEX 
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I. INTRODUCTION 

To date the majority of the measurement,s of the J/$J and $I’ resonance param- 
eters are the result of experiments carried out with e+e- colliding beams[l]. The 
mass determination from such experiments is very precise[2], but the resonance width 
measurements are compromised by the relatively large beam energy spread and the 
large radia.tive corrections[l]. Charm&urn states can also be formed in pp anni- 
hilations, where they can be easily detected, despite the presence of a much larger 
hadronic background, by their characteristic decays into final states with a high mass 
e+e- pair. Moreover, the small energy spread of stochastically cooled antiprotons 
and the precise control of the beam energy available at an antiproton storage ring 
provide a high precision probe for the determination of the mass and width of narrow 
resonances[3]. 

A significant advantage of the study of charmonium in pp collisions is that the 
full spectrum of states can be resonantly produced, in contrast to efe- annihilations 
where only states with the quantum numbers of the photon (Jpc = l--) are directly 
accessible. This makes the direct study of the xc states and searches for previously 
unobserved states, such as h,(‘P,), feasible[4]. 

In the present experiment, Fermilab E760, circulating antiprotons in the Fermilab 
Antiproton Accumulator are brought into collision with an internal hydrogen ga,s jet 
target[5]. A non-magnetic detector identifies the charmonium final states by detecting 
their electromagnetic decays. Data collected during two periods (July through Au- 
gust, 1990, and August through December, 1991) with typical luminosities of 5 x 10s’ 
CIT~~S~~ are used to obtain the results reported here. The momentum spread Ap/p 
of the beam is less than 2 x 1O-4 which leads to FWHM resolution of approximately 
0.5 MeV in the center of mass energy. 

The present experiment is similar to a previous CERN ISR experiment[6] but 
offers substantial improvements in beam quality, luminosity, and detector equipment. 
We report new measurements for the mass, width, and branching ratios for the J/$ 
and the $‘, and the techniques used in obtaining these results. 

II. EXPERIMENTAL TECHNIQUE 

The charmonium states are studied by sweeping the p energy across the resonances 
and measuring their cross sections as a function of the beam energy; the resonance 
parameters are extracted by an analysis of the resulting excitation curve. The Breit- 
Wigner cross section for the formation and subsequent decay of a c? resonance R of 
spin J, mass MR> and total width r R f armed in the reaction pp --f R is 

QW(&,) = 
(25 + 1) 4a( FLcy 

(25 + l)(ZS + 1) (E& - 4(m,c2)2) 

WwLLt 
x (E,, - MRC2)2 + rg4 (1) 
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Here S is the spin of the proton, Ri,, and B,,, are the branching ratios (B = 
r partiol/r’~) in the resonance formation channel @p + R) and in the decay chan- 
nel respectively. For the present study we select the decay channels R + et,-, or 
R + etemS where the e+e- pair forms either a J/G or a 4’. The center-of-mass 
energy EC, is determined only from the ji beam energy E. The observed excitation 
curve is the convolution of the Breit-Wigner cross section for the resonance with the 
energy distribution function of the beam, i.e., 

~(JLJ = Jam CTBW( E’)G( E’ - E,,) dE’, 

where G(E) is the normalized beam energy distribution function in the center of mass 
frame. The area under the resonance is given by 

A= 
J 0 m ~(&n)dEcm = ;qdbz, 

which is independent of the form of G(E). uPpeak is the cross section at EC,,, = itf~c’ 
given by 

(2J t 1) 167r~2B,,B,,~ 
0 

peak = (25 + 1)(2S + 1) (Ali ~ 4m3c2 

If G(E) is unknown, then the product a,,,J’R can be obtained from the measured 
area. If G(E) is known, then I?R can be directly determined from the analysis of the 
shape of the measured excitation function. The precision with which the width r~ 
ca.n be extracted depends on the relative magnitudes of lYR and the beam width rB 
(FWHM) in the center of mass. If rR/rB > 1, rR can be determined with good 
precision; the precision decreases as r~/r~ decreases. 

With our beam width, rB z 500 keV, a. direct determination of rR ca.n be made 
from the analysis of the shape of the resonance excitation function even for the J/$ 
resonance ( rR = 100 keV). One can understand the reason for our sensitivity to 
such small resonance widths from the following considerations. For a beam energy 
distribution that is a Gaussian with width I’B(= (81n2~‘/a~~), the measured peak 
cross section uieok is 

oieok = ope.kE g ‘v(s) -fc(--$--) , 
where erfc is the complementary error function. If rB > rR it can be shown that 

where 0.94 is the fact,or (4ln2/~)@. In our case rR/rB is Y 0.2 at the J/T/I a,ud a 
direct determination of rR can be obtained if uGCOk /A is measured. We would like to 
note that if we had a resonance cross section with a Gaussian shape and a Gaussian 
beam energy distribution we would have instead 
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F+L !$ [ 1-qE)2], (7) 

i.e., a much weaker dependence on I?R/I’n than that of Eq. (6) for a Breit-Wigner 
resonance cross section. It is this fact that allows an accurate determination of FR. 

We also wish to point out that the ratio u&/A is independent of the efficiency 
and acceptance of the detector and the a,bsolute value of the luminosity, and Tn 
can be determined without having a detailed knowledge of these quantities. Stable 
running conditions, an accurate knowledge of the beam energy distribution function, 
and high statistical accuracy in the data are, however, necessary. 

III. THE ANTIPROTON ACCUMULATOR 

The Fermilab Antiproton Accumulator is a storage ring designed to accumulate 
and cool antiprotons for the Tevatron colliding beam program,[7]. The 474 meter 
ring was originally designed to operate at a fixed total energy of 8.9 GeV. In order 
to provide antiprotons over a range of 4-7 GeV (Table I) for use in the present 
experiment, the Accumulator is operated in a non-standard mode. In the following 
we briefly describe the important features of the machine. 

The Accumulator lattice consists of six identical sectors. The lattice functions 
and the plan view of a sector are shown in Fig. 1. The ring is completed with mirror 
symmetry about the point at which two sectors are joined. As shown by the dot-dash 
line in the figure, the momentum dispersion of a sector starts from 0 m at one end 
and increases to 9 m at the other end. The experiment is located at a zero dispersion 
region where the horizontal and vertical bet&on functions (solid and dashed lines 
in Fig. 1) are the same; i.e., the transverse beam profile is circular at the interaction 
region. 

During the experiment, the Accumulator is run first in its design mode to accu- 
mulate the desired number of antiprotons at 8.9 GeV. Then the p beam is decelerated 
to the desired energy[8]. An RF cavity operating at the second harmonic of the beam 
revolution frequency (fop z 1.24MHz) and with a ma.ximum RF voltage amplitude 
of 3 kV is used to decelerate the beam. The deceleration process is controlled by an 
auxiliary front-end computer[9] that sets the current of magnets as a function of beam 
momentum. These functions, or “ramps,” are determined experimentally at discrete 
points and interpolated linearly between the points. The deceleration proceeds at 
about 20 MeV/s. After the deceleration, the resonance is scanned by changing the 
bea.m energy in small steps. The smallest step size is determined by the least sig- 
nificant bit of the dipole power supply digital control and corresponds to about 150 
keV/c in the lab. The main dipole and quadrupole power supplies are regulated to 1 
part in lo5 to ensure excellent stability of the beam orbit and energy. 

In a. typical run for the present experiment, a beam of Y 3.5 x 1O’l antiprotons is 
accumulated at an average rate of N lO”p/hr. The internal hydrogen gas jet target 
is operated at a typical density of 3.5~10’~ atoms/cm’. It has a diameter of 6.3 mm 
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in the interaction region (for 95% containment). The antiproton beam has a diameter 
of N 5 mm (for 95% containment) and traverses the gas jet at -0.62 MHz. The peak 
luminosity achieved is z 1.0 x 103’ crn-‘~-~. The beam lifetime is 50 to 90 hours 
depending on the energy of the beam. Ewh store is used for about l-2 lifetimes. In 
the case of the J/ll, and the $J’ the relatively high production cross sections allow us 
to complete an energy scan of a resonance within a single store. 

The stochastic cooling system[lO] is essential to the success of this experiment. 
The transverse cooling system counteracts the growth of beam emittance due to the 
traversals of the gas jet and the residual gas in the ring. The momentum cooling 
serves two purposes: it compensates for the average dE/dx loss due to the beam 
traversing the jet and it rxwrows the beam energy spread l?~ to = 0.5 MeV in the 
center of mass. A set of movable momentum cooling pick-up electrodes[ll] allows 
us to cool the beam at any radial orbit position and lets us choose the beam orbit 
position. 

IV. BEAM ENERGY AND WIDTH MEASUREMENTS 

The average beam energy and the beam energy spread are important for the de- 
termination of the ma,ss and width. The precision of the beam energy measurement 
determines the precision of the measurement of the resonance ma,ss. The precision 
with which the beam energy width is measured directly influences how well the res- 
onance width of a narrow resonance can be determined. We describe here how these 
quantities are determined. 

A. Introduction 

The determination of the average beam energy and the beam energy spread are 
both based on the measurement of the beam revolution frequency spectrum. The 
beam energy in the lab is determined from the velocity of the beam. The beam 
velocity is given by: 

@=fL > (8) 

where f is the revolution frequency of the particles in the beam and L is the orbit 
length. L is usually expressed as the sum of a reference orbit length Lu and a difference 
AL, i.e., 

L=LQ+AL. (9) 

The energy spread of the beam is derived from the revolution frequency spread of the 
beam. From Eq. (8) we get 

df do dL ----_ 
f-P L 

In terms of the beam momentum p, 
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@ 1 dp ---, 
P-YP 

The transition gamma ant is defined by 

dL 1 dp 
-=7--’ L ^It P 

(11) 

(12) 

The value of ^it depends on the machine lattice. From Eqs. (IO), (ll), and (12) we 
have the following relationship between the fractional momentum spread dp/p and 
the fractional frequency spread df /f: 

dP=Idf 
P 17f’ 

(13) 

where 7 is defined as: 

+1-L, 
Y2 rt” 

The beam revolution frequency spectrum is measured from the beam current 
Schottky noise[l2]. The spectral power density P(f) of the noise is proportional to 
the particle density dN/df, i.e., 

,dN P(fPf = 24ef) dfnf , 

where e is the charge of the antiproton. A spectrum at the 129th harmonic of the 
revolution frequency is shown in Fig. 2. The signal is detected by a coaxial quar- 
ter wavelength resonant pick-up whose bandwidth is much larger thank the beam 
frequency width (fpu = 79.323 MHz, & pn = 305). The signal is a,nalyzed by a 
spectrum analyeer[l3] every 3 to 5 minutes; the spectrum is then read out by the 
experiment data acquisition system. As shown in Fig. 2 the average revolution fre- 
quency spectrum is approximately Gaussian in shape with a tail on the low-energy 
side caused by straggling primarily in the gas-jet target. This spectrum is fitted to 
a curve, converted to the corresponding center-of-mass energy spectrum, and used 
as the energy distribution function G(E) which is convoluted with the Breit-Wigner 
cross section in Eq. (2). 

B. Orbit length measurement 

The length of the central orbit obtained from survey measurements is not accumte 
enough to determine the beam energy with sufficient precision to improve on, the 
existing measurements of the J/qb and IJJ’ masses[2](14]. We have therefore chosen to 
cahbrate the orbit length with the known mass of the $J’. 

The reference orbit length at the peak of the resonance is given by Lo = cPo/fo, 
where fn is measured at this orbit, and fle is calculated from the $J’ mass. The error 
6Lo in the length of the reference orbit and the error in the reference mass bn/f~ are 
related by the equation 
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J-h MR sM 
- = ?&pm; &I R, (16) 

where we have neglected the contribution of the error in the average beam frequency 
which is small (6fo/fo = +~1.5 x lo-‘). The fO.l MeV/c’ uncertainty in the pub- 
lished[l4] mass of the $’ corresponds to an uncertainty in the Lo of 10.67 mm at the 
$‘. An orbit length error of ho.67 mm corresponds to SMR= 0.033 MeV/c’ at the 

J/6. 
Having established the reference orbit at the $‘, we can determine the center- 

of-mass energy at the other resonances. If we could keep the beam on the reference 
orbit at all energies the only error in a resonance mass would be that discussed above. 
Bowever, this situation cannot be achieved precisely over the entire energy range of 
the experiment. In general orbits used differ in length from the reference orbit by an 
amount AL which typically ranges from +2 mm to -2 mm. 

The difference AL is measured using 48 horizomal beam position monitor (RPM) 
modules[l5] located near the horizontally focusing quadrupoles of the accumulator 
lattice (see Fig. 1). The BPM readout at the energy of interest is compared to the 
BPM readout that has been recorded at the reference energy. The resulting “difference 
orbit” is used to calculate AL. 

The orbit length change, expressed in terms of the difference AZ(~) in the hori- 
zontal position between the reference orbit and the current orbit is given to first order 
by: 

where p(s) is the radius of curvature of the reference orbit at position 3, along the 
path of the reference orbit. The higher-order terms not appearing in Eq. (17) turn 
out to be of the order of 1OW of the first order term. Orbit length changes due to 
variations in the vertical position of the beam are also negligible. Since 

and the magnetic field B is large only in the dipole magnets, we can approximate the 
integral of Eq. (17) by a sum which includes only the contribution of the 30 main 
bending dipole magnets: 

” Axi 
AL = C---As;, 

*=I P 

where Axi is the horizontal displacement from the reference orbit at the center of the 
ith dipole, p is the radius of curvature of the main dipoles (17.464 m), and Asi is the 
effective length of the ith dipole. 
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Eq. (19) requires that Axi be known at the center of each dipole magnet. We 
calculate them from a fit to the closed orbit formula[l6] using the 48 BPM measure- 
ments. The error in the orbit length measurement is calculated to be &l mm using 
a Monte Carlo method; in this calculation we assign a random error to the BPM 
readouts equal to the statistical error for each BPM detector (l/m of the least 
significant bit). We have checked this by using BPM data from the double scans (see 
section IV C 1) in which the cooling pick-up positions and the cooling gain were very 
well controlled. The orbit length at each data point in these scans can be assumed to 
be constant and the length differences calculated from the BPM measurements are 
simply due to statistical fluctuations. Another method to check the BPM error is 
given in section VII A. We conclude that the orbit length error is fl mm, consistent 
with the hypothesis that the error is statistical only. The corresponding mass errors 
are 6hf~=O.O5 MeV/cs at the J/$J and 6Mn=O.15 MeV/cs at the 4’. 

C. Beam energy spread measurement 

The beam energy spectrum is determined from the beam revolution frequency 
spectrum. It is therefore important to determine dE/df, or equivalently the n pa- 
rameter of Eq. (14). In the following, we describe three methods to determine 7. 

1. Detemination of 17 by the double mm technique 

In a double scan, we scan the resonance twice, once with the beam on the “central 
orbit” and another time on a “side orbit.” The side orbit is radially displaced from the 
central orbit. The frequency difference between the two orbits is chosen to be about 
one crf of the beam frequency spread. If we know the energy difference between the 
two orbits, dE/df can be readily calculated. Since the peak of the resonance defines 
the energy of the beam uniquely, we can use it as a marker to measure the energy 
difference between the two orbits. 

The double scan procedure is schematically illustrated in Fig. 3. The sequence of 
data taking is indicated by the arrows shown. Data are first taken with the beam on 
the central orbit, with the revolution frequency, total energy, and the magnetic field 
B being (fG, E,, B,). The beam is decelerated from the central to the side orbit, where 
more data are taken. The energy and frequency of the beam change but the B-field 
is the sa.me: ( js, E,, A, = B,). The beam is then returned to the central orbit by 
changing the B-field but keeping the energy constant; and the procedure is repeated 
several times across the resonance. The resulting cross section measurements can be 
plotted against the B-field producing two excitation curves which are shifted with 
respect to each other as shown in Fig. 3. 

To obtain the quantity dE/df at constant B, we now consider “sets” of points 
taken at the same magnetic field but on different orbits. One set consists of cross 
section measurements at energies Ei, another at energies E:. The value of dE/df can 

be found, in essence, by forcing the excitation curve from the side orbit to match the 
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central orbit curve. To be more specific, consider the data points of Fig. 3. Points 2 
and 3 form a set, and points 1 and 2 are the peaks of the two excitation curves. We 
have 

dE 
(Ez - E3) = ,,(f2 - f3), 

(El - E3) = py%np(fl ; f3). 

Since El and Ez are equal, we get from Eqs. (20) and (21) 

$ = pZy%,; ;; 1;;. 
Equivalently, 7, as defined in Eq. (13), is 

The derivation above assumes that the orbit length for data points 1 and 3 are exactly 
the same. This is in general true for adjacent points to the level of the power supply 
digital setting error, i.e., zLO.027 mm, which is indeed negligible. In addition, we 
assume that points 1 and 2 can be determined with sufficient statistical accuracy 
from a fit to the two excitation curves. 

We see from Eqs. (22) and (23) that dE/df or n can be measured accurately by 
this method because it depends only on frequency measurements; the pa.ra,meters in 
the equations (/3 and y) are known accurately because the resonance masses of J/T) 
and 4’ are accurately known[2]. 

2. Determination of 7 from the synchrotron frequency 

When the RF is on, the energy of a particle oscillates about the synchronous 
energy with a characteristic synchrotron frequency. The synchrotron frequency w, 
depends on 7 and several other machine parameters. In the small oscillation amplitude 
limit the relation is [16] 

wz _ eVRF &F V C”S(h) 
d E 2?rh p” ’ 

where VRF is the peak RF voltage seen by the beam, WRF is the RF frequency, the 
RF cavity operates at harmonic number h= 2, and 4. is the synchronous phase. If 
the beam is stationary (neither accelerating nor decelerating) the synchronous phase 
$,=O above transition (y > rl), and 4. = a below transition (y < -n). 
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There are several measurements that must be made in order to evaluate n from 
Eq. (24). The energy of the bea.m is known to better than 1 part in lo4 using the 
techniques discussed in Sec. IVB. The RF frequency is known to 1 part in 107. 
For the beam energies of interest to us, the synchrotron frequency typically varies 
between several Hz to several tens of Hz. By extending the measurement over many 
synchrotron frequency harmonics (typically 8 to 12) the synchrotron frequency can 
be determined to better than 1%. 

The primary uncertainty in the determination of 11 from this technique is due 
to the uncertainty in the measurement of V,JT. The most accurate measurement of 
VRF utilizes a bolometric RF power meter. The harmonic content of the RF voltage 
is measured by a spectrum analyzer. The overall uncertainty in the determination 
of 11 from this method is estimated to be approximately 10%. The results in the 
measurement of 77 by this method are listed Table II. 

3. Determination of 17 from y1 measurement 

From Eq. (14), 7 can be determined from a knowledge of the transition gamma, 
yl. In turn, -n can be determined by measuring the change in revolution frequency of 
a beam of fixed energy (RF off) caused by the change in the magnetic field B of the 
main dipoles, the relation being 

dB zdf -=yt--. 
B f 

Unfortunately, because 

4 2 dyt 
-zz 

II [ 1 2 T’ 

(25) 

(26) 

the error in n resulting from the error in y1 approaches infinity as 17 + 0. Because of 
this large uncertainty, the determination of 7 by measurements of yt is difficult when 
17 is small. The error in n measured using this technique is hard to estimate, and 
we do not quote it or use these measurements in our analysis. The results from this 
method are listed in Table II only for comparison with the results from the other two 
methods. 

V. THEE760DETECTOR 

The E760 apparatus is designed to select electromagnetic final states out of a. very 
large hadronic background and to identify unambiguously the topology of events. 
A schematic of the detector, gas jet and luminosity monitor is shown in Fig. 4. 
The detector covers the complete azimuth and the labora.tory polar angle from 2” 
to 70”. There are two cylindrical scintillator hodoscopes Hl and H2 used for trig- 
gering and charged particle identification. A threshold cerenkov counter provides 
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electron/ha.dron discrimination and wire chambers provide charged particle tracking. 
The central calorimeter measures electron and photon energies and positions. All of 
the above, except the wire chambers, are also used in the trigger. 

Scintillation counter hodoscope Hl consists of 8 elements of 2 mm thick plastic 
scintillator lining the exterior of the 0.2 mm thick stainless steel beam pipe and 
covers a polar angle range from 9” to 65”. A single minimum-ionizing particle yields 
an average of lo-20 photoelectrons in this hodoscope. The second hodoscope H2 
consists of 32 counters, each 4 mm x 3 cm x 65 cm, at a radius of 17 cm from the 
beamline. Since the light yield in H2 is good (50-100 photoelectrons per minimum 
ionizing particle), the pulse height is also used to distinguish single charged particles 
from electron-positron pairs. 

The &znkov counter[l’l] is divided into eight azimuthal sectors, each covering 
45”. Within each sector there are two cells covering the polar angle from 15” to 38” and 
38” to 70”, respectively. The cells are filled with CO2 and Freon-13 at one atmosphere 
a.nd have a pion momentum threshold of 4.9 GeV/ c. and 3.7 &V/c, respectively. 

The central calorimeter CCAL[lS] consists of 1280 lead-glass blocks arranged in 
20 rings in the polar coordinate 6’ and 64 wedges in the azimuthal coordinate 4 in 
a projective geometry. Each block is instrumented with a photomultiplier whose 
output signal is digitized in an 11.bit ADC. In a.ddition, summed output signals from 
matrices of 5 x 8 blocks that map the central calorimeter to a coarse 6’ - 4 grid are 
used in the fast trigger logic[l9]. The root mean squared (RMS) energy resolution 

of this detector is G%/JE(Gev). Th e f orward lead scintillator calorimeter[20] which 
covers the polar angle from 2” to 12” is not used for this analysis. 

The wire chamber system covers the ra.nge of 0 from 15” to 65” and consists of: 
a) A straw-tube drift chamber[21] made with two layers of aluminized mylar tubes, 
b) A radial projection drift chamber RPC[22] which samples dE/dx information 16 
times for each track, and, on the same mechanical structure as the RPC, a multi-wire 
proportiona, chamber with ca,thode pad readout, c) a set of outer tracking chambers 
consisting of a cylindrical barrel of limited streamer tubes[23] for 0 larger than 22”, 
and a planar multi-wire proportional chamber covering the range of 0 Erom 10” to 18”. 
Straw-tube drift chambers covering smaller polar angles are not used in this analysis. 

The overall RMS angular resolutions in the detector system are N=4 mrad and 
ad=7 mrad for electrons, and &9=7 mrad and ab=ll mrad for photons. 

The luminosity monitor[24] consists of a fixed 1 cm x 5 cm and 0.5 mm deep 
active volume surface barrier silicon detector mounted -1.5 m from the interaction 
region. It detects recoil protons elastically scattered at 86.5” from the beam direction. 
The luminosity C is determined by normalizing the recoil counts to the known elastic 
scattering cross section, 

C = Nelostic/ [ d”;;tic dR] (27) 

where dR is the solid angle subtended by the silicon detector. The error in the absolute 
measurement of the luminosity is mostly due to the error in the fit to the known pp 
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total cross sections in the 2.5-15.0 GeV/c region and the uncertainty in solid angle 
dR. The error due to counting statistics makes a much smaller contribution to the 
overall luminosity errors, which are estimated to be less than 54%. An independent 
measurement of the relative luminosity is provided by the coincidences between Hl 
and H2. The ratio of the rate for these coincidences to the rate in the luminosity 
monitor is stable to f1.5% over a scan. 

VI. EVENT SELECTION AND DATA ANALYSIS 

Events are selected for recording by the fast hardware trigger designed to identify 
a high mass object decaying to e+e- with no explicit condition on additional particles, 
charged or neutral. This choice was made in order to use the same trigger logic for 
all charmonium resonances decaying either inclusively to J/g or exclusively to e+e-. 
The elements which enter into the trigger are: logic signals from the Cerenkov cells 
and from the hodoscopes (Hl and H2), and the summed signals from the lead-glass 
counters. 

Three simultaneous hardware triggers have been implemented: 
1. The main trigger requires two electrons each defined by a coincidence between 

the appropriate elements of scintillator hodoscopes Hl and H2, and identified a.s an 
electron by the associated cerenkov signal. Independently, two energy clusters, above 
their B-dependent energy thresholds, are required in the CCAL with an azimuthal 
opening angle greater than 90”. 

2. An auxiliary trigger requires Cerenkov electron identification for only one of 
the two charged particles to monitor the efficiency of the &erenkov detector. 

3. Another auxiliary trigger which does not use any information from the CCAL 
monitors the efficiency of this calorimeter. 

The offline amdysis for the J/ii, requires exactly two energy clusters in the CCAL 
each with 0 greater than 15”. For the 1991 data, where the interaction rate was 
higher, we relax somewhat the two cluster requirement, During this running period 
the summed output signals from the CCAL used for the trigger were also read out 
with a shorter integration gate. This allows a classification of clusters as on-time or 
out-of-time with respect to the trigger. For cluster energies greater than 200 MeV we 
reliably classify the clusters, while for lower cluster energies we do not classify them. 
For the 1991 data. the two cluster requirement was applied only to on-time or lower 
energy clusters. 

The invariant mass for the two electron system is calculated as M.,,, = 
(2E,, E,,( 1~ cos 8i2))i”, where E,, and E,, are the two cluster energies, a.nd 8i2 is 
the opening angle between them. The M.,,, distribution is plotted in Fig. 5, together 
with the background determined from running at off-resonance energies (E,, = 2.911 
to 3.050 GeV). The final J/+ sample is selected by making a cut at M,,,, = 2.75 
GeV/c’ to eliminate the low mass background. The efficiency t,,,l of the applied 
cuts has been obtained by measuring in turn the efficiency of each particular cut on a 
sample of clean events, obtained by tightening the requirements applied in the other 
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uncorrelated cuts. 
For the $’ the two cluster requirement is not appropriate because the inclusive 

decays $J’ --t J/$+X have a higher multiplicity. Instead, single electrons are identified 
using five quantities: the amplitude of the signa.l from the H2 counter, the amplitude 
of the signal from t,he Cerenkov counter, the dE/dx information from the RPC and 
the two second moments of the transverse shower distribution in the CCAL. For each 
of these variables a probability distribution function for electrons is calculated from a 
clean sample of J/+ events. We can then calculate the joint probability for a track to 
be an electron as the product of the five probabilities. Similarly, we calculate the joint 
probability for a track to be a hadron based on the probability distributions for the 
five quantities obtained from a sample of events taken at E,,=3.613 to 3.667 GeV, 
a region far from any resonances decaying to J/$. Each track is then identified as 
an electron or a hadron based on the ratio of the electron probability to the hadron 
probability. The efficiency of identifying electrons in this way has been measured 
by studying a sample of electron tracks from fully reconstructed events coming from 
the reaction xcZ + J/I& + e+e-y[25] and is approximately 0.9. Events with two 
electrons having M,,., larger than 2.8 GeV/c’, and 6’ in the 15” to 60” range for both 
electrons are accepted. The M,,,, distribution is shown in Fig. 6, together with the 
background determined from the off resonance running at 3.667 GeV. Both inclusive 
and exclusive e+e- decays of the $’ resonance are clearly seen. 

The overall efficiency E is the product of the trigger efficiency etrig, the geomet- 
rical acceptance cgeom, and t,,,l. The main source of trigger inefficiency is in the 
requirement of alignment between Hl and H2 counters, and is related to the size 
of the interaction volume. Using a sample of events with track multiplicity greater 
tha.n 2, the efficiency of this requirement is determined to be equal to 0.87hO.02 for 
the data collected in 1990, and to 0.94&0.02 for 1991, the difference being due to 
a modification in the trigger configuration. The trigger inefficiencies related to the 
&renkov counter and to the CCAL are determined by comparing the output of the 
three simulta,neous triggers. 

The geometrical acceptance of the detector depends on the angular distribution 
of the e+e- in the final state. For the J/T/J this distribution is of the form 1 $ X cos20 
where 0 is measured in the J/?c, frame and X(J/$) = 0.63 f 0.08[26] For the +’ 
the expected distribution(271 is of the form 1 + X cos’ O,,+, where ti,+ is measured in 
the J/T) rest frame. We use the approximation cos 6’J,+ Z< cos 9 >, where < cos 0 > 
is the average of 1 cos 6’ of th e t wo electrons measured in the $’ frame. From a fit 
to our own data we determine X($J’) = 0.69 & 0.26. Using these values for X we can 
determine cgeom, The efficiencies for the four data sets are tabulated in Table III. 

The data for each scan of a resonance are analyzed separately. Da.ta for a scan are 
binned according to beam energy. At each of the N energy points the data consists 
of the frequency spectrum, the number of events, and the integrated luminosity l, 

The measured beam revolution frequency spectrum can be fitted very well over 
a wide ra.nge of frequencies with a “double Gaussian” function defined as two half 
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Gaussians joined at the peak. The width on the low-energy side is typically IO-20% 
wider than the high-energy side. A low energy tail due to straggling usually contains 
less than 0.1% of the beam. We have studied different ways of fitting the frequency 
spectra with more complex functional forms. The basic form is always the “double 
Gaussian.” Depending on the scan, exponential tails or a polynomial up to 8th order 
may be added to the exponent of the Gwssian function. These additional terms, 
although they improve the fit to the beam frequency spectra, are found not to affect 
the final physics results significantly. 

The center of mass energy distribution C’(E,,) is obtained from the beam fre- 
quency spectrum using Eq. 13 and the relation: 

E:m = 2m;P + && (28) 

with L and 7 determined by the methods described earlier. The measured number of 
events at the ith point ni is fitted to the expected number v;, given by: 

vi = L(mg + +%m,i)), (29) 

where u(E,,) is the cross section given by Eq. (2), and c~bba is an estimate of the 
background cross section. ~nw in Eq. (2) has been modified to include the effect of 
bremsstrahlung of the initial pp state[28]. This effect, although small, decreases the 
width Fn of J/$ and $’ by about 10 keV and 2 keV respectively. The resonance mass 
II~R is not affected. For the J/G, the interference between the resonant amplitude 
and the continuum amplitude for pp + e+e-[29] is also considered, but is found 
not to change the results significantly. The determination of the background for 
the resonance-fitting procedure is as follows. In the region of the J/G and the $’ 
resonances the background is so small that the resonance scans, in themselves, cannot 
determine it. oblrg is therefore determined from the off-resonance runs and is used as 
an input to the fitting procedure. The magnitude of the background at J/4 and ~6’ 
is about 10 pb. 

The likelihood function A for N data points is calculated as the product of N 
Poisson functions which give the probability for the ith datum point that n; events 
are observed, when v; events are expected: 

* = fi Qe-“i, 
i=, 4 

The log-likelihood function In(A) is maximized by varying the parameters, Mn, Fn 

and uppeak. For the double-scan analysis 7 is also a fit parameter. 
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VII. RESULTS 

The mass of the J/T/I is measured using data from the three 1990 scans. The 
widths and the branching ratios are determined from the double scans taken in 1990 
and 1991. We do not use the 1991 data in the ma.ss determination of the J/$J because 
the beam orbit at the J/$J is very different from the reference orbit at the $J’, and 
this introduces a large systematic error in the measurement. 

The mass of J/G and the total width of 4’ have been published earlier[30]. The 
results in this section supersede those of the previous publication. 

A. Determination of the J/$ Mass 

As explained earlier in Sec. IV B, the orbit length is determined by normalizing the 
result of our measurement for the resonance energy of the +’ to the known mass[l4] 
AJn($~‘)=3686.00+0.10 MeV/c’. The +’ mass uncertainty results in the reference 
orbit length error of kO.67 mm, which leads to a systematic error of 10.033 MeV/c’ 
in the J/ii, mass. The BPM data are used only to determine LU. They contribute a 
mndom error of &l mm in AL, which corresponds to ho.05 MeV/c’ at the J/$J The 
error from the fit to the excitation curve, which is due to the event statistics, ranges 
from 0.009 to 0.012 MeV/c’, and is combined in quadrature with the BPM error to 
give the overall statistical uncertainty in the mass measurement. In Table IV we list 
the resonance mass n/l, determined for each of the three scans for J/g. We note that 
the RMS variation of the three values for the resonance mass is 0.045 MeV/c’, which 
is entirely consistent with the errors described above, giving further support that 
the BPM error is estimated correctly. Figure 7 shows the excitation curves for the 
J/g. We obtain for the mass of the J/T/I th e value 3096.87 zt O.O3(stat.) +z O.O3(sys.) 
MeV/c* from the three scans of 1990. This result is an improvement over earlier 
measurements[2][14]. 

The same analysis can be used to determine the 4 ma.ss from the data of the 
three scans of this resonance taken in 1990. In this case the known J/g mass[l4] 
Ain( J/$)=3096.93*0.09 MeV/c’ is used as the reference. The J/$ mass uncertainty 
of f0.09 MeV/c’ corresponds to a reference orbit length error of f1.8 mm, which 
leads to a systematic error of H.27 MeV/ c2 in the 4’ mass. The *I mm error in 
LU due to the BPM corresponds to *0.15 MeV/ c2 at the 4’. The error from the fit 
to the excitation curve ranges from 0.02 to 0.03 M&J/?. The RMS variation of the 
three values for the 4’ mass is 0.183 MeV/c’, which is also consistent with the errors 
described above. Figure 8 shows the excitation curves for the 4’. We obtain for the 
mass of the $’ the value 3686.02 f O.OS(stat.) * 0,27(sys.) MeV/c’. This result is less 
accurate than earlier measurements[2][14]. 

Since these six scans are scattered throughout the run, the small variation of the 
obt:a.ined values for the resonance masses is also evidence for the long term stability 
of our experimental apparatus. 
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B. Determination of Resonance Widths 
and Branching Ratios 

As mentioned earlier, an independent determination of the width PR (as opposed 
to the product opeJn) is possible with our beam even for the narrow states J/T) and 
$‘. Our approach differs from the one used in the case of e+e- measurements of the 
J/y5 and the $Q , where l?~ ‘c 2.5 MeV, which precludes any sha.pe analysis of the 
excitation curve. The beam width in our case is determined with good precision by 
the double scan technique. The double scan excitation curves are plotted in Figs. 9 
and 10. Resonance parameters and n obtained from a fit are listed in Tables V and 
II, where the errors shown are only the statistical errors due to event statistics as 
determined by the fitting program. 

The measurement of PR does not depend on the absolute value of E,,; only the 
relative value of EC, is needed. Thus only the orbit length change from data point to 
data point is releva,nt in determining the error of l?R. This variation can be estimated 
by two methods. First, the orbit length difference of each side and central orbit pair, 

L,-L.++, 

c 

can be calculated directly from the data. The RMS variation of L, (or L,) is l/d of 
the RMS variation in L, - L,, and is found to be N 0.4 mm (= 0.2 mm) for the J/G 
($‘). Systematic errors in L, (or L,) due to the magnet power supply digital setting 
error and to magnet ramp non-linearity are calculated to be 0.027 mm and less than 
Il.05 mm respectively. The second method of determining the variation in the orbit 
length uses the orbit length calculated from the BPM data. For the 1991 data, the 
two methods give consistent results. For the 1990 data, the second method is not used 
because the BPM least significant bit was not small enough to resolve this small orbit 
length variation, The equivalent I R error due to the orbit length variation is then 
calculated using a Monte Carlo method. In this calculation the energy of each data 
point is smeared by the energy uncertainty due to the orbit length variation, and a 
width is determined using the smeared energy; the variations in the width over many 
trials are used to estimate the error in Pn. We obtain an uncertainty of 4 and 24 keV 
due to this effect for the J/?c, and the +’ respectively, which is added in quadrature 
with the statistical error of the fit to obtain the total statistical error. 

The systematic error is primarily caused by the fact that the beam energy width 
decreases continuously’ as the circulating beam intensity decreases during the data 

r This is due to the fact that the stochastic cooling rate is inversely proportiona, to the 
beam intensity. For the excitation curves shown in this paper (Fig. 7, 8, 9 and 10) each 
data point has been resealed to the average pn for the data shown in each figure. 
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taking of a scan. Different methods of averaging and parameterizing the beam revo- 
lution frequency spectra taken at each energy data point have been tried and a range 
of fitted IIR has been determined. We use this range to estimate this systematic 
error. All other systematic errors are small compared to this one. We obtain FR to 
be 99 f 12(.&t.) f G(sys.)keV for the J/?1, and 306 i 36 f 16keV for the $J’ after 
averaging the two scans for each resonance. These va,lues are larger than the earlier 
measured values from e+e- colliding beam experiments[14][31], but agree with them 
within the quoted errors. 

Our results for l?~ and &Bout obtained from averaging the two double scans 
for each resonance are summarized in Table VI. &,B,,~ stands for the product 
B(J/$ + pp) B(J/$ + e+e-) in the case of the J/$, and for the product B($J’ + 

PP) IB(4’ ---t e+e-) + B(d+ ---f JI$x)B(J/G + e+e-)] for the 11’. The errors shown 
in the table are statistical and systematic in that order. 

The total statistical error for Bi,B,“t is the sum of the uncertainty in the efficiency 
(Table IJT) and the error from the fit, which is due to the event statistics, added 
in quadrature. &Bout and l?~ are strongly correlated; the product of the two is 
constrained by the area (see Eqs. 2 and 3). The systematic error in BinBout is the 
sum in quadrature of the contribution due to the systematic error in rR, and the 
error due to the luminosity measurement (f4%, see Sec. V). 

We can calculate the branching ratios B( J/$ + j@) and B($J’ + pp) if we use the 
branching ratios B(J/$ + e+e-), B($’ + e+e-) and B($J’ + J/+X) from Ref. [14]. 
These values are also shown in Table VI. The three errors shown in the table for 

B(JlG + PP), and B($J’ + pp) are statistical, systematic, and the error due to 
the uncertainties in the published values for the branching ratios (B( J/g + efe-), 
B($’ + e+e-) and B($J’ + J/$X)) respectively. 

Our results for the product A’ = l?RBi,B,,,, which is proportional to the area 
(see Eqs. 2 and 3), can be compared with values obtained from e+e- experiments[l4]. 
We find for the J/T/I that A;,+ = 11.3 rt 0.6 eV, to be compared with 11.6 & 0.9 eV 
(all errors are added in quadrature). For the I$’ we obtain A;, = 3.6 5 0.2 eV which 
is larger tha.n 2.1 f 0.6 eV, the value derived from e+e- experiments. 
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FIGURES 

FIG. 1. Layout of one sector of the Accumulator lattice. The solid line is f15, the 

dashed line is fly, and the dash-dot line is the dispersion. 

FIG. 2. Sample longitudinal Schottky specdra at harmonic number h = 129. Note the 

logarithmic scale (in dB) for the vertical axis. (a) Data taken in 1990 at the J/$ fitted to 

a double Gaussian with exponential tails. (b) Data taken in 1991 at the J/q5 fitted to a 
Gaussian with an 8th order polynomial added to the exponent and exponential tails. 

FIG. 3. Schematic for the sequence of the double scan 

FIG. 4. Layout of the detector and gas jet. 

FIG. 5. Invariant mass distribution of electron pairs for the 1991 J/qb scan (open area) 

and for the off-resonance background normalized to the same luminosity(shaded area). The 
level of background has been multiplied by a factor of 10 to make it discernible. 

FlG. 6. Invariant. mass distribution of electron pairs for the 1991 @scan (open area) 

and for the off-resonance background normalized to the same luminosity (shaded area). 

FIG. 7. Excitation curves for J/v) Data from the first 1990 single scan are shown as 

crosses, from the second 1990 single scan as diamonds, and from the 1990 double scan as 

squares. 

FIG. 8. Excitation curves for $‘. Data from the first 1990 single scan are shown as 

crosses, from the second 1990 single scan as diamonds, and from the 1990 double scan as 
squares. 
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FIG. 9. 1991 J/$ double scan. The z-axis is the invariant mass of the central orbit. 

The lines are theoretical excitation curves calculated using the best fit parameters. 

FIG. IO. 1991 $’ double scan. The z-axis is the invariant mass of the central orbit. 
The lines are theoretical excitation curves calculated using the best fit parameters. 
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TABLES 

TABLE I. Charmonium states and the corresponding beam energy of an antiproton 
beam for pp resonant production. 

state JPC Mass (MeV/c’) &am WV) 

Jh 0-f 1-- 2979.6 3096.9 3792.8 4172.6 

XC0 a++ 3415.1 5276.8 

h$, ) 1++ 1+- 3510.6 3526.2 5629.3 5687.8 

XC2 2++ 3556.3 5801.4 

77: 0-t 3594.0 5945.0 

Q’ 1-- 3686.0 6301.9 

‘DZ 2-t 
3DT 2-- 

TABLE II. YJ measured by three methods 

Data double scan synchrotron frequency8 -it 

J/* 1990 0.020 It 0.001 
J/7) 1991 0.0181 + 0.0004 

$1 1990 -0.0087 5 0.0005 

$1 1991 -0.0140 * 0.0008 

a The estimated error in 7 is *lo%. 

0.0185 0.0186 

0.0179 

-0.0105 -0.0109 

-0.0142 -0.0136 

TABLE III. Efficiencies 

Data Grig %“a1 +mn t 

J/ii, 1990 0.85 + 0.02 0.886 f 0.013 0.487 5 0.008 0.358 zk 0.012 

J/$ 1991 0.92 f 0.02 0.834 f 0.009 0.487 4 0.008 0.374 * 0.011 

$’ 1990 0.82 f 0.02 0.813 f 0.011 0.527 4 0.023 0.351 + 0.018 

$’ 1991 0.88 * 0.02 0.833 f 0.011 0.527 i 0.023 0.386 51 0.020 
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TABLE IV. J/$ mars measurements 

Data Jill, Mass(MeV/?)” 

1990 single scan 1 3096.898 + 0.051 + 0.033 

1990 single scan 2 3096.816 zk 0.051 It 0.033 

1990 double scan 3096.902 xt 0.051 i 0.033 

Average 

s The errors are statistical and systematic, respectively. 

3096.87 + 0.03 i 0.03 

TABLE V. J/p4 and $+ double scan fit results8 

Data. Width(keV) &Bout 

J/$ 1990 89 5 23 

J/$ 1991 103 f 15 

$’ 1990 310 * 49 

;::‘!g%/; ; ;;:I 

(1.23_o:1 ) x 1O-5 

$4’ 1991 302 i 42 (1.13’;:t3) is x 10-S 

a The enon shown are due solely to event statistics. 

TABLE VI. I/$ and $’ final results 

Resonance Width(keV) 
I. - I 

JM 99 f 12 + 6 (1.14$‘$ 

(1.17’o:‘; 8. 
zt 0.10) x lo@ 

*’ 306% 36 IL 16 f 0.08) x lo-& 

(1.82~~:‘~ 5 0. 

(2,61’o:‘7 jz 0. 

16 & 0.06) x 1O-3 

17 * 0.17) x 10-a 

a Bin&t = B( J/71, + pp) B( J/?i, + e+e-) for the J/$, and 

Bi,B,,t = B($J’ + pp) [B($ + e+e-) t E($J’ ---) J/$X)B(J/$ + e+e-)] for the $‘. 
The errors, in the order shown, are statistical and systematic. 

b Using B(J/$ ---) efe-), B($ + e+ec), and B($’ * J/ii, t X) from Ref. [14]. 
The errors, in the order shown, are statistical, systematic, and due to the errors in the 

branching ratios from Ref. [14]. 
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One Sixth of the Accumulator Lattice 
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FIG. 1. Layout of one sector of the Accumulator lattice. The solid line is p,, the 

dashed line is &, and the dash-dot line is the dispersion. 
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FIG. 2. Sample longitudinal Schottky spectra at harmonic number h = 129. Note the 
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Schematic for double scan 
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FIG. 3. Schematic for the sequence of the double scan. 
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FIG. 5. Invariant ma.ss distribution of electron pairs for the 1991 .J/$ scan (open area) 
and for the off-resonance background normalized to the same luminosity(shaded area). The 
level of background has been multiplied by a factor of 10 to make it discernible. 
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FIG. 6. Invariant mass distribution of electron pairs for the 1991 I$’ Scan (open area) 
and for the off-resonance background normalized to the same luminosity (shaded area). 
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FIG. 7. Excitation curves for J/$. Data from the first 1990 single scan are shown as 

crosses, from the second 1990 single scan as diamonds, and from the 1990 double scan as 

squares. 
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FIG. 9. 1991 J/T) double scan. The z-axis is the invariant mass of the central orbit. 

The lines are theoretical excitation curves calculated using the best fit parameters. 



*’ Double Scan 
4 ,,,I I I , I I I , I I I I I I I I I I 

X Center 

1 
1 iit 

3Bo64.5 
u 

3665.0 3665.5 

\ 
\ 
\ 

\ 

, I I I I I I I I , , 

3666.0 3666.5 3667.0 
Mass (MeV/c') 

3607.5 

FIG. 10. 1991 $’ double scan. The x-axis is the invariant mass of the central orbit. 
The lines are theoretical excitation curves calculated using the best lit parameters. 


