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Abstract 

We present results of searches for the top-quark in @ collisions at fi = 1.8 TeV. 

The data sample was collected during 1988-1989 at the FerrniIab Tevatron Collider 

and has an integrated luminosity of 4.1 pb- ‘. We have extended our previous search 

for ep final states to include the ee and pp channels. In addition, we have searched for 

a low transverse momentum muon as a tag of the bottom quark in top decay events 

with a lepton and at least two jets. We obtain a lower limit on the top quark mass 

of 91 GeV/cs at the 95% confidence level assuming Standard Model charged current 

decays. 

1 Introduction ‘. 

The Standard Model [I, 21 predicts the existence of a weak isospin partner of 

the bottom quark called the top quark (t). Although the absence of flavor-changing 

neutral currants in bottom quark (b) decays [3] and the forward-backward asymmetry 

in e+e- ---) b6 [4] imply the existence of an isodoublet partner of the b, the top quark 

has yet to be obrerved. 

Searches for the top quark at the CERN fl collider with fi = 0.63 TeV by the 

UAl and UA2 collaborations have resulted in lower limits on &, of 60 GeV/cs and 

69 GeV/P respectively [5,6]. For these searcha it was assumed that the top quark 

decays according to the Standard Modal charged current decay, into a virtual W boson 

and a bottom quark. Direct searches for the top quark in e+e- collisions have placed 



lower limits as high as 46 GcV/cs on the top mass (M,,) [i’], independent of decay 

modes. A limit A&, > 44 GcV/cs at the 95% CL. independent of the top decay 

modes has also been inferred from the value of the W width derived from the CDF 

measurement of the ratio of W and 2 production cross sections [S]. Lower bounds of 

about 50 GeV/cZ on J&, have been obtained from fits to Standard Model parameters 

in order to account for the observed level of Es@ mixing [9], and upper limits of 

about 200 GeV/cs have been placed by requiring consistency with the measured W 

and 2 boson masses [IO, 11, 121, with weak neutral-current data, and with precision 

measurements of charge asymmetries in 2 decays [13]. 

In previous publications, CDF has reported limits on A&, of 72 GeV/P from 

a search for pp -a tf --t ep + X (141, and of 77 GcV/es from a search for pp -P 

tf -) c + jets [IS]. These results have been recently superseded by newer analyses 

resulting in a lower limit on the top quark mass of 91 GeV/cs at the 95 % C.L.[18]. 

In this paper, we present a more detailed account of the analysis of Reference [16]. 

The results are based on a 4.1 pb-’ data sample collected during 1988-1989 at the 

Fermilab Tcvatron Collider at a center of mass energy of fi = 1.8 TeV [17]. 

At fi = 1.8 TeV, the dominant top quark production process is expected to be 

p$i -P tE [18, 191. If the top quark is lighter than the W boson, the mechanism ~6 -+ 

W -P t6 is also possible, but has much smaller cross section than direct tI production, 

except for &fLq, near 60 GeV/cs where the rates are similar. For the analyses described 

in this paper we only consider the direct production of top quark-antiquark pairs. We 

also assume that each t or f quark decays, according to the Standard Model, via the 

weak charged current into a W boson and a b quark (t + Wb). The W cm be real 

or virtual depending on &w, and decays into either a charged lepton and a neutrino, 
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Decay Mode 

tZ ---t qzj b qij 6 

tE +qq bevz 

tt -+ q?j b pv 5 

tit --a q?j b TV 6 

tt -tevb pvi5 

tf +cvb vu6 

tf + pv b TV 6 

tf +evb evg 

tt -+pvb pv.5 

tl -+ TV b TV 5 

Branching Ratio 

36181 

12181 

12/81 

12/81 

2181 

2181 

2181 

l/81 

l/81 

l/81 

Table 1: Decay modes of the tT pair and their branching ratios assuming charged 

current decays. The symbol q denotes a light quark : u, d, c or 8. 

or two light quarks, as predicted by the Standard Model. The possible decay modes 

and their branching ratios are listed in Table 1. 

Decay modes of the tf pair where both quarks decay hadronically are expected 

to have a high branching fraction (36/81), but arc difficult to distinguish from large 

multi-jet backgrounds. Given the good electron and muon identification capabilities 

of the CDF detector, a significant improvement in the signal-to-background can be 

achieved for modes in which one of the top quarks decays semileptonically. Because 

of the large top mass, leptons from top decay arc expected to have high transverse 

momentum (I’=, see Figure 1). The top searches described in this paper require the 
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detection of at least one high transverse momentum ( PT > 15 GeV/c ) electron or 

muon. The high-& lepton requirement is useful to suprcss large backgrounds from 

semileptonic decays of bottom and charm quarks. 

In extensions of the Standard Model, the decay of the top quark into charged Higgs 

bosons, t + Hb, could have an important rate if Mn < Aft, [ZO]. The preferred decay 

of the charged Riggs in most models is H + TV or CC Semileptonic decays of the b or 

c quarks, or leptonic decays of a r in these events, occasionally give high PT electrons 

or muons. We do not further consider this non-standard decay mode in this paper. 

Two separate analyses are described in this report. First, an extension of the 

previous high-P+ C/J analysis of Reference [14] in which have added the channels cc 

and gp. The search has also been extended to include electrons at smaller polar angles 

relative to the beam. Second, we have searched in events with a high-Pv lcpton and 

more than two jets (lepton + jeta events), for a low transverse momentum muon as 

a tag of a bottom quark in tf + W+bW-6 decays. 

The paper is organized as follows : Section 2 summarizes the features of the CDF 

detector relevant for these analyses; Sections 3- 6 describe the lepton triggers, lepton 

selection and lepton isolation; the jet and missing transverse energy algorithms and 

the Monte Carlo are discussed in Sections 7 and 8; the searches for the top quark in 

the dilepton channel (tZ + ee, cg, or pp) and in the lcptm + jets (with b -a CC tag) 

channel arc presented in Sections 9 and 10. Finally, in Section 11 we combine the 

results of these searches and we extract a lower limit on the mass of the top quark. 
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2 The CDF Detector 

The CDF detector (see Figure 2) has been described in detail elsewhcre[21] and 

will only briefly be reviewed here. Scintillator planes located at small angles with 

respect to the beam directions arc used to tag inelastic events. A vertex time pro- 

jection chamber (VTPC) provides tracking information up to a radius of 22 em from 

the beam axis for 1~1 < 3.25, where 7 = - ln(tan(@/2)) is the pseudorapidity and 8 is 

the polar angle relative to the proton beam direction [22]. In the analyses presented 

here, this chamber is used to measure the position of the interaction vertex along 

the beam axis with a resolution of 1 mm and to aid in the identification of photon 

conversions. At larger radii, an 84-layer central tracking chamber (CTC) measures 

charged particle momenta for 1111 5 1.2 in a 1.4 Tesla magnetic field with a precision 

of 6P=/P; N 0.0011 (GeV/c)-’ for beam-constrained tracks [lo]. 

Outside the tracking chambers, electromagnetic (EM) and hadronic (HAD) calori- 

meters are arranged in a fine-grained, projective tower geometry covering most of the 

4x solid angle. The calorimeters are divided into three regions of pseudorapidlty: 

central (171 < l.l), plug (1.1 < ]v] c 2.4), and forward (2.4 < ]u] < 4.2). The central 

EM and HAD calorimeters consist of lead-selntillator and iron-scintillator sandwiches 

respectively. In the plug and forward regions the calorimeters arc constructed with gas 

proportional chambers. The segmentation of the calorimeters is An x A4 = 0.1 x 15’ 

in the central region and Ar) x A4 = 0.1 x 5’ in the plug and forward regions. The 

calorimeter systems are summarized in Table 2. In the region ]n] < 1.1, the EM 

calorimeters have proportional wire chambers with cathode strips perpendicular to 

the wires (strip chambers) embedded at a depth of six radiation lengths. These strip 

chambers measure the lateral shape and position of EM showers and are used for 
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system 7 Range Energy Resolution Thickness 

CEM 1111 < 1.1 13S%/JE; c3 2% 18 xs 

PEM 1.1 < jn[ < 2.4 2!3%/,lfi CB 2% 18-21 x0 

FEM 2.4 < 171 < 4.2 25%/G $2% 25 X0 

CHA 171 < 1.3 75%/t/E; 03 3% 4.5 .I0 

PIIA 1.3 < 171 < 2.4 9O%/dz $4% 5.7 A0 

FHA 2.4 < 171 < 4.2 130%/a fB 4% 7.7 x0 

J 

Table 2: Summary of CDF calorimeter properties. The symbol $ signifies that 

the constant term is added in quadrature in the resolution. Thicknesses are given in 

radiation lengths for electromagnetic calorimeters and absorption lengths for hadronic 

calorimeters. The EM resolutions are for electrons and photons; the HAD resolutions 

are for isolated pions. 

electron and photon identification. 

Outside of the central calorimeter, the region 171 < 0.63 is instrumented with four 

layers of drift chambers for muon detection. The central calorimeter has a thickness of 

approximately five absorption lengths for incident hadrons. Muons of momenta below 

approximately 1.6 GeV/c stop in the calorimeter without reaching the muon detector. 

In both the forward and backward region there is a muon spectrometer consisting of 

magnetized steel toroids with drift chamber planes and trigger scintillation counters. 
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Central Electron Plug Electron Central Muon 

Level 1 (pb) 22 88 255 

Level 2 (pb) 0.49 0.16 1.1 

Level 3 (pb) 0.25 0.11 0.13 

Table 3: Cross sections for lepton triggers. The thresholds for the different triggers 

are described in the text. At the typical luminosity of 1030 cm-%-‘, a cross section 

of 1 pb corresponds to an event rate of 1 Hz. 

3 Lepton Triggers 

CDF employed a four level trigger system [23]. The lowest level trigger, 

level 0, required a coincidence between hits in the forward and backward scintillation 

hodoscopes (beam-beam counters) to select beam crossings with inelastic interactions. 

The beam-beam counters have an effective cross section of 4’7f3 mb [S, 241, which 

represents an event rate of 47 KHz at the typical Tevatron luminosity during the 

1988-1989 run of 10s’ cxn-%~-~. The next 3 levels of triggering reduced this to a rate 

of l-2 Hz, at which events could be written to tape. The cross sections for the lepton 

triggers discussed in this section are presented in Table 3. 

The level 1 trigger consisted of a logical OR of a number of triggers designed 

for the detection of electrons, muons and jets. The first level electron trigger used 

information exclusively from the calorimeters, which at the trigger level was available 

with a segmentation Aq x A4 = 0.2 x 15’. The central electron trigger required 

at least one EM tower in the central region with Er above a threshold of 3 GeV. 

Plug electrons were collected with a trigger that required at least one EM tower, in 
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any region of the calorimeter, with more than 6 GeV of transverse energy. The level 

1 muon trigger[25] was based solely on the muon chamber information. The track 

direction is measured using the arrival times of of the drift electrons at the sense wires 

in the chamber. Using the constraint that the track had to originate at the beamline, 

and knowing the line integral of the magnetic field traversed by the particle, this 

measurement could be turned into a measurement of the transverse momentum of 

the track. Events with tracks in the central muon chambers of PT greater than a 

programmable threshold were accepted. This threshold was initially set at 5 GeV/c 

and was later lowered to 3 GeV/c; in both cases the efficiency for high transverse 

momentum muons ( PT > 15 GeV/c ) was measured to be above 90%. 

The level 2 trigger included a large number of triggers optimized to be sensitive 

to many different physics processes. It was based on a list of calorimeter clusters 

provided by a nearest-neighbor hardware cluster finder as well as information from 

a hardware track processor (CFT)[26]. H ere we briefly describe the level 2 triggers 

relevant for the top searches, namely the inclusive electron and muon triggers. 

The electron and muon triggers in the central region used transverse track projec- 

tions found by the track processor. This device processes fast timing information from 

the CTC to identify high PT tracks in the Rg plane by comparing the CTC hits with 

predetermined patterns. The processor has a momentum resolution ~PT/P$ N 0.035( 

GeV/c)-‘. The track finding efficiency of the CFT was 98.0 f 0.5%. 

The central electron trigger required the existence of a CFT-track of PT > 6 

GeV/c pointing to an electromagnetic cluster of & > 12 GeV. An electromagnetic 

cluster was constructed as a set of contiguous EM trigger towers each with ET> 

3.6 GeV, with at least one tower (the seed tower) with ET> 4 GeV, and with less 
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than 12.5% of the energy in the corresponding cells of the hadronic calorimeter. In 

the plug region, where no tracking information was available, the electron trigger 

simply required the existence of an electromagnetic cluster with ET above a nominal 

threshold of 23 GeV. The central muon trigger required a match within 15” in 4 

between a track-segment in the muon chambers and a CFT-track with PT > 9 

GeV Jc. 

Trigger efficiencies as a function of ET or PT were measured from samples of 

events collected with independent triggers and are displayed in Figure 3. With a 

12 GeV threshold, the trigger efficiency for isolated central electrons of ET > 15 

GeV was determined to be 98.0 410.5% from a study of W and Z events. The slow 

turn-on of the efficiency curve for the plug electron trigger was caused by several 

effects : (i) the trigger calculation of transverse energy assumed that the interaction 

occurred at z=O (the z-vertex distribution had a standard deviation of 30 cm); (ii) 

the trigger only used information from one of the three depth segments of the PEM, 

and the gains in the trigger could only be adjusted to compensate for the partial 

sampling in an average way; (iii) there were gain variations in the PEM quadrants 

that were corrected in the offline analysis but that were not considered in the trigger; 

(iv) there was a small number of non- functioning chambers in the PEM which caused 

a degradation in the response of the calorimeter which was also not accounted for in 

the trigger thresholds. The efficiency of the plug electron trigger was 50 + 6% at 

ET= 30 GeV. The combined level 1 and level 2 trigger efficiency for central muons 

of PT > 15 GeV/c was determined to be 91 f 2%. The inefficiency was found to be 

dominated by the level 1 inefficiency, and is caused mostly by delta rays that affect 

the angle measurement in the muon chambers. Because of a hardware malfunction 
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during the early part of the run, only 3.5 pb-‘of data were collected with the muon 

trigger. Data samples collected by the muon trigger are treated as having the full 

integrated luminosity (4.1 pb-r) and a correction is applied to the trigger efficiency 

to account for the difference in sample size. 

The final layer of triggering, level 3[27] consisted of a farm of 60 Fermilab Ad- 

vanced Computer Program (ACP) [28] modules running a streamlined version of the 

CDF offline reconstruction code. Due to constraints on execution time, only trans- 

verse track projections were reconstructed. For central electrons, the level 3 algorithm 

required that the reconstructed cluster energy be above the level 2 threshold, and that 

there be a track with PT > 6 GeV/c pointing to it. For plug electrons the only re- 

quirement at level 3 was that the reconstructed ET be above 7.5 GeV. The muon level 

3 algorithm required a match of better than 10 cm in I$ between a track of PT > 11 

GeV/c and a track-segment in the muon chambers. 

4 Electron Identification in CDF 

Electron identification in CDF has been described in earlier publications [15],[8] 

and will only be summarized here. In the e + jets analysis we consider electrons in 

the central rapidity region (] 7 151.0). For the dilepton search, electrons in the plug 

calorimeter (1.1 5 ] 71 152.4) are also included. 

4.1 Central Electrons 
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Central electron candidates have a CTC track that extrapolates to an electromag- 

netic cluster in the central calorimeter. An EM cluster is constructed starting from a 

seed tower with ET> 3 GeV and including neighboring towers with ET> 100 MeV. 

The size of the cluster is limited to 3 towers in pseudorapidity (Au = 0.3) by 1 tower 

in azimuth (Ad = 15’). The energy in the corresponding hadronic towers must be 

less than 12.5 % of the energy of the electromagnetic towers. Fiducial cuts on the 

position of the strip chamber shower are applied to be away from calorimeter bound- 

aries to ensure that energy is well measured. The electron fiducial volume covers 84 

% of the solid angle in the region 1~~1 < 1.0. 

The following electron identification variables can be be used to discriminate 

against charged hadrons : (i) the hadronic energy fraction of the cluster, HAD/EM; 

(ii) the ratio of cluster energy to track momentum, E/P; (iii) a comptison of the 

lateral shower profile in the calorimeter cluster with that of test beam electrons, 

Lshare; (iv) the distance between the extrapolated track position and the strip cham- 

ber shower position measured in the 4 (azimuth) and z (along the beam direction) 

views, Ax and AZ; and (v) a &i-squared comparison of the strip chamber shower 

profiles the 4 and z views with those of test beam electrons, x;and ~2. 

The distributions of the identification variables before cuts are shown in Figure 4 

for electrons from a sample of 2 + cc events. The selection of this electron sample, 

which is used to determine cut efficiencies, is described in Section 4.1.3. 

Electrons from converted photons can be removed [15] with high efficiency (88 f 

4%) using tracking information. Any electron without a matching VTPC track or 

with an oppositely charged CTC track forming a low efe- effective mass is rejected 

as a photon conversion candidate. The first requirement rejects conversions occurring 
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at radii larger than the VTPC inner radius, and the second requirement also rejects 

electrons from Dalitz decays of neutral pions. The number of non-conversion elec- 

trons mistakenly rejected by this algorithm depends on the density of tracks near the 

electron. In the inclusive electron sample, which consists predominantly of electrons 

from bottom decay, it is estimated that approximately 5% of prompt electrons are 

rejected by these requirements. 

In the top search, where electrons from semileptonic decays of the top quark are 

expected to be well separated from jet activity, we add lepton isolation requirements 

that reduce backgrounds from misidentified hadrons, photon conversions, and bottom 

or charm decays. A discussion of lepton isolation is given in Section 6. 

The two analyses ( dileptons and e + jets ) presented in this paper use similar 

central electron selection cuts. The requirements used are listed in Table 4, and are 

discussed below. 

4.1.1 Central Electrons in the Dilepton Analysis 

For events in which both electrons are in the central region, one electron is required 

to pass a strict set of cuts and the second electron is required to pass a loose set of 

cuts. This gives better efficiency than applying strict cuts on both electrons, and 

still provides good background rejection. The strict set of cuts is used in dilepton 

categories containing only one central electron ( eg. ep and central electron - plug 

electron events). The loose and strict central electron cuts used in the dilepton 

analysis are listed Table 4. 

In addition to the basic identification criteria, an explicit isolation requirement is 
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imposed on the central electron candidates to minimize backgrounds from misiden- 

tified hadrons and electrons from bottom or charm decays. We require ET- < 

5 GeV, where E.$- is the total transverse energy in towers inside a cone of R G 

$GmGF= 0.4 centered around the electron, excluding the EM and HAD 

depositions in the electron cluster. 

4.1.~ Central Electrons in the e + jets Analysis 

For the e + jets top search we have kept the same electron selection requirements 

of the earlier analysis of Reference [15). With only one high-PT lepton required, 

backgrounds are larger than in the dilepton case. For this reason, the e+ jeta electron 

cuts need to be somewhat more stringent than the strict electron cuts of the dilepton 

analysis ( see Table 4 ). 

Since in the e+jets channel top events are characterized by significant jet activity, 

we use en isolation requirement that is only sensitive to the energy deposited in the 

immediate vicinity of the electron. Specifically, the sum of the ET (Eif’) in the 

calorimeter towers surrounding the electron cluster is required to be below 2 GeV. 

4.1.3 Central Electron Detection EfRciencies 

The efficiencies of the electron identification criteria are determined from a sam- 

ple of 2 + ee events [15], except for the isolation requirement, whose efficiency is 

estimated from the ISAJET [30] top Monte Carlo program and the full detector sim- 

ulation [31]. Distributions of the electron quality variables for electrons from 2 ---t ee 
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Variable 

ET 

HAD/EM 

PT 

E/P 

Lshare 

AX 

AZ 

1 
X. 

d 

Isolation 

l- strict cuts 

> 15 GeV 

< 0.05 

> 10 GeV/c 

< 2.0 

< 0.2 

c 1.5 cm 

-c 3.0 cm 

< 10 

Loose Cuts 

ET- ~5 GeV ET- < 5 GeV 

> 15 GeV 

c 0.055 + 0.045&/100 

> 10 GeVJc 

e + jets Cuts 

> 20 GeV 

< 0.05 

< 1.5 

< 0.2 

c 1.5 cm 

c 3.0 cm 

c 10 

< 10 

E$P< 2 GeV 

Table 4: Central electron identification requirements. 
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Variable Strict Cuts Loose Cuts e + jets Cuts 

HAD /EM 0.97 0.99 0.97 

El=’ 0.96 0.91 

Lshare 0.98 0.98 

A2 0.98 0.98 

A.2 0.99 0.99 

X. 1 0.95 0.95 

Xi 0.86 

Combined 0.88 f 0.03 0.99 f 0.01 0.77 f 0.03 

Table 5: Efficiency of the central electron identification requirements. The errors are 

statistical. 

events are shown in Figure 4. A pure sample of 2 events was obtained by requiring 

first an electron candidate passing the strict selection requirements and then a sec- 

ond isolated EM cluster such that the pair forms a mass between 80 and 105 GeV/cl. 

Since the cuts on the electron identification variables were not applied on the second 

electrons, they constitute an unbiased sample. In Figure 4 we display the electron 

variables for the second cluster. In the cases where both clusters satisfy the strict 

selection requirement, we include an entry in the plot for each electron. 

The central electron identification efficiencies for the different selections are sum- 

marized in Table 5. They are found to be 88 f 3%, 99 f 1% and 77 f 3% for the 

strict, loose, and e+ jeta selection criteria, excluding the 5 % loss of prompt electrons 

associated with the conversion removal. The lepton isolation requirements result in 

a further loss of efficiency which varies slightly with top mass. For a 90 GeV/Z top 
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mass, the efficiencies of these requirements are about 85% for both the dilepton and 

e + jets analyses. 

4.2 Plug Electrons 

Electromagnetic clusters in the plug calorimeter are constructed in the same man- 

ner as in the central calorimeter, except that cluster size can be as large as 5 towers 

in pseudorapidity (An = 0.5) by 5 towers in azimuth (Ad = 25”) (291. Electron 

candidates are selected by imposing the following requirements on plug EM clusters: 

(i) HAD/EM < 0.1 ; (ii) the shower profile in the transverse direction be consistent 

with test beam results, &,, < 10; (iii) the existence of a match between a track 

and a cluster in the calorimeter; because the CTC tracking efficiency drops to ap- 

proximately 50% at In] = 2, VTPC tracks are also used; (iv) there be at least 70% 

of the predicted number of hits in the VTPC (N vTPo) pointing to the cluster; (v) 

the shower be away from the edges of the calorimeter to ensure a reliable energy 

measurement. This last fiducial requirement reduces the pseudorapidity coverage of 

the plug calorimeters to 1.26 < ]q] < 2.22 and the 4 coverage by 11%. 

In addition, two isolation requirements are imposed on plug electrons : (i) I s 

ET-/E= < 0.1, where ET- is the transverse energy deposited in the calorimeter in a 

cone of AR = 0.4 centered around the electron candidate, excluding the electron EM 

deposition, and ET is the transverse energy of the electron; and (ii) there is at most 

one CTC track with PT> 5 GeV/c pointing to the EM cluster. We note that at low 

ET, the calorimeter isolation cut chosen for plug electrons is more stringent than for 

central electrons. This helps reject particle misidentification backgrounds the plug 
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ET > 15 GeV or 30 GeV 

HAD/EM < 0.10 

XL, < 10 

NVTPC > 70% 

Track match require CTC or VTPC track 

Isolation I < 0.1 

at most 1 CTC-track with PT> 5 GeV/c 

Table 6: Plug electron identification requirements. 

region, where the electron identification cuts are less powerful than in the central 

region, especially because of the limited use of CTC tracks (no E/P requirement). 

Plug electrons in the dilepton analysis are required to have ET > 15 GeV, except 

for those event types (see Section 9) where we must rely on the plug electron to trigger 

the apparatus, In those cases, the plug electron threshold in the analysis is raised to 

30 GeV, where the trigger is 5 50% efficient (see Figure 3). 

The plug electron selection requirements are summarized in Table 6. All of the 

efficiencies, except the isolation efficiency, are determined from a sample of Z -+ ee 

events. These events are selected by requiring one central electron satisfying the strict 

cuts discussed in Section 4.1.1 and an isolated plug EM cluster of &> 25 GeV such 

that the invariant mass of the pair is between 80 and 100 GeV/cl. This selection 

results in 89 events; the plug electron efficiency is found to be 0.79 f 0.04 (statistical 

error). 

The efficiencies for the plug electron requirements are listed in Table 7. Distribu- 
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cut Efficiency 

HAD/EM > 0.99 

9 
XtWU 0.96 f 0.03 

--T-l 

NVTPC 0.94 f 0.02 

Track matching 0.84 f 0.04 

Combined 0.79 f 0.04 

Table 7: Efficiency of the plug electron identification requirements 

tions of HAD/EM and of &,, for plug electron candidates from W decays with a 

matching track are displayed in Figure 5. The plug electron isolation efficiency for 

top events is estimated from the ISAJET Monte Carlo and the detector simulation. 

For Mtop = 90 GeV/ca, the efficiency is 87 %. 

Since the expected q distribution of plug electrons in top events is different from 

that of electrons from W/Z decays, we must examine the rapidity dependence of the 

plug electron selection. The only requirement that is found to vary significantly as 

a function of rapidity is the one on the CTC track matching. However, the track 

matching cut that is applied is the logical OR of the CTC and VTPC matching 

requirements. Since the latter requirement has high efficiency at large ~7, the combi- 

nation of the two has negligible rapidity dependence (See Figure 6). 

5 Muon Identification in CDF 

In this section we will describe selection criteria for muons in the rapidity interval 

/q1 < 1.2 . For the analyses discussed in this paper we are interested in the detection 
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of high PQ- ( > 15 GeV/c) muons from t + Wb, W -+ pv decays as well as much 

lower PT muons from the decay chains t -+ b -B Jo or t ---t b -+ c + cc. Muons in 

the forward muon detectors are not considered since their contribution to the total 

acceptance is small. 

5.1 High PT muons 

High transverse momentum muons are identified in the region 171 <1.2 by requir- 

ing that the tower to which the candidate track extrapolates has energy deposition 

consistent with that of a minimum ionizing particle. The region 171 <0.6 is instru- 

mented with muon chambers, outside of the central calorimeters, providing a means 

of triggering and improved muon identification. 

The energy deposited in the calorimeters by muons from cosmic rays passing 

near the beamline is shown in Figure 7. In order to suppress backgrounds from 

hadrons that interact in the calorimeters, we ask that the energy deposited by muon 

candidates from top decay be consistent with that of a minimum ionizing particle. In 

the dilepton analysis the energy deposited is required to be below 2 GeV in the EM 

compartment and below 6 GeV in the hadronic compartment. In the cc+ jets analysis 

the HAD requirement is slightly tighter, since backgrounds are higher when only one 

high PT charged lepton is required. We demand that the sum of the energy deposited 

in the EM and HAD calorimeters be less than 5 GeV. To ensure that the energy 

deposited is well measured, we reject muons that are near a crack in the calorimeter. 

This requirement defines a muon fiducial volume that covers 85% of the solid angle 

for b/l < 1.2. From samples of muons from cosmic rays, 2 + pp, and J/ll, + p@ 
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decays the minimum ionization requirements have been determined to be 98 f 1% 

and 97 & 1% efficient for the dilepton and /.L + jet selection requirements respectively. 

All CTC track candidates are required to pass a number of quality requirements. 

The reconstructed track must be within 0.5 cm from the beamline in the transverse 

plane and within 5 cm of the interaction vertex in the z-direction. These requirements 

are helpful in rejecting cosmic rays and misreconstructed tracks. Their efficiency is 

measured to be > 99% using a sample of electron tracks from W + w decays. 

For muon candidates within the solid-angle subtended by the muon chambers, 

we demand a match in 4 between the extrapolated track and the hits in the muon 

chambers. In Figure 8 we show the distance 6. between the extrapolated track and 

the hits in the muon chambers for a sample of high PT muons. In the dilepton 

analysis we only impose a very loose matching requirement, IS.1 < 10 cm; in the 

p + jeta analysis, where we need more rejection against interacting hadronic showers 

that leak into the muon chambers, the requirement is 16.1 < 1.5 cm. 

To determine the efficiency of the 16.1 cut, we selected a sample of minimum 

ionizing dimuon candidates with pair invariant mass between 70 and 110 GeV/cl. 

From this sample of 2 -+ P/.J candidates, the efficiencies for the IS.1 < 10 cm and 

16.1 c 1.5 cm requirements are determined to be > 99% and 90 f 390 respectively. In 

the latter case the inefficiency is due to delta rays. 

Finally, just as in the electron case, we impose isolation requirements on possible 

t + p candidates. In the dilepton analysis we impose the same isolation requirement 

used on central electrons, ET- < 5 GeV; in addition the sum of the transverse 

momenta of all tracks excluding the muon in a cone of 0.4 centered around the muon 

(Pre) must be < 5 GeV/c. In the p+ jets analysis we require Ep< 1.5 GeV, where 
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Variable 

PT 

q range 

Impact parameter 

z-vertex match 

EM energy 

HAD energy 

Dilepton Analysis Cuts 

> 15 GeV 

1111 I 1.2 

<5mm 

< 5 cm 

EM < 2 GeV 

HAD < 6 GeV 

p + jets Cuts 

> 20 GeV 

1~1 I 0.63 

<5mm 

< 5 cm 

EM < 2 GeV 

EM+HAD<5GeV 

< 1.5 cm 

Ep<1.5 GeV 

Table 8: Identification requirements for high transverse momentum muons. 

the transverse energy is summed over the eight towers surrounding the one traversed 

by the muon candidate. For Mtop = 90 GeV/c’, the efficiencies of the isolation 

requirements are 85% and 80% for the dilepton and p + jeta analyses respectively. 

The high PT muon selection requirements and efficiencies are summarized in Tables 8 

and 9. 

5.2 Muons from bottom decay in top events 

For top masses not much higher than the W mass, the PT spectrum of the bottom 

quarks in the decay t -+ Wb is expected to be soft (see Figure 9). For this reason 

muons from bottom decays tend to have low transverse momentum (see Figure 10). 

Since calorimeter information alone is not sufficient to separate muons from hadrons 
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cut 

Impact parameter 

z-vertex match 

EM & HAD cuts 

IJXI 

Dilepton Analysis Efficiency 

> 0.99 

> 0.99 

0.98 

> 0.99 

Combined 98 f 1% 

p + jets Efficiency ] 

> 0.99 

> 0.99 

------I 

0.97 

0.90 

1 8753% 

Table 9: Efficiencies for the high transverse momentum muon selection requirements. 

in this PT region, the acceptance for muons tram t + b + p and t + b -+ c + p 

is limited to the region covered by the muon chambers (I q 150.63). Furthermore, 

no mimumum ionizing requirement is imposed on the muon candidates, since muons 

from b and c-decays are not expected to be isolated. The only requirements are that 

(i) the muon candidate track pass the same quality requirements listed in the previous 

Section and (ii) that the extrapolated CTC track match with the track segment in 

the muon chambers. 

At the transverse momenta of interest, multiple scattering causes the matching 

between the track and the hits in the muon chambers to be significantly worse than 

for the high I+ muons discussed in the previous Section. We require 16.1 < 15 cm 

for PT < 4 GeV/c and 16.1 < 60 cm/& (GeV/c) at higher transverse momentum. 

The identification requirements are summarized in Table 10. 

To evaluate the efficiency of the 16.1 requirement, we examine a sample of J/ $J + 

~(1 decays. Figure 11 shows the invariant mass distribution of all oppositely charged 

dimuon candidates in the region of the J/$1; these events were selected by requiring 
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Variable Requirement 

PT 2 GeV/c < PT< 15 GeV/c 

rj range 171 5. 0.63 

Impact parameter <5mm 

z-vertex match < 5 cm 

1621 < min(15 cm, 60 cm/&) 

Table 10: Identification requirements for muons from bottom and charm decays in 

tf events. 

a match IS.1 < 10 cm for one of the two muons at the reconstruction stage. The 

transverse momentum distribution of muon candidates with dimuon invariant mass 

(M,,,,) in the signal region 3.0 GeV/Z < M,,, < 3.16 GeV/es, after subtraction of 

the contribution from the continuum underneath the peak, is shown in Figure 12. 

The rather sharp threshold at PT = 3 GeV/c is due to the fact that most of these 

events were recorded with a trigger that required two tracks of PT > 3 GeV/c as 

determined by the track processor. 

With one muon constrained to IS.1 < 10 cm by the selection process, we study the 

unbiased 6. distribution of the other muon for events in the region of the J/~/I peak; 

events in the sideband regions 2.92 GeV/ca < M,,,, < 3.00 GeV/cr and 3.16 GeV/ca < 

M,,,, < 3.24 GeV/d are used to correct for the non-muon background contamination. 

The 6. distribution is well described by a Gaussian of Q = 15 cm/& (GeV/c) (see 

Figure 13), in agreement with expectations from multiple scattering. The efficiency 

of the matching requirements on muons is shown in Figure 14; because of statistical 

fluctuations in the correction procedure, the measured efficiency can be > 100%. 
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6 Lepton Isolation 

After a heavy quark is produced and before it decays, it ‘fragments’ or ‘hadronizes’ 

into a hadron containing its flavor, and some other softer hadrons. Since the products 

of a top hadron decay have a large invariant mass, they distribute over a larger solid 

angle than the decay particles of a lighter quark of the same energy. The leptons 

from a top decay are therefore typically well separated from the acompanying bottom 

jet and from the decay products of the other t-quark in the event. Also due to 

the large mass of the top quark, additional particles (X) produced in the top-quark 

fragmentation, t-quark + t-meson +X, are expected to carry only a small fraction 

of initial parent-quark’s momentum (see Section 10.5). Given these heavy quark 

fragmentation and decay properties, leptons from top decay are expected to be more 

isolated than those from lighter bottom or charm quark decays. Additional energy 

near the leptons can originate from the hadronization of gluons radiated by the initial 

and final state partons (gluon radiation), or from the spectator partons in the @ 

interaction (underlying event). 

Lepton isolation cuts are used in the top analysis to help reduce backgrounds from 

bottom and charm production. The isolation cuts are also useful to reject ‘fake’lepton 

backgrounds from particle misidentification, electrons from photon conversions and 

Dalitz decays, and muons from the decay in Sight of hadrons, since these background 

particles originate from ordinary QCD jets and are surrounded by other activity from 

the jet. These cuts are described in Sections 4 and 5. 

Uncertainties can be introduced in the analysis from the limited knowlege of the 

modeling of the top fragmentation and decays, the modeling of gluon radiation, and 

of the detector simulation of the isolation variables. As a check of the detector 
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simulation, we have compared isolation distribution variables for leptons from 2” 

decays with Monte Carlo predictions (see Figure 15). The distribution of the variable 

E s-, the transverse energy in the towers within a cone of R E dm 

= 0.4, excluding the lepton energy deposition, is shown for central electrons and for 

central muons. For muons, we also show the distribution of P=-, the sum of track 

momenta inside the cone of R=0.4. For plug electrons, the distribution of the isolation 

ratio I = ET-/E+ is shown in Figure 15. In each case, the cut value used in the 

dilepton analysis of Section 9 is shown for reference. The (small) energy detected in 

the vicinity of leptons from 2” decays comes mostly from the ‘underlying event’, or 

fragments from the spectator partons. The good agreement between the data and 

Monte Carlo in Figure 15 gives confidence in the detector simulation and the Monte 

Carlo modeling of the underlying event. For leptons from 2s decays, the efficiency of 

the isolation cuts exceeds 97%. Leptons from top decay are somewhat less isolated 

than those from 2” decays, as can be seen in Figure 16 which shows the distributions 

of the isolation variables for leptons from tf events with A&,,, = 90 GeV/cs. For a 

single lepton from tt; the efficiency of the isolation cuts in the dilepton analysis is 

66%. 

As a further check of the modeling of the energy flow around leptons, the isolation 

distribution of an inclusive electron sample [15], consisting predominantly of leptons 

from semileptonic decays of bottom quarks, has been compared with b6 Monte Carlo 

predictions. Such a comparison is shown in Figure 17, using the variable Ep used 

in the lepton + jeta analysis. E@’ is defined as the sum of the transverse energy in 

calorimeter towers immediately adjacent to the electron cluster. The agreement is 

quite good . 
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7 Jets and Missing Transverse Energy 

The jet reconstruction algorithm used in CDF [32] is a fixed cone algorithm. A 

circle of radius 0.7 in 7 - I$ space is drawn about any tower with ET > 1 GeV. 

The energies in towers with Er > 0.1 GeV inside the circle are added to that of 

the seed tower, the energy centroid is calculated, and a new circle is formed. The 

process is repeated until the list of towers in the circle remains unchanged. If two 

clusters overlap such that one shares more than 50% of the energy, the two clusters 

are merged; otherwise common towers are assigned to the nearest cluster. 

Because of effects of calorimeter non-linearities, gaps in the calorimeter coverage 

near detector boundaries, and energy leakage outside the clustering cone, the jet- 

energies reconstructed by the algorithm are systematically lower than the energies of 

the original partons. The energy degradation of reconstructed jets is a function of the 

ET of the jets and, because of cracks between calorimeter modules, is also a function 

of the location of the jet in the calorimeter. This degradation in response varies 

between 20% and 40% for jets with ET near 20 GeV. The systematic uncertainty in 

the jet energy scale for central jets in the ET range 18-160 GeV is estimated to range 

between 13% and 5% for the lower and higher energy jets respectively. 

The missing transverse energy (ET ) is defined to be the negative of the vector sum 

of transverse energy in all calorimeter towers with 171 < 3.6. The q range is restricted 

because the final focusing magnets of the Tevatron obscure parts of the forward 

hadron calorimeter. To be included in the sum, individual tower energies must exceed 

detector-dependent energy thresholds. These thresholds are 100 MeV in the central 

calorimeters, 300 MeV in the plug EM calorimeter, 800 MeV in the forward HAD 

calorimeter and 500 MeV in the plug HAD and forward EM calorimeters. For events 
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with muon candidates, the &r measurement is corrected by vectorially subtracting 

the energy deposited in the tower traversed by the muon and then adding the PT of 

the muon candidate as measured in the central tracking chamber. 

The resolution on the +r?r measurement depends on the amount of energy in the 

event. For minimum bias events, the resolution for the two components $rTp and $r,, 

of the +??r vector can be parametrized[ll] as -TO& )= 0.47mwhere C ET is the 

total transverse energy in the event. For W + jets events, which have characteristics 

similar to top events, the $7~ resolution is well reproduced by the detector simulation 

(see Section 6). 

8 The Monte Carlo 

The ISAJET Monte Carlo program [30] and the full detector simulation [31] are 

used to determine the acceptances of our analyses to top events. After simulation, 

Monte Carlo events are passed through the complete offline reconstruction in the same 

way as the real data. Corrections are then made to account for the trigger efficiencies, 

and for small differences between the data and Monte Carlo lepton reconstruction 

efficiencies . 

In the Monte Carlo, the branching ratios for the W decays in the process t + Wb 

are set at l/9 for W -B IV and l/3 for W -B d or cz . For b --B p and b - c --) p 

we use the following branching ratios : 

BR(B+p+X) = 10.2% 

BR(D” -p+X) = 7.5% 

BR(D+ d p+X) = 17%, 

(1) 
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in agreement with the most recent values from the CLEO [33] and L3 experiments 

[34] and from the Particle Data Group (PDG) [35]. 

The modeling of the momentum spectrum of muons from bottom decays is im- 

portant in the evaluation of the muon acceptance. The spectrum generated by the 

ISAJET program is in good agreement with the experimental measurement from 

Reference [33]. 

The W + jeta process constitutes the main background to the top search in 

the lepton + jeta channel. W t jeta Monte Carlo data sets are generated with 

the PAPAGENO[36] program, which includes the appropriate tree level matrix ele- 

ments. In the Monte Carlo, the partons generated by PAPAGENO are fragmented 

into hadrons and an underlying event is added to the hard scattering process following 

the method employed by ISAJET. This program is also used to generate tZ events to 

compare its modeling of tt production and decay with those of ISAJET. 

The detector simulation includes effects such as cracks, photon conversions and 

detector resolution. In the simulation, the calorimeter response to hadrons with PT > 

10 GeV/c is adjusted to agree with test beam data; at lower PT the response is tuned 

to reproduce isolated track data collected with a minimum bias trigger. 

In the lepton + jeta top analysis we characterize events by jet multiplicity, where 

we count jets above an & threshold which is set at 10 GeV. The understanding 

of the energy scale in the Monte Carlo, and more importantly, the understanding 

of the jet reconstruction efficiency as a function of parton ET, has been verified by 

comparing with our data on direct photon production[l5] . In events containing a 

high ET photon recoiling against a jet, the jet is expected to balance the photon in 

ET . Since the photon is very well measured in the EM calorimeter, this provides 
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a sample of jets originating from partons of well defined energy. The results are 

summarized in Figure 18, where we show the probability of reconstructing a cluster 

of ET > 10 GeV as a function of the photon ET . Based on this study, and on similar 

studies of the jet ET spectrum for events including electrons recoiling against jets 

[15] the uncertainty on the energy scale is estimated to be 20% for jets with ET of 

10 GeV. 

The & resolution is also well reproduced by the detector simulation. This agree- 

ment is indicated [15] in Figure 19 , where the transverse mass distribution of 

W $ 1 jet events is compared with the prediction from the PAPAGENO Monte 

Carlo program and the detector simulation. This distribution is sensitive to the $T 

resolution, and its shape is in good agreement with the Monte Carlo prediction. 
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9 Dilepton Search 

9.1 tf Dilepton Signature 

Top quarks at the Tevatron are produced mainly in pairs via the process p@ + tf 

(see Section 1). With an expected semileptonic branching ratio of i per lepton, the 

fraction of events with both top quarks decaying entirely hadronically is g, with a 

resulting multijet signature that seems extremely difficult to distinguish from large 

QCD multijet backgrounds. An important enhancement in the signal-to-background 

ratio is obtained by requiring at least one electron or muon in the final state. The case 

in which one top quark decays semileptonically and the other hadronically accounts 

for g of the tf rate for a given lepton species. A search in this channel, leptm + jets, 

in which the presence of a b quark from the top decay is detected via the decay b + /J, 

is presented in a subsequent section of this report. 

In this section, we present results from a search for high-& dilepton final states 

of the processes tt + eg + X, ee t X, and pp t X. The analysis is an extension of 

the previous ep analysis of Reference [14], where we now include the channels ee and 

pp. The search has also been extended to include electrons in the plug calorimeter. 

The simultaneous decay of each of the top quarks into lvb ( I = e or /.L) has 

branching ratios of & for ep, & for cc, and & for pp. These double semileptonic 

decays of the tfpair, with an overall branching fraction of &, constitute the majority 

of the dilepton signal. Small contributions from sequential decays of a daughter b or 

c quark or a r lepton are also considered. 

To separate the tfdilepton events from backgrounds from semileptonic decays in b6 

events, and from charged hadrons that may mimic leptons, the two final state leptons 
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are required to be isolated and to have high transverse momenta. These requirements 

provide a very clean tS signal in the ep dilepton channel, where a small remaining 

background comes predominantly from Z” + rr events with final states containing 

an electron and a muon. The ee and kp channels have important additional lepton 

pair backgrounds from the Drell-Yan mechanism. In the Drell-Yan process, a quark- 

antiquark pair annihilate to produce a virtual photon or a 2’ which decays into 

lepton pairs. Simple kinematical and event topology cuts (dilepton invariant mass, 

dilepton opening angle, and missing transverse energy) are employed to supress these 

backgrounds and are discussed further in this section. 

9.2 Event Selection 

The events selected for the dilepton analysis are classified according to the regions 

where the leptons are detected. We use the notation CE for electrons detected in 

the central calorimeter and PE for those detected in the plug calorimeter. Muons 

detected in the chambers of the central muon detector are denoted by MU. Muons 

directed outside the central muon chambers, which are detected as tracks in the 

central tracking chamber having minimum ionizing energy deposition in the central 

calorimeter, are denoted by MI. The different electron and muon detection fiducial 

regions are illustrated in Fig. 20. There are 10 possible classes of dilepton events : 

CECE, CE-MU, CEMI, CE-PE, MU-MU, MU-MI, MU-PE, PE-MI, PE-PE and 

MI-MI. Since leptons from top decay are emitted preferentially in the central rapidity 

region, the PE-PE category, having both electrons in the plug region, has less than 

2% of the total dilepton acceptance. Since muons outside the muon chamber coverage 

do not trigger the apparatus, the MI-MI category also has negligible contribution. We 
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will consider only the first 8 categories. 

The electron and muon identification variables used in the dilepton analysis have 

been described in Sections 4 and 5. A transverse momentum cut on the leptons 

is chosen to preserve a large portion of the top signal, while rejecting much of the 

backgrounds from b6 decays and from particle misidentification. These backgrounds 

have lepton transverse momentum spectra that fall much faster than for the case of 

tf. The predicted number of e/.~ events detected with both leptons above a common 

threshold Py, is shown in Fig. 21 as a function of this threshold, for Monte Carlo 

66 and tf events. The significant difference between the lepton spectra of signal and 

background motivates a choice of transverse momentum threshold of 15 GeV/c on 

both leptons. Events in the signal region are thus required to have both leptons above 

Pp = 15 GeV/c. 

All categories of dilepton events, with one exception, can be triggered by one or 

both of the central electron and muon triggers, which are highly efficient at the 15 

GeV/c threshold. For events in the PE-MI category, because of triggering consid- 

erations, we have raised the threshold on the plug electron to E$. = 30 GeV. At 

this threshold, the plug calorimeter trigger, needed to collect PE-MI events, is 50% 

efficient (see Section 3). 

Further improvement in the signal-to-background ratio is achieved by placing iso- 

lation cuts on the leptons. These cuts are discussed in Section 6. 

After the lepton identification, isolation, and transverse momentum cuts, 4 ep, 

271 ee, and 112 pp dilepton events are found in the data. 
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9.3 Dilepton Data and Final Event Topology Cuts 

After the dilepton event selection cuts, additional kinematical and event topology 

cuts are used to reduce backgrounds. The event topology cuts are summarized in 

Table 11. A back-to-back cut requiring A& < 160”, where A& is the dilepton 

azimuthal opening angle, is placed to supress a small background in the ep channel 

expected from 2 -+ rr, b6 and particle misidentification. Large backgrounds from 

Z” and Drell-Yan events in the dielectron and dimuon channels, are also reduced by 

the back-to-back cut. Added rejection is obtained by applying a dilepton invariant 

mass window cut around the 2’ peak and a missing transverse energy cut. We remove 

ee and ,UP events with dilepton invariant mass in the range 75 < Mrc < 105 GeV/cs or 

with missing transverse energy $r < 20 GeV. The intermediate 7 or 2’ in Drell-Yan 

events is produced mainly at low transverse momentum, and therefore gives rise to 

dileptons with nearly balancing momenta (back-to-back) in the transverse plane . In 

addition, since there are no neutrinos in these events, the missing transverse energy 

tends to be small, being due only to fluctuations in the calorimeter measurement. 

In contrast, the opening angle and missing energy cuts preserve a large part of the 

top signal. In tf events, the two t-quarks are emitted back-to-back in the transverse 

plane, with only small imbalances due to gluon radiation of the incoming partons or 

of the outgoing quarks. Since the directions of the products of the decay of heavy 

top quarks are not strongly correlated with the top direction of flight, most of the 

dileptons from tE survive the A& cut. Also, due to the presence of two neutrinos in 

the final state, tf dilepton events will likely satisfy the $r requirement. For &ftrrp = 90 

GeV/cl the A& and $r cuts have a combined efficiency of N 60%. 

33 



9.3.1 .sU 

The lepton transverse momenta for the 4 electron-muon events are shown in Fig. 22a. 

The transverse momentum of the least energetic lepton for each event is plotted in 

Fig. 22b against the dilepton azimuthal opening angle. Before the final back-to- 

back cut we expect 4.7 ep events from backgrounds, mostly from Z” -+ TT, b6, and 

particle misidentification (see Section 9.6). The back-to-back cut is expected to reduce 

backgrounds by a factor of four, while preserving 64% of the tl signal for Mrop = 90 

GeV/c*. Figures 23 and 24 show the corresponding lMonte Carlo distributions for tf 

and for 2’ + rr events, respectively. 

After the final back-to-back cut only one candidate ep event, the one with the 

highest transverse momentum leptons, is left in the data. The three events rejected 

have an electron in the plug calorimeter and therefore had not been found in the 

previous ep analysis of Reference [14]. They also have small & , and are consistent 

with being background events. 

The event in the signal region is the same one found in the previous analysis [14]. 

It has an isolated central electron with Et of 31.7 GeV and an isolated opposite 

sign muon (MI) with PJ of 42.5 GeV/c with a dilepton azimuthal opening angle 

of 1370. Other characteristics of the event include the presence of a second muon 

candidate with transverse momentum of 9.9 GeV/c in the forward muon detector, 

and two small calorimeter clusters with observed transverse energy depositions of 

14 GeV and 5 GeV. Figures 25 show a tracking chamber display and a calorimeter 

display for the candidate. Some properties of the event are summarized in Table 12. 

The calculation of backgrounds for the dilepton channels is discussed in Section 9.6. 

Here we note that for the ep channel we expect a total of 1.2 f 0.5 background events 
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after the back-to-back cut. The most important backgrounds are : 0.3 f 0.2 event 

from b6, 0.2 k 0.1 event from 2’ + T’T, 0.12 IL 0.01 from WW and 0.6 Jo 0.4 from 

particle misidentification. All these backgrounds, except for WW, have rapidly falling 

lepton spectra and concentrate near the 15 GeV/c’ lepton Pr threshold. Based on 

this information alone, the event in the signal region could be interpreted as a WW 

event. The dilepton kinematics of WW diboson events is very similar to that of tt 

when the top quark mass is above the W mass. However, differences between these 

two types of events arise from the presence of two b-quarks which can give extra jets 

or leptons in a tf event. Considering that the ep event has some jet activity, and 

more notoriously, that is has a second muon in the forward region, the interpretation 

as a WW diboson event is less likely. We point out too, that muons from b decay in 

tfevents tend to be produced in the central region, and a muon in the forward region 

is not typical of such events. 

9.3.2 ee,pp 

The dilepton invariant mass (&) distribution is shown in Fig. 26 for the 271 di- 

electron events, 112 dimuon events, and for Monte Carlo tE --t 12 $ X events with 

Mt, = 90 GeV/cs. Monte Carlo Dreli-Yan and 2’ predictions which are also shown 

in this figure are in good agreement with the ee and pp data. Measurements of 

the Drell-Yan and 2’ cross section times branching ratio into dielectrons have been 

reported in earlier publications by CDF [38, 61. R emoval of the majority of Z” back- 

grounds is achieved by rejecting events with 75 < Ml, < 105 GeV/cs. The data 

sample is reduced to 50 ee and 15 n/~ events with this requirement. 

The distribution in the $r - A& plane is shown in Fig. 27 for tf + 11 t X 
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Monte Carlo events with dilepton mass outside the 2’ region. The corresponding 

distributions for CDF dielectron and dimuon data are shown in Fig. 28. After impos- 

ing the dilepton azimuthal opening angle and the missing transverse energy cuts, no 

dielectron or dimuon events are left in the data. 

9.4 Efficiencies for tf+ 11 + S 

We now describe the determination of the efficiencies that relate the observed cross 

section for dilepton events in the signal region to the total tlproduction cross section : 

ffob. = Q~F ’ Br . ETchI . (2) 

In this expression, the total efficiency for dileptons, ~.~,,l, is normalized to Br = 

A, the double semileptonic branching fraction into ep,ee,or p,u. It can be decom- 

posed into several parts and written as : 

CT.tal = c ~Gem.PT ’ CTrippev CId . CID * ~Evrnt I (3) 
Evmi do,. 

where the sum extends over the 8 dilepton event classes under consideration. 

The acceptance due to geometrical and transverse momentum cuts, cGampTr is 

the fraction of tE events with dileptons inside the fiducial region and passing the P= 

cuts. This acceptance is determined by using the ISAJET Monte Carlo[30] event 

generator and the geometry of the CDF detector. 

As mentioned in Section 9.1, contributions to the signal in addition to the direct 

semi-leptonic decay of the tE pair, such as t + b, c -* 1 and t + r + 1, are also 

counted. Table 13 shows the contributions for various top-quark masses. Double 

semileptonic decays account for about 80% of the signal. The next most abundant 
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source for MiW 21 90 GeV/c* is from events with at least one lepton from the decay 

of a r daughter of one top quark. 

The trigger efficiency ~~~~~~~~ for each dilepton class is determined using the effi- 

ciencies measured for the single lepton triggers (Section 3). An additional correction 

is applied on the efficiency of the central muon trigger which was not operational 

during the earliest 15% of data taking. For dilepton events in categories that can 

be collected with two of the lepton triggers, the trigger efficiency is computed as is 

1 -ft. fi, where fi and fi are the separate probabilities for failing the first and second 

lepton triggers, respectively. 

The the efficiency of the lepton isolation cuts, c~.d, is determined using ISAJET 

Monte Carlo events with full detector simulation. The efficiency of the identification 

cuts on isolated dileptons, EID, is determined from Z” + e+e- and Z0 + pfp- 

events. Finally, ~~~~~~ is the fraction of Monte Carlo events passing all previous cuts 

which also satisfy the event topology cuts. The various efficiency terms are listed for 

each of the dilepton categories in Table 14, for ML* = 90 GeV/cZ. The total dilepton 

efficiency at this mass is ET.~,,~ = (16.2 i 1.8) %, corresponding to 0.162 x & = 0.80% 

of the tt cross section. Uncertainties in the top dilepton efficiency are discussed in the 

next section. The (small) top quark mass dependence of the efficiencies is illustrated 

in Fig. 29. 

9.5 Uncertainties in the Dilepton Efficiency 

The total efficiency for detecting dileptons from tt; ET.~~, is affected by systematic 

uncertainties associated with each of the factors on the right hand side of Equation 3. 

We estimate a 4% uncertainty in the acceptance due to geometrical and PT cuts 



coe-.r+. This was the variation observed in this acceptance when the PAPAGENO 

Monte Carlo calculation was used instead of ISAJET. The uncertainty due to trigger 

efficiency ej-ligser for dilepton events is taken as 2%, which is an upper bound from 

propagating the uncertainties in the measurements of the single lepton triggers (see 

Section 3). 

The uncertainty in the efficiency of the isolation cuts is 4% per lepton, resulting in 

an 8% uncertainty in =I,.,(. For a single lepton from tf, uncertainties in the isolation 

efficiency originate from uncertainties in the Monte Carlo gluon radiation model (3%), 

in the top fragmentation model (I%), and from the simulation of the calorimeter (2%). 

The uncertainty in the efficiency for detecting isolated dileptons, eon is 5% and 

results from propagating the uncertainty in the measurement of the efficiency of the 

identification cuts on single leptons from Z” decays (see Sections 4 and 5). Finally, we 

assign a systematic uncertainty of 2% on the efficiency of the final event topology cuts. 

This uncertainty in snvcnt reflects the overall change in efficiency caused by varying 

the & cut by 20%, to represent the uncertainty in the calorimeter (jet) energy scale. 

Adding these uncertainties in quadrature together with a 3% uncertainty due to 

Monte Carlo statistics, gives a total uncertainty of 11% on cT.~d. An additional 6.8% 

uncertainty in the measurement of integrated luminosity must added in quadrature to 

the uncertainty in ctotd to obtain the uncertainty in the number of tf dilepton events 

expected in the data sample. 

9.6 Backgrounds 

The tt dilepton signature can be mimicked by dilepton final states of Drell-Yan events 

(r/Z’ --t ee,pp or r/Z” -+ rr + e~,ee,~~), diboson events (WW or WZ + 
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ep, ee, /.LP), or heavy flavor events (b6 or CE -+ ep, ee,/q~). Events from ordinary QCD 

jet or W+jet processes, with at least one misidentified lepton, conversion electron, or 

muon from hadronic decay-in-flight can also simulate the tE signature and are referred 

to as ‘fake dilepton’ backgrounds. In what follows we present estimates of the number 

of the various types of background events expected in the dilepton data sample. 

The detection efficiency for the Drell-Yan, diboson and heavy flavor backgrounds, 

is decomposed into various terms, in the same way as was done for the tf signal, 

which is described in detail in Section 9.4. As before, the ISAJET Monte Carlo event 

generator was used together with a detector simulation to determine the geometri- 

cal and kinematical acceptance, the efficiency of the lepton isolation cuts, and the 

efficiency of the event topology (background rejection) cuts. Also as before, we used 

lepton identification efficiencies measured for isolated leptons from Z” and W events, 

and trigger efficiencies measured in data collected with independent triggers. The 

resulting number of background events expected in the data sample, both before and 

after the application of the event topology cuts, is shown in Table 15. The cross 

sections used to predict the background yields of Table 15 are those from ISAJET. 

The overall efficiency of the event topology cuts is shown in Table 16 along with the 

separate efficiencies of the invariant mass, back-to-back, and missing ET cuts. We note 

that in order for Drell-Yan events to pass these cuts, they must have an intermediate 

7 or Z” produced at high 4. Such events will have dileptons which are not back-to- 

back, and jets. The jets can give rise to significant missing transverse energy when a 

large fluctuation in the calorimeter measurement occurs. More than 85% of the Monte 

Carlo ee and pp Drell-Yan events passing the event topology cuts have &(7 or Z’) > 

50 GeV/c. Only a small fraction (2%) of Drell-Yan events are produced at such high 
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PT. Since the modeling of the tail of the PT distribution is important, it is desirable 

to become independent of of the Monte Carlo prediction in this respect. Therefore, 

the shape of the & distribution measured for Z” events [39] was incorporated into the 

background estimation. The Drell-Yan event topology efficiencies were determined 

as a function of &(Iy or 2’) by using Monte Carlo, and were then convoluted with a 

parameterization of the measured PT distribution [39]. Results for the event topology 

cut efficiencies and background are included in Tables 15 and 16. 

The ‘fake dilepton’ backgrounds were calculated separately for each of the 8 dilep- 

ton categories using a common method. For concreteness, we now consider the ep 

case. The number of ep events with a fake muon can be estimated by allowing fake 

muons into the sample by removing the calorimeter minimum ionizing cut. The fake 

muon contamination in the final sample can be calculated from the number of extra 

events accepted without the minimum ionizing cut, combined with the probability for 

an ordinary isolated particle to satisfy the minimum ionizing cut. The ‘fake probabil- 

ity’ per isolated track is obtained from a background sample of events collected with 

a jet trigger with an ZT threshold for the jet of 20 GeV. The process is repeated for 

the electron side, i.e. the fake electron contamination in the final sample is derived 

from the number of events added to the sample by relaxing the electron identification 

cuts on EM clusters, and from a fake probablity for an EM cluster of the jet trigger 

background sample to pass the strict electron identification criteria. 

Let N be the number of events in the sample (before topology cuts) for a given 

dilepton category and N’ the total number of events accepted when the lepton iden- 

tification requirements on one lepton are relaxed. The number of real and fake events 
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(NR, NF) in the sample can be solved from the following equations : 

N = NR + NF (4) 

NR= PRN; (5) 

NF = P.FN~ (6) 

N’= Nkf N;, (7) 

where Nk and Nh are the number of real and fake events, respectively, in the sample 

with the relaxed cuts. PF is the fake lepton probability per isolated track as described 

earlier; Pa is the efficiency for a lepton passing the relaxed cuts to also pass the tight 

cuts and is determined using leptons from Z” decays. Table 17 shows the values of 

PR and PF for the various lepton classes. To obtain the background expected after 

topology cuts, we scale NF by the fraction of the events (added to the sample when the 

lepton identification requirements are loosened) that pass the topology cuts. Results 

for the number of fake events expected before and after topology cuts are presented 

in Table 18. 

9.7 Summary of the Dilepton Analysis 

We have searched for tt + ep, ee or ,up + X in data containing two high-l+ leptons. 

To suppress backgrounds coming predominantly from Drell-Yan events, we applied 

cuts on Ml,, A& and &. The dilepton selection has an overall efficiency of 0.80 f 

0.09 % for all produced tf events with M1, = 90 GeV/cr. A total of 7.9 (4.9, 3.0) 

tf dilepton events are expected in the data for Mt, = 80 (90, 100) GeV/c”. No ee 

or pp candidates are left in the data after all cuts are applied. One ep candidate 

event is found in the tE signal region. Although some characteristics of the candidate 

41 



(especially the presence of a second muon in the forward region) are atypical of the 

main background processes, it is not possible to give a firm conclusion about the 

identity of this event. 

Based on the observation of one event in the signal region, a limit on tfproduction 

is presented in Section 11. A combined limit obtained by using the results of both 

the dilepton and b -+ ~1 (Section 10) analyses is also presented in Section 11. 
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Dilepton Channel Topology Cuts 

w A&, < 160° 

reject 75 < M~I < 105 GeV/cZ 

A& < 160” 

& > 20 GeV 

Table 11: Dilepton topology cuts. 
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Run 19250. Event 20435. 

Central Electron 

Central Muon 

Forward Muon 

Jet 1 

l-l Jet 2 

Charge 

+ 

- 

-I- 

PT 

[GeV/cl 

31.7 

4 

[degrees 

-0.81 132 

42.5 -0.80 269 

9.9 

14 

5 

-2.0 

1.1 

-2.8 

98 

341 

88 

Table 12: Characteristics of the top candidate event. Observed calorimeter ET is 

used in the PT column for the electron and jet clusters. 
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Mop [GeV/c’l 

70 80 90 100 

i)t+I 0.80 0.78 0.82 0.74 

ii) 7 + 1 0.08 0.09 0.12 0.11 

iii) b,c + 1 0.12 0.13 0.06 0.15 

Table 13: The fractions of tf + I1 + X having: i) both leptons coming directly from 

the top decay; ii) at least one lepton coming from the decay of a r; and iii) leptons 

coming from the decays of a b or c quark. 
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Event class EGeorn.P~ CTvigpe EIIOI CID EEvent ~TLd.l 

% % % % % % 

CE-CE 6.7 100 77 89 61 2.9 

CE-MU 9.2 100 71 84 85 4.6 

CE-MI 7.5 98: 74 84 a3 3.8 

CE-PE 3.8 99 76 67 53 1.0 

MU-MU 3.1 85 65 96 70 1.2 

MU-MI 4.6 78 68 96 58 1.4 

MU-PE 2.5 81 70 77 91 1.1 

PE-MI 1.0 05 74 77 90 0.42 

Total 38.3 94.4 72.6 64.3 73.3 16.2 + 1.8 

Table 14: Dilepton detection efficiencies for M,, = 90 GeV/cZ. The total dilepton 

efficiency at this mass is erotd = (16.2 & 1.8) %. 
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Number of events in 4.1 pb-’ 

before topology cuts after topology cuts 

w z + T7 1.4 0.2 zt 0.1 

ww 0.15 0.12 i 0.01 

wz 0.03 0.022 i 0.004 

b6 1.5 0.3 i 0.2 

Fake 1.6 0.6 i 0.4 

Total Bg. Expected 4.7 1.2 + 0.5 

CDF Data 4 1 

ee, w z + 9-T 1.8 0.06 zk 0.03 

ww 0.12 0.071 f 0.007 

wz 0.083 0.007 f 0.001 

7/z -+ ==, PP 342 0.9 f 0.7 

b6 3.9 < 0.01 

Fake 3.7 0.4 f 0.1 

Total Bg. Expected 352 1.5 f 0.8 

CDF Data 383 0 

Table 15: Dilepton yields in 4.1 pb-‘. 



CM.*, E‘W % EE”mt 

% %% % 

w z -+ 77 13 - 13 

ww 79 - 79 

wz 75 - 75 

ee,w z + 9-r 97 10 8.5 3.1 

ww 83 77 77 61 

wz 12 92 62 8.2 

-I/Z + ee,w 14 16 2.1 0.27 

Table 16: Efficiencies of the event topology cuts on the various background processes. 

Only the back-to-back topology cut is applied in the ep channel. 

Lepton Type PR PF 

CE (tight) 0.85 f 0.03 0.004 f 0.002 

CE (loose) 0.96 3~ 0.01 0.059 zt 0.007 

PE 0.79 31 0.04 0.09 f 0.01 

MU 0.98 f 0.01 0.11 * 0.04 

MI 0.98 f 0.01 0.010 l 0.004 

Table 17: The probabilities for passing the identification cuts for real leptons (PR), 

and for isolated EM clusters or tracks (PF). 
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Dilepton Class Before Topology Cuts After Topology Cuts 

CEMU+CEMI 0.9 + 0.4 0.3 l 0.2 

PEMU+PEMI 0.7 * 0.4 0.3 f 0.3 

Total e/.~ I 1.6 z!c 0.6 I ~~ ~~~~~~~~~~~~~ ~~~ ~~~~~~~ 0.6 f 0.4 1 

CECE 1.2 * 0.2 0.09 f 0.04 

CEPE 2.0 f 0.8 0.10 f 0.05 

MUMU+MUMI 0.5 f 0.3 0.10 f 0.05 

Total ee + /L/L 3.7 f 0.9 0.4 f 0.1 

Table 18: The number of fake dilepton backgrounds expected in 4.1 pb-‘. 
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10 Tagging b quarks in top semileptonic decays 

10.1 Introduction 

The dilepton decay modes of the tEpair discussed in Section 9 have lower branch- 

ing ratios than those involving hadrons. While the purely hadronic decay modes of 

the pair are difficult to distinguish from more copious QCD backgrounds, the modes 

in which one of the top quarks decays semileptonically into bev or bpv and the other 

top quark decays into hadrons can be used to look for top. In previous publications 

[15] we have reported on a search for top production in events with high-& electrons, 

missing transverse energy and and at least two jets, in which we established a 95% 

C.L. lower limit on the mass of the top quark of 77 GeV/cs. The most important 

background to the search is from high PT W events produced in association with 

jets ( pp --t W + 2 jets, W -P ev). The method used to discriminate against this 

background is based on the transverse mass distribution of the electron and the & 

(neutrino) and breaks down for top masses at or above the W mass (Mw), when 

the top quarks decay into real W bosons. Therefore, to extend the sensitivity to top 

masses higher than Mw, a different way of rejecting the background is needed. 

The process tt + evb q$ differs from W + 2 jets production in that there are 

potentially four jets in the final state and, if A&, > Mw, two of the jets come from a 

hadronic W decay. The previous analysis required detection of a high ET (ET> 20 

GeV) electron, &- > 20 GeV and at least two jets of ET > 10 GeV. It seems natural 

to try to extend the analysis by requiring additional jet activity in the event and/or 

requiring that two of the jets form an invariant mass equal, within the resolution, to 
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Mw. However, for top masses slightly above the ‘CV mass, the kinetic energy liberated 

in the top decay is small, so that the pr of the b quarks in the laboratory frame is 

small (see Figure 9) and the probability for reconstructing the b-quark as a separate 

jet is not large (see Figure 18, where we show the probability as a function of PQ- for 

a parton to be reconstructed as a jet of ET > 10 GeV in the detector). The rates 

of expected top events with three jets are degraded significantly enough that the 

background from W + 3 jets remains very important. Furthermore, the extraction of 

a top signal from the invariant mass distribution of jets is also problematic because 

of the large uncertainties in the jet energy scale, the poor di-jet mass resolution, and 

the non-negligible background from W + jets. For these reasons we have chosen 

a different approach, namely to tag the bottom quarks in top events through their 

semileptonic decay into muons (b + ~1 or b -+ c -+ p ; see Figure 30). We search 

for low transverse momentum muons in the lepta + jets samples, where the high-& 

lepton is either a central electron or central muon. 

10.2 Lepton + jets Event Selection 

The selection of the e + jets events is identical to that of the previous analysis[l!i], 

and will only be summarized here. We select events with one isolated central electron 

with & > 20 GeV with the requirements described in Section 4 and with & > 20 

GeV. Events with an additional electromagnetic cluster such that the invariant mass 

between this cluster and the electron candidate is above 70 GeV/c2 are tagged as 

possible Z candidates and removed from the sample. Finally, we require that there 

be at least two jets with ET >I0 GeV and ]n] < 2 , where the pseudorapidity 
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is determined from the center of the detector rather than the event vertex. This 

requirement ensures that the jets are contained in the central or plug calorimeters. 

There are 104 events satisfying these criteria. Their transverse mass distribution 

is shown in Figure 31 [15] , together with a prediction for the CV+Z jets process from 

the PAPAGENO Monte Carlo, including full detector simulation. The agreement 

in the transverse mass shape between the data and the CV + 2 jets Monte Carlo 

prediction is good. Events from b or c semileptonic decays, misidentified hadrons and 

residual photon conversions are expected to concentrate in the lower transverse mass 

region. By comparing the rates of isolated and non-isolated electrons passing all the 

cuts except isolation, we estimate the contribution of this class of events to the data 

sample to be N 12%. 

The p + jeta selection mirrors the c + jets selection : we require an isolated, high 

transverse momentum (P~>20 GeV/ ) c muon (see Section 5), &r > 20 GeV and at 

least two jets with ET >lO GeV and ]n] < 2 . Events with an additional muon 

candidate such that the invariant mass of the two muons is within 20 GeV/cs of the 

Z mass are rejected. A total of 91 events pass these selection criteria. 

The transverse mass of the /L + jets events is displayed in Figure 32. Just as 

in the e + jets case, there is a clear Jacobian peak near the W mass, as expected 

from W -+ PLY decays. Because of the limited acceptance of the muon chambers, 

it is expected that a small number of 2 + jeta events remain in the sample. The 

background from misidentified hadrons and muons from bottom and charm decays 

would appear preferentially at low transverse mass. From the shape of the transverse 

mass distribution, and from a comparison of the relative rates of ,u + jets and e + jets 

events, the non-W/Z background in the n + jets sample is estimated to be less than 
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20% [37]. 

10.3 Searching for Muons from Bottom Decays 

To separate a possible top signal from the W + jets background we perform a 

search in the 104 electron and 91 muon events for additional muon candidates from 

decays of the b or c quarks produced in top events. The selection requirements for 

these muons, which are expected to have a soft PT spectrum (see Figure lo), are de- 

scribed in Section 5.2. The muon acceptance extends down to transverse momenta of 

approximately 1.6 GeV/c. Muons of lower momentum are stopped in the calorimeter 

without reaching the muon chambers. However, because of uncertainties in the detec- 

tion efficiency of the lowest momentum muons, a lower transverse momentum cutoff 

of 2 GeV/c is imposed in the search. Furthermore, the additional muon is required 

to have transverse momentum below 15 GeV/c, to avoid overlap in acceptance with 

the dilepton search described in the previous section. 

If the top quark mass is in the vicinity of the W mass, the two most energetic jets in 

top events are expected to originate mostly from hadronic W decays (t + Wb, W -+ 

@ ) and very rarely from the hadronization of the b-quarks. Therefore muons 

from bottom decays tend to be separated from the two highest-& jets. In order 

to minimize the background to the muon signal from decays-in-flight and hadron- 

shower leakage into the muon chambers in W + jeta events, the muon candidates 

are required to be well separated in the detector from the two highest ET jets, 

where the track density and therefore the probability of reconstructing a fake muon is 

highest. We eliminate muon candidates within cones of radius AR = JAQ + ArlS 
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= 0.5 centered around each of the two most energetic jets. The size of the cone 

has been chosen from studies of muon candidates in a sample of QCD jet events of 

ET> 10 GeV (see Figure 33; the majority of these muon candidates are fake muons; 

the contribution from prompt muons is negligible). This requirement reduces the 

acceptance for top events by approximately 25%. 

The results of the search for additional muons of 2 < PT< 15 GeV/c in the 195 

leptm+ jets events are displayed in Figure 34, which shows the q-4 distance between 

the p candidates and the nearest of the two most energetic jets in the event. There 

are no candidate muons in the signal region, AR > 0.5. 

The expected background rate from shower leakage and decays-in-flight of kaons 

and pions in W + jets events can be estimated from the same sample of QCD jet 

events described above. From these events we determine the probability, as a function 

of PT, for a track pointing to the muon chambers to satisfy the very loose muon 

requirements (see Figure 35). We determine this probability separately for tracks 

inside a jet and for tracks outside a jet. We can then convolute these probabilities 

with the PT spectra of tracks inside and outside the jets in the 195 lepta + jets 

events (see Figure 36). In this manner we predict 7.7 background muon candidates 

of PT > 2 GeV/c with AR < 0.5; we see 9. The expected background rate in the 

signal region AR > 0.5 is 0.9 events. 

10.4 Acceptance Calculation 

The acceptance for top events is determined from the ISAJET Monte Carlo 

and the detector simulation, as described in Section 8. In the acceptance calculation 

we include contributions from decay modes different from tT -B qqb 1~6, (I = e or p), 
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lr n 
Decay mode of tE Acceptance contribution 

(1) qqb 1~s N 79% 

(2) evb Idi -8% 

(3) qqb rvi, T + 1 z 5% 

(4) rvb lv& 21 4% 

(5) /u/b lvf; 21 2% 

(6) rvb 1~6, T -a /i N 2% 

Table 19: Decay modes of the tYi pair and their relative contributions to the accep- 

tance in the leptmt + jets channel with one additional muon. The symbol I denotes 

the high PT electron or muon. In modes (l)-(5) the additional muon originates from 

the decay of one of the b-quarks in the event. In mode (6) the additional muon is 

from the decay r + ,n. 

that are expected to contribute events in the signal region (see Table 19). These 

events increase the acceptance by approximately 20 %. 

The relative contributions to the muon signal in the Monte Carlo from t -+ b + /A 

and t + b + c -+ p are approximately 70 and 30 %. A small (- 2%) expected 

contribution from t -+ b -+ r + p is included in the acceptance calculation. The 

ISAJET tT Monte Carlo also produces muons at a small rate through initial state 

gluon radiation, pp + tt g, 9 + cz or g + bi; followed by c + p or b + cc. The 

contribution from this class of events is uncertain and therefore is ignored in the 

acceptance calculation. Muons from misidentified hadrons in tf events are also not 

included in the acceptance calculation. The overall acceptance to top events of this 

analysis is shown in Table 20. 
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I/ ‘%P t -4~ 1 f~ 11 
0.042 f: 0.003 

Table 20: A,, is the acceptance to top events of the combined e + jets and p + jets 

selections. 24/81 is the sum of the two branching ratios for the e + jets and p + jets 

channels. f,, represents the fraction of lepta + jets events where we would expect to 

detect at least one additional muon from bottom or charm decays with AR > 0.5. 

10.5 Acceptance Uncertainties 

There are a number of uncertainties in the evaluation of the acceptance of this 

analysis to ti events. The branching ratios for b + p and b + c --t ,u enter directly 

in the calculation, so any uncertainties in their values is reflected in an uncertainty 

in the acceptance. As discussed in Section 8, in the Monte Carlo calculation we use 

branching ratios compatible with values from the CLEO experiment and the Particle 

Data Group. The uncertainties on the CLEO branching ratio measurements are 4 % 

and 7 % for b + p and b -+ c + Jo respectively. Given the relative contributions to 

the expected signal from direct and sequential decays (which are given in the previous 

Section), these uncertainties result in a 5 Yc uncertainty in the acceptance. 

The acceptance is also sensitive to details of the bottom quark fragmentation. 

This is because the efficiency of the requirement PT> 2 GeV/c on muons from b 

decays depends on the fraction of the b-quark momentum taken up by the bhadron 

after fragmentation. ISAJET uses the Peterson fragmentation model [40] to turn 
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b-quarks into b-hadrons : 

a!+) = *p-/L]’ 

where DC(z) is the probability that a quark Q will form a hadron II with momen- 

tum fraction * = :EE=ppcL:I;, E is the energy, pr. is the longitudinal momentum, and 

N is a normalization constant. This model has been used to describe b and c frag- 

mentation properties in e+e- experiments. For bottom quarks the measured value of 

e is E = 0.006 zt 0.003, corresponding to an average value < I >= 0.83 f 0.03 [41]. A 

larger (smaller) value of E corresponds to a ‘harder’ (‘softer’) fragmentation. 

ISAJET employs an independent fragmentation model to turn partons into hadrons. 

The model does not rigorously conserve energy. Energy conservation is imposed at 

the end of the event generation by appropriate resealing of all three-momenta of the 

final state particles. This rescallng distorts the input D;(z) function. An adjustable 

bottom quark fragmentation parameter in ISAJET is chosen in such a way that the 

average value of .a in Monte Carlo bi5 events after resealing agrees with measure- 

ments from efe- experiments. We have checked that adjusting the b-fragmentation 

in ISAJET to correspond to the Peterson form with c = 0.009 (one Q away from 

the measured central value) changes the acceptance by less than 3 %. We have also 

investigated the sensitivity of the acceptance calculation to the ISAJET top fragmen- 

tation assumption. We find that when the e parameter in the fragmentation of top 

quarks in the Monte Carlo is changed from the ISAJET default value of 0.5/M&, to 

1.5/M:,, the leptcm + jeta acceptance is reduced by less than 3 %. 

Uncertainties in the understanding of the jet energy scale are reflected in an un- 



certainty in the efficiency of the leptm + jets selection, where we demand that there 

be at least two jets with ET> 10 GeV. As discussed in Section 8, the energy scale 

is known to &20% for jets of ET near 10 GeV. Scaling sll the jet energies in the 

Monte Carlo by 4~20% changes the acceptance by ztS%. Varying the parameters of 

the calorimeter simulation changes the efficiency of the isolation requirements by less 

than 3 %. 

The ISAJET tf Monte Carlo generator includes radiation of gluons from the 

initial and final state partons. Emission of these gluons increases the jet multiplicity, 

and therefore increases the efficiency of the number-of-jets requirement. On the other 

hand, the presence of additional jets results in a lower lepton identification efficiency, 

since the probability of a overlap between a lepton and a jet is increased. We find that 

disabling gluon radiation in ISAJET increases the efficiency of the lepton isolation 

requirement by 5 % and decreases the efficiency of the jet multiplicity requirement 

by 15 %, for a total change in acceptance of 10 %. The uncertainty due to the 

Monte Carlo model of gluon radiation is taken to be one-half of this change, i.e. 5 

%. Other features of the ISAJET modeling of tf production and decay have been 

compared with results from the PAPAGENO program. We find that differences in 

the Pr spectra of leptons from top decays affect the acceptance at the 2 % level. 

The uncertainties in the trigger and lepton identification efficiencies have been 

discussed in previous sections of this report and are 2 % and 3 % respectively. Finally, 

there is a 7 % systematic uncertainty in the acceptance determination associated with 

the finite statistics of our Monte Carlo samples. 

The uncertainties in the acceptance for this analysis are listed in Table 21. The 

total acceptance uncertainty is obtained by combining the individual uncertainties in 
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quadrature and is 12 %. To this uncertainty we need to add the 6.8 % uncertainty in 

the luminosity of the experiment [a], for a total systematic uncertainty of 14 %. 

10.6 Summary of the Search in the Zepton + jets Channel 

We have searched for evidence of tt production in a Iepton + jets sample which 

consists mostly of W + jets events. To suppress this background we have searched 

in these events for additional muons that would originate from decays of b and c 

quarks in tE events. We find nine events with a muon candidate within one of the 

two highest-ET jets in the event, consistent with expectations from decay-in-Sight 

and shower leakage backgrounds in W +jets events. No muons are found outside the 

jets, in the region where the top signal is expected to concentrate. 

Given the integrated luminosity of the experiment, and theoretical expectations 

for the pp -t tl cross section [IS, 191, we expect to observe 2.4 (1.6, 1.1) events with 

muons separated from the jets for Mtop = 80 (90,100) GeV/Z. This result can be 

combined with results from the search in the dilepton channel described in Section 9 

to obtain an upper limit on the tf production crosss section, gti, and a lower limit 

on the mass of the top quark. The extraction of the Mtap limit is the subject of the 

next Section. 

11 Limits on the tZ Production Cross Section and 

the Top Mass 

The searches described in the previous Sections result in only one candidate event 

passing our tt selection criteria. With one event detected we can place upper limits 
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on crti and, using theoretical predictions for this cross section, we can also derive a 

limit on the mass of the top quark. 

The rest&s of searches in different channels are combined by adding acceptances 

and yields. Because of the requirement Pr< 15 GeV/c on the possible muons from 

b-decays in the Zepta + jets analysis of Section 10, there is no overlap in acceptance 

between that analysis and the dilepton analysis. In Table 22 we show the acceptances 

and the number of expected events as a function of the top mass in an exposure of 

4.1 pb-’ using the central value of the theoretical prediction for the tf cross section 

from Reference [IS]. The yield in the data is the one ep candidate event described 

in Section 9. 

The 95% confidence level (C.L.) upper limit on the cross section can be written 

where NC,,,, is the 95% C.L. upper limit on the number of expected top events, 

JLdt is the integrated luminosity of the experiment (JLdt = 4.1 pb-‘) and at* is 

the acceptance of our analysis to top events, including branching ratios. Note that 

since at.+, varies slightly with top mass, the limit on -7$i will also be a function of Mt,. 

The systematic uncertainties in atop and J Ldt, are summarized in Table 21. The 

total uncertainty (13%) for the number of top events predicted in the data is the 

acceptance-weighted average, taking into account correlations, of the uncertainties in 

the different analyses. This systematic uncertainty is used as the standard deviation 

of a Gaussian distribution which is convoluted with the Poisson statistical probability. 

The resulting distribution is used to obtain the 95% C.L. upper limit on the expected 
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Uncertainty Source 

Trigger efficiency 

High Pr lepton geometrical and 

kinematical acceptance 

High PT lepton detection efficiency 

Monte Carlo gluon radiation 

Simulation of calorimeter isolation 

Top fragmentation 

Bottom fragmentation 

Wb + g) 

Calorimeter (Jet) Energy Scale 

Monte Carlo statistics 

Luminosity 

Total 

Dilepton 

2% 

4% 

5% 

6% 

4% 

2% 

2% 

3% 

6.8% 

13% 

!-+b-+p Combined analysis 

15% 13% 

2% 

3.5% 

4.5% 

5.8% 

3.7% 

1.8% 

0.7% 

1.2% 

1.9% 

2.9% 

6.8% 

i 

Table 21: Summary of uncertainties in the acceptance calculation 

number of top events as a function of M1,. Given that one event was observed, 

and without subtracting backgrounds, we find an upper limit of N1,=4.90 for having 

observed either zero or one event. (If the effect of systematic uncertainties had been 

ignored, Nl,=4.74 would have been obtained.) The 95% C.L. limit on brz varies 

slightly as a function of Mt, and is 113 pb for Mtop = 90 GeV/Z. 

Using theoretical expectations for o(;, and assuming Standard Model charged cur- 

rent decays for the top quarks, the cross section limits can be translated into a lower 
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n M top Qti Act x Br Act x Br Number of events 

(dilepton) (t + b -+ g) in 4.1 pb-’ 

80 GeV/cr 291 pb 0.68% 0.20% 10.5 

90 GeV/c’ 150 pb 0.80% 0.26% 6.5 

100 GeV/cr 94 pb 0.83% 0.29% 4.3 

Table 22: Fractions of tf events accepted by the dilepton and t + b + p analyses. 

The numbers of expected events are for 4.1 pb-t. 

limit on the mass of the top quark. Figure 37 shows the upper limits on the tT cross 

section as a function of the top mass together with the calculation of this cross section 

from Reference [18]. This calculation is based on the QCD total cross section formu- 

las for heavy quark production, complete through order a:, by Nason et al. [19]. 

The shaded region represents the theoretical uncertainty in the calculation based on 

different choices of the renormalization scale and the QCD scale parameter A. 

To set a lower limit on Mtop we find the point at which the otz limit curve crosses 

the lower (i.e. more pessimistic) bound of the theoretical prediction. At the 95% C.L. 

we find M1, > 72 GeV/cr for the ep analysis of Reference [14], M,, > 85 GeV/ca 

for the dilepton analysis and M,, > 91 GeV/c’ for the combination of the dilepton 

analysis with the t + b -+ p analysis. 
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Figure 1: The expected Pr spectrum of leptons from t 3 Wb,W + Iv from the 

ISAJET Monte Carlo program for MIT = 90 GeV/cr. 

Figure 2: The CDF detector as configured for the 1988-89 run. Closest to the in- 

teraction point are the VTPCs, surrounded by the CTC, the coil of the solenoid, 

the central calorimeters and the central muon chambers. To the left are forward gas 

calorimeters and muon toroids. The detector is forward-backward symmetric about 

the interaction point. 

Figure 3: Efficiencies of the lepton triggers as a function of transverse momentum. 

(a) Efficiency for central electrons. (b) Efficiency for plug electrons. (c) Efficiency 

for central muons; the solid line is the nominal efficiency curve of the track processor; 

delta-rays cause the efficiency at high-& to be slightly lower than the nominal. The 

efficiency for bins where all events passed the trigger are plotted with no error bar. 

Figure 4: Central electron quality variables for Z -+ ee events. Also shown are the 

values of the cuts for the e + jets central electron selection. (a) Ratio of calorimeter 

energy and momentum ; (b) Ratio of hadronic and electromagnetic energy deposition; 

(c) Lateral shower profile variable; (d) Match in the R&view between the track and 

the shower position as measured in the strip chambers ; (e) Match in the z-view 

between the track and the shower position as measured in the strip chambers; (f) 

W-squared for the electron hypothesis from the shape of the shower in the z-view of 

the strip chamber; (g) Chi-squared for the electron hypothesis from the shape of the 

shower in the R&view of the strip chamber. 
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Figure 5: Distributions of HAD/EM and &.,, for plug electron candidates from W 

decays. Also indicated in the Figure are the cutoffs used in the selection of plug 

electrons. 

Figure 6: Efficiency for the CTC (a), VTPC (b), and combined track matching (c) 

as a function of rapidity (n) for plug electrons from 2 decays. 

Figure 7: Energy deposited in the calorimeter by cosmic ray muons (a) EM calorime- 

ter (b) EM-+-HAD calorimeter. 

Figure 8: The match (6.) between the CTC track extrapolated to the lowest wire 

plane of the muon chambers and the muon chamber track for a sample of muons from 

W decays of PT 7 20 GeV/c. 

Figure 9: The transverse momentum distribution of b-quarks from the ISAJET Monte 

Carlo program for Mtop= 90 GeV/c’ (arbitrary normalization). 

Figure 10: The expected transverse momentum distribution of muons from b-decays 

in tt events with [q/ 5 0.63, for A&,= 90 GeVjc’ from the ISAJET Monte Carlo 

program (arbitrary normalization). 

Figure 11: Invariant mass distribution for oppositely charged dimuon candidates. 

One muon in these events is required to have 18.1 < 10 cm. 

Figure 12: The Pt distribution of muons in the J/4 peak, 3.0 GeV/c’< M,.,, < 

3.16 GeV/c’. The contribution from the continuum underneath the peak has been 

subtracted using the events in the sideband regions. The threshold behavior at PT = 

3 GeV/c is an artifact of the trigger. 
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Figure 13: The distribution of 15. PT (GeV/c)/ 15 cm for the second muon in the J/4 

peak. The distribution has been corrected for the background under the peak using 

the events in the sidebands. Also shown is a Gaussian, centered at zero, and of unit 

standard deviation. 

Figure 14: The efficiency for the requirement IS,] < min(l5 cm, GOcm/PT ), evaluated 

tram events in the .I/$ peak after applying a correction for the non-muon background 

contamination using the events in the sideband regions. 

Figure 15: Isolation distributions for leptons from 2’ decay. a) Er- for central 

electrons. b) I = ET-/E+ for plug electrons. c) ET for central muons. d) P;- 

for central muons. The histograms are from Monte Carlo and the points are from 

CDF data. The cut values used in the dilepton analysis are indicated with arrows. 

Figure 16: Isolation distributions for leptons from tf Monte Carlo with Me, = 90 

GeV/c’. a) E$- for central electrons. b) I = E$F/E; for plug electrons. c) Es- 

for central muons. d) P,c”” for central muons. The cut values used in the dilepton 

analysis are indicated with arrows. 

Figure 17: Distribution of the isolation variable ET i’” for CDF inclusive electrons 

(points), Monte Carlo bottom electrons (solid curve), and Monte Carlo top electrons 

( Me,=75 GeV/cs, histogram). Residual W and Drell-Yan events form the peak in 

the lowest Ep bin. The b6 Monte Carlo curve has been normalized to the data in 

the region above 0.5 GeV. From Reference [15]. 

Figure 18: Efficiency for reconstructing a cluster of ET> 10 GeV in the hemisphere 

opposite the photon candidate as a function of the photon ET. 

70 



Figure 19: The transverse mass distribution of W + en + 1 jet candidates compared 

to Monte Carlo expectations. 

Figure 20: The regions in 7-4 space covered by central electrons (CE), plug electrons 

(PE), muons in the central muon detector (MU) and muons outside the central muon 

region detected as minimum ionizing particles (MI). Not to scale. 

Figure 21: The expected number of ep events in 4.1 pb-r with the transverse momen- 

tum of both leptons above a common threshold Pp, as a function of the threshold, 

for ISAJET tE and bi; events. Lepton isolation cuts were not imposed for this figure. 

Figure 22: CDF electron-muon data with integrated luminosity of 4.1 pb-‘. a) Elec- 

tron transverse energy vs. muon transverse momentum. b) Transverse momentum 

of the least energetic lepton vs. dilepton azimuthal angle. The region to the right of 

the dotted line is excluded by the back-to-back cut. 

Figure 23: Monte Carlo tf -+ ep + X events for MtDp = 90 GeV/cs (unnormal- 

ized). a) Electron transverse energy vs. muon transverse momentum. b) Transverse 

momentum of the least energetic lepton vs. dilepton asimuthal opening angle. 

Figure 24: Monte Carlo Z” -+ rr + ep + X events (unnormalised). a) Electron 

transverse energy vs. muon transverse momentum. b) Transverse momentum of the 

least energetic lepton, Min( E;, PJ), vs. the azimuthal separation between electron 

and muon. 

Figure 25: Displays of the top candidate event. a) View of the tracking chamber in 

the transverse plane. b) Calorimeter transverse energy depositions in n-4 space. 
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Figure 26: Dilepton invariant mass distributions. a) CDF dielectron data with inte- 

grated luminosity of 4.1 pb-‘. The curve is a Monte Carlo Drell-Yan prediction. b) 

CDF dimuon data with integrated luminosity of 4.1 pb-‘. c) Monte Carlo tc + 11+X 

for MtDp = 90 GeV/c’ (unnormalized). 

Figure 27: Monte Carlo distributions in the $c, - A+$, plane for tf -+ ee + X with 

Mtop = 90 GeV/c’ (unnormalized). Events with dilepton masses in the range 75-105 

GeV/c’ are not included in the figure. 

Figure 28: Distributions in the .& - A& plane for CDF data with integrated lumi- 

nosity of 4.1 pb-‘. Dotted lines indicate the event topology cuts. a) Dielectrons. b) 

Dimuons. Events with dilepton masses in the range 75 < Ml1 < 105 GeV/cz are not 

included in the figure. 

Figure 29: The efficiencies of the dilepton analysis as a function of Mtop. 

Figure 30: The decay chain used in the top search in the I + jets channel. The muon 

can come from either b-quark or from the decay chain b --t c + p. 

Figure 31: Transverse mass distribution of e+jets events compared with a W+2 jets 

prediction from the Papageno Monte Carlo and the detector simulation. The Monte 

Carlo prediction is normalized to the number of events observed in the data. 

Figure 32: Transverse mass distribution of ~1 + jets events compared with the same 

Monte Carlo of Figure 31. 

Figure 33: The 7-4 distance AR between muon candidates and the nearest jet of 

ET > 10 GeV in QCD jet events. 
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Figure 34: The 7-4 distance AR between the muon candidate and the nearest of the 

two most energetic jets in the lepton + jets sample. Also shown is the 90 GeV/cr 

tt Monte Carlo prediction (arbitrary normalization). 

Figure 35: The probability for a track in QCD jet events to be reconstructed as a 

muon with the requirements described in the text. (a) AR < 0.5 from the nearest jet 

of ET > 10 GeV; (b) AR > 0.5. 

Figure 36: The transverse momentum spectrum of tracks within the solid angle cov- 

ered by the muon chambers in the 195 lepton+ jet events; (a) AR < 0.5 from the two 

highest ET jets (b) AR > 0.5. 

Figure 37: Our 95% C.L. limits on oti compared with a band of theoretical predictions 

from Reference [18]. We show three sets of experimental limits : (1) From the ep 

analysis of Reference [14]; (2) F rom the ~analysis in the dilepton modes ee, ep and pp 

; (3) From the combination of the dilepton analysis with the t + b + p analysis. 
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