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Abstract 

We have measured the Z boson production differential cross section as a function of 

transverse momentum using Z -+ ee and Z -+ pfi decays in fi collisions at J;; = 1.5 TeV 

with the Collider Detector at Fermilab. Comparison with Standard Model predictions 

shows good agreement over the range 0 < pr < 160GeV/c available from this data 

SEXlPk. 

In the framework of Quantum Cbromodynamics (QCD), the transverse momentum (p=) 

of W and 2 gauge bosons produced in m collisions results from the production of quarks 

or gluons together with the gauge boson. Theoretical calculations of the inclusive W and 2 

production differential cross section as a function of pT are now available at next-to-leading 

order for all values of p,.[l] A measurement of the boson p, distribution provides a test 

of Standard Model predictions. In this Letter, we report a measurement of the 2 boson 

differential cro8s section, du/dp,, using 2 -+ ee and 2 -+ p@ decays in @ collisions at fi 

= 1.8 TeV with the Collider Detector at Fermilab (CDF). A measurement for W bosons is 

reported in Reference [z]. 

The CDF detector is described in detail elsewhere.[3] The components of CDF relevant 

for this analysis are described briefly here. A time-projection chamber (VTPC) measures 
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the event vertex and provides tracking information. A central tracking chamber (CTC) mea- 

sures charged-particle momenta in a 1.4-T magnetic field. Calorimeters are organized into a 

projective tower geometry, with electromagnetic (EM) compartments followed by hadronic 

compartments. S&till&or calorimeters cover the central region, pseudorapidity 1111 < 1.1. 

Proportional tube calorimeters cover the plug and forward regions, 1.1 < 171 < 2.4 and 

2.4 < 171 < 4.2, respectively. In the central and plug EM calorimeters, proportional cham- 

bers imbedded near shower maximum measure shower position and shape. Drift chambers 

behind the central calorimeters in the region 171 < 0.6 are used for muon detection. 

The muon momentum is determined in the CTC with a resolution of 6pT/pT = O.OOllp,, 

withp, in GeV/c. The electron energy is measured by the calorimeter. In the centralregion, 

the energy resolutionis (Q/E)* = (0.135/J-)’ + (O.OZ)‘, where ET = E sin0 and 

0 is the polar angle with respect to the proton beam direction. In the plug and forward 

regions, the energy resolution is US/E = 0.28/,/m + 0.02. The electron direction 

is given by the CTC track in the central region, and by the shower position in the plug 

and forward regions. The transverse momentum of the 2 is the vector sum of the ee or pi 

transverse momenta. 

The 2 -t ee sample is selected from events satisfying the central electron trigger, which 

requires an EM cluster that has at least 12 GeV of ET, a ratio of less than 0.125 for the 

hadronic to electromagnetic energy, and an associated CTC track with pT > 6 GeV/c. We 

further require that there is at least one electron in the central region, and that: (1) the 

electron ET be > 20 GeV; (2) the ratio of energy to track momentum, E/p, be < 1.5; (3) 

the shower position match an extrapolated CTC track; (4) the shower shape and the energy 

leakage into the hadronic compartment be consistent with a test-beam electron shower; and 

(5) the electron be isolated (the energy accompanying the electron be consistent with energy 

deposition from the underlying event). In addition, we require a second isolated electron 

in the region 1~1 < 4.2 to have: (1) ET > 10 GeV; (2) if in the central region, E/p < 2.0; 

(3) if in the plug region, a VTPC track and a lateral shower profile consistent with a test- 

beam electron shower; and (4) small energy leakage into the hadronic compartment. Each 

electron is required to be inside a fiducial region away from calorimeter edges. The event 

vertex must be within 60 cm of the center of the detector. 

The Z -+ j~p sample is selected from events satisfying the central muon trigger, which 

requires a track in the mum driit chamber, matched to a CTC track with pT > 9 GeV/c. 
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We further require that: (1) the muon track match an extrapolated CTC track within 2 

cm in the azimuthal direction; (2) the CTC track p, be > 20 GeV/c; and (3) the energy 

deposited in the calorimeter tower associated with the track be consistent with that for a 

minimum ionizing particle. In addition, we only require the second muon to have a CTC 

track with pT > 10 GeV/c and 1’11 < 1.0, and to satisfy the minimum ionizing requirement. 

It is not restricted to be in the region covered by the muon drift chambers. 

The lepton (e or JL) trigger and selection efficiencies are obtained from a sample of Z 

decay leptons. The muon trigger is (93.7 * 3.l)S ffi o e cient for OUT data sample. The muon 

selection efficiency is (94.3f2.8)% and (92.7f2.1)7 f o OI muons with and without a required 

track in the muon drift chamber, respectively. The electron trigger is (97.2 f 0.4)% efficient 

for our data sample. The electron selection efficiency is (85.5 i 4.3)% for the first central 

electron, (92.0 + 4.1)%, (92.4 i 4.4)9 o, and (97.5 f 2.0)% for the second central, plug, and 

forward electrons, respectively. The efficiencies are found to be independent of the Z p,. 

There are 235 Z + ee and 103 Z -+ pp candidate events with invariant mass between 

75 and 105 GeV/c?. The events outside the mass peak are consistent with the Drell-Yan 

contimmm.[5] The backgrounds from QCD jet production are less than 1%. The Z -+ ee 

andZ + pp samples are combined in this measurement. The observed p, distribution is 

shown in Figure 1.[6] 

We use the ISAJET [7] Monte Carlo and a detector model to obtain corrections for p, 

dependent acceptance and resolution smearing effects. The corrections take into account 

the different acceptances and resolutions of the Z + pp and the Z --t ee central-central, 

central-plug, and central-forward events. The detector model simulates fiducial regions, 

event vertex smearing, lepton momentum resolution, and lepton selection and trigger ef- 

ficiencies. We use in the simulation a variety of parametrizations of the quark and glum 

momentum distributions;[S] the Martin-Roberts-Stirling set B is used as the nominal set. 

The Monte Carlo p, distribution is adjusted to fit the observedp, spectrum. The systematic 

uncertainty due to assumptions made in the simulation is obtained by varying the model 

parameters. The acceptance is 40% at pT = 1 GeV/c and rises to 56% at pT = 130 GeV/c 

because the decay leptons of high p, Zs are boosted toward the central region, and we 

always require at least one central 1epton. 

The Z p,, for the combined Z -+ ee and Z + pp data, is measured with an rms 

resolution of 1.5 GeV/c at pT = 2 GeV/c and 4 GeV/c at pT = 130 GeV/c. We correct for 
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the effect of resolution smearing on the shape of the spectrum. A smearing matrix is derived 

from the Monte Carlo simulation. This matrix describes the probability that a given p, is 

measured to have a different value due to resolution smearing. We use the inverse of this 

matrix to unfold the resolution smearing in the observed pT spectrum.[9] 

The number of events in each p, bin, AN, corrected for acceptance and resolution 

smearing, is used to derive the differential cross section as a function of p,: 

&I+, = AN. fm 
ApT.L.B’ 

where L = (4.05 + 0.28) pb-’ is the integrated luninosity,[lO] fDy = 0.987 & 0.005 is the 

correction for the Drell-Yan continuum contribution to the Z peak, and B = 0.033 is the 

Z + ee (pp) branching ratio. 

The results of the du/dpT measurement are summarized in Table 1. The statistical fluc- 

tuations, as well as the systematic uncertainties in the corrections for resolution smearing, 

are correlated among the bins. To account for the correlation, we use a simple Monte Carlo 

procedure that models the results of a large number of experiments to obtain a covariance 

matrix. The uncorrelated variances, from the uncertainties on the normalization and the 

acceptance, are added to this covariance matrix to give the uncertainties and the correlation 

matrix presented in Table 1. 

The results are also shown in Figure 2. The pT values are corrected for binning effects 

such that, in the limit of infinite statistics, the plotted points lie on the true spectrum. 

The mean of the distribution is (11.5 f 1.0) GeV/c. The results obtained separately for 

the Z -+ ee and Z -+ pp samples agree. The prediction of du/dpT from the QCD next- 

to-leading order calculations is plotted as a band; the width of the band indicates the 

uncertainty in the prediction.[l] This prediction agrees with our result. We obtain a x2 of 

5 for 13 degrees of freedom for the comparison between our result and the nominal QCD 

prediction (the median of the band in Figure 2). For high pT Z production, we determine, 

for example, o(pT > 50 GeV/c) = (135 f 51) pb, or 2% of the integrated cross section. The 

QCD calculation predicts (154 f 23) pb, in agreement with our measurement. 

A comparison between the W and Z p, spectra is shown in Figure 3. A small difference 

is expected from QCD because of the tierent W and Z masses and the different couplings 

to the parton distributions as a function of pT. But within the measurement uncertainties, 
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Table 1: S urnmary of results and uncertainties. The uncertainties are systematic and statis- 
tical combined. They are correlated among bins due to correction for resolution smearing. 
Also shown are elements of the correlation matrix pij = Uij/~, where u;j is the 

covariance matrix element for the ith and jth bins. 

&I&+ Correlation Coefficients 
(G%>c) ObE”z: (Ge?/c) (pb/GeV/c) (i,i + 1) (i,i+ 2) (i,i+ 3) 

o-2 27 1.0 391 zt 139 -0.45 0.07 -0.02 
2-4 60 2.8 734 rt 214 -0.48 0.22 -0.10 
4-7 66 5.6 251 3~ 144 -0.50 0.23 -0.10 
7-10 59 8.4 427 f 110 -0.43 0.14 0.01 

10-14 39 12.0 149 f 55 -0.38 0.07 0.00 
14-18 22 16.0 104 f 38 -0.32 0.06 -0.01 
18-23 17 20.3 61.5 f 23.5 -0.29 0.08 0.00 
23-28 12 25.3 44.6 f 20.4 -0.35 0.04 0.01 
28-33 10 30.4 38.7 f 17.6 -0.18 0.02 0.00 
33-45 14 38.4 21.5 f 7.0 -0.15 0.02 0.00 
45-65 6 54.0 4.7 f 2.5 -0.17 0.02 - 
65-90 4 76.3 2.8 f 1.6 -0.10 
90-180 2 126 0.3 f 0.2 - 

the W and Z pT spectra have the same shape. 
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Figure 2: The differential cross-section for Z production. The next-to-leading order QCD 
calculation is shown as a band; the width of the band indicates the theoretical uncertainty. 
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Figure 1: The observed pT distribution of Z candidate events. 
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Figure 3: The ratio of the W and Z pT spectra to the nominal QCD prediction for the Z; 
the Ws are normalized by the ratio of the measured W and Z total cross sections [4]. The 
QCD prediction is shown as a band of solid (dotted) lines for the W (Z). 
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