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Abstract 

A measurement of the QCD Jet Broadening parameter, < QT >, is described 

for high ET jet data in the central CDF calorimeter. As an alternate approach to 

clustering analysis, this method involves the use of a global event parameter which is 

free from the ambiguities associated with the definition and separation of individual 

clusters. The parameter, QT, is defined as the scalar sum of the transverse momentum 

perpendicular to the transverse thrust axis. Parton level QCD predictions are made 

for < QT > as a function of ET, the total transverse energy in the events, and suggest 

that a measurement would show a dependence on the running of the strong coupling 

constant, a.. Comparisons are made to fist-order QCD parton level calculations, as 

well as to fully evolved and hadronized leading log simulations. The data are well 

described by the QCD predictions. 

PACS numbers: 13.87.-a, 12.38Qk, 13.85.Ni 

1 Introduction 

The search for precise, unambiguous experimental tests of Quantum Chcomodynamics 

(QCD) dates from the earliest observations of a jetlike structure in e+e- collisions. 
1 

In these fast tests, performed at SLACl and DESY’, jetlike structure was identified 

through the use of event shape variables such as thrust and sphericity. In particular, the 

jet-like characteristics of the events were observed to increase with increasing center- 

of-mass energy (the range of 6.2-7.4 GeV was covered in Ref. 1). Models with two jet 

structure were shown to give better agreement with the data than phase space models 

for multihadron production. 



The advent of higher center-of-mass energies made it possible to also discern a clear 

three jet component in hadronic final states. 3~4’6 These analyses also relied on global 

event measures, such as sphericity, thrust and oblateness. The comparison, however, to 

perturbative QCD predictions relied strongly on semi-empirical models which described 

the non-perturbative phase of hadronization. These comparisons demonstrated the 

mechanism of gluon bremsstrahlung in three jet production. In addition, the fraction 

of three jet events was taken as a measure of the strong coupling constant. 
6,7,8 The 

experimentally derived values of a. for these studies were found to be largely dependent 

on the choice of the scheme for fragmentation. 

A further refinement in the use of global event variables in efe- collisions was 

the introduction of the energy-energy correlation, which is less sensitive to the effects 

of fragmentation than the previously used variables. ’ Reviews of this technique, and 

experimental considerations can be found in Refs. 10 and 11. 

The use of global measures has not been limited to e+e- collisions, however. Mea- 

surements of jet production in proton-proton and proton-antiproton collisions have used 

global event variables to identify and measure jet structure in hadronic fmel states at 

high transverse energies. 
K&13 

In contrast to the global event measures, jet clustering algorithms were developed 

to associate groups of particles, or clusters of energy directly with partons. 
14.15 The 

clustering technique has the advantage that as the jet energy increases, the ident 

cation of clusters with partons should become less ambiguous, allowing more direct 

comparisons with perturbative QCD. This approach has been pursued extensively in 

both proton-antiproton collisions and e+e- collisions. The association of the measured 

jet or cluster energy can be corrected back to the original parton energy via Monte 

3 



Carlo simulations in order to facilitate comparison with parton level QCD calculations. 

Early analysis of CDF data has been based on clustering techniques, and has demon- 

strated that the inclusive jet cross-section” and angular distributions of di-jet events 
17 

are in good agreement with leading order (O(az) ) QCD predictions. An example of 

the jet structure observed in the CDF calorimeter is shown in Fig. 1. 

Experimentally, when a clustering analysis is used, the sensitivity to final states 

containing more than two partons is limited to cases where radiated gluons can be 

identified as independent clusters. This imposes both energy and angular restrictions 

on the emitted gluon and reduces the sensitivity to low energy and collinear gluon 

emission. For example, the CDF clustering algorithm has a characteristic size of z 0.7 

radians and a minimum cluster energy cut that corresponds roughly to a 20 GeV parton. 

The event in Fig. 1 could be designated as either a two-jet or three-jet event, depending 

on the cluster definition. In this case, global event measures have the advantage that 

the sensitivity to clustering parameters is removed. 

In this paper, we discuss the use of an event shape parameter, QT, introduced 

by R. K. Ellis and B. Webber to describe hadronic fmal states in proton-antiproton 

18 
collisions. QT is defined as the scalar sum of the momenta perpendicular to the 

transverse thrust axis, where the transverse thrust axis represents the direction of 

maximum energy flow in the plane transverse to the beam. It has the property of being 

both finite and calculable for all multiparton final state configurations, particularly 

the case where singularities cw.cur in perturbation theory associated with the collinear 

emission of gluons. This is to be contrasted to other variables, such as sphericity, which 

are not well behaved in this limit. This is also in contrast to clustering analyses, where 

cut-offs are imposed in both the theory and experiment to avoid the regions where the 
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perturb&w results diverge and independent clusters can not be resolved. The behavior 

of QT with increasing energy is termed jet broadening because of its sensitivity to the 

increasing multiparton nature of a jet as the energy of the jet increases. 

While the perturbative QCD calculations presented by Ellis and Webber are based 

on a parton level description of the events, hadrons, not partons, are measured in a 

detector and both hadronisation and gluon emission wilI effect the shape (broadness) 

of the resulting cluster of particles. If &on emission did not contribute to the size of a 

jet, then the angular spread of the jet of hadrons would decrease roughly linearly with 

increasing energy of the parton. 
I9 

Because of gluon emission, the size of a jet transverse 

to a central axis will not decrease linearly, but more slowly (e.g. logarithmically) with 

energy. 

The behavior of QT over the energy range spanned by the CDF data is, in principle, 

sensitive to the logarithmic evolution of the strong coupling constant, a. Comparison 

of perturbative QCD predictions for QT to CDF data provides a new test of QCD for 

the highest energy hadron collisions available with sensitivity to order O(aj) processes 

without the angular separation and energy cuts associated with a clustering type of 

analysis. 

J.n Section 2, the theoretical definition of QT is described. Presented in section 3 

are the elements of the detector and trigger system pertinent to this analysis; Section 

4 describes the data sample and analysis. Comparisons to the theoretical predictions 

will be presented in Section 5. Section 6 contains a summary of our conclusions. 



2 Theoretical Definition of QT 

To avoid complications due to boosts, the parameters used here are defined in the 

transverse plane, e.g. ET = EsinO, where 0 is the angle between the particle and the 

beamline. The total transverse energy of an event, ET, is defined to be the sum of the 

transverse energies of all partons falling inside some fixed, symmetric rapidity interval. 

The transverse thrust axis, G, is defined as the axis in the plane perpendicular to the 

beamline having the maximum transverse energy flow: 

Tt = MAX n 

z I= 

‘~~“I, 

where 7’t is the transverse thrust, and lLL$ is the projection of the parton momentum 

vector onto the transverse plane. QT is defined as the scalar sum of the parton momenta 

perpendicular to the transverse thrust axis: 

n 
QT = 

& 
& x n;l. 

I= 

An important feature of this definition is that QT is identically zero for a 232 parton 

event. Hence QT is infrared safe, meaning that it goes to zero in the limit that the 

energy of an emitted gluon approaches zero. It should also be noted that QT does not 

change if one or more of the partons are split into collinear partons. 

The simplest nonzero configuration for QT is for a three parton final state. The 

tree-level expression for QT in the process 1 + 2 3 a f b + c has been written by Ellis 

18 
and Webber as: 

do 
<QT>J~= E4 

5121r49~ J 
dy&&/,dz,&*~y~ c< pP+~“l~ >, 

0) 

where the invariant mass of the colliding J$ pair is 4, y; is the rapidity of outgoing 

parton i, z; = E$/(%) and 2, = MAX(z;). The structure functions fa(+l) and 
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f~(z~) correspond to parton 1 in proton A and parton 2 in antiproton B. Since QT 

is infrared-safe and stable against the collinear singularity, it is possible to evaluate 

this expression without any restrictions on the minimum E& of the partons or any 

requirement on the angular separation between the partons. 

The results presented here will be in terms of the mean QT found in a given bin 

of ET. Operationally, < QT > is determined in separate intervals of Et. To calculate 

< QT >, the integral of QT is determined for each ET interval from Eq. 1. Because 

of the divergences in the tree-level 2 + 3 matrix elements, the 2 a 2 parton process 

is used to normalize the calculation in any given interval of ET. For the case where 

partons 1 and 2 collide and produce partons a and b, this can be writtenI* as: 

do ET -=- 
dE!r 32x.6 J 

(2) 

The mean value, < QT >, thus obtained produces the leading order estimate of the 

< QT > in each bin of ET. 

Figure 2 shows < QT > as a function of ET. The Qa scale was chosen to be 

Es for the event. The structure functions were Duke and Owens set 1,” and the 

one loop leading logarithm approximation was used for the evolution of a.. These 

calculations were performed with the restriction that all of the partons lie within the 

central pseudorapidity region, -1.1 5 vi 5 +l.l, which corresponds to the coverage of 

the central CDF detector. 

It is important to note that, although there is a kinematic limit to the maximum 

value of QT for an event with a given ET, the theoretical calculation of < QT > need 

not respect the limit. The SUII-QT (Eq. 1). IS normalized by the number of events from 

a separate calculation (Eq. 2) and nothing explicitly relates these two independent 

integrations. For a three-parton final state, the kinematic limit on QT/ET is 0.58, and 
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for arbitrary final states it is 0.71. I8 As discussed in Ref. 18, the level at which the 

calculation respects the kinematic bounds is an indication of its validity in this region 

of ET. 

As shown in Fig. 2, < QT > rises as the ET of the events increases. This jet 

broadening is, in part, due to the fact that QT is strongly correlated with the ET in 

an event. Alternatively, the behavior of the dimensionless quantity < QT > /ET is a 

measure of the relative amount of Jet Broadening as a function of ET. As the ratio 

of an order a: calculation to an order a: calculation, < QT > /ET should be roughly 

linear in a,. This quantity is similar to the ratio of the cross sections of three-jet to 

two-jet events in terms of the uncertainty of the contributions of higher order terms, 

but it is free from the ambiguities (theoretical and experimental) associated with the 

definition and separation of three and two-jet events. 

To investigate the sensitivity of this quantity to the running of aar the calcu- 

lation was performed for a fixed value of a.. Figure 3 shows a comparison of the 

< QT > /ET curves with and without a. running. The constant used for a. was cho- 

sen at the lowest point on the curve, Q’ = Eg = (50 GeV)z, a. = 0.134. The curve 

without a, running shows much less energy dependence than if a. is allowed to run. 

Also shown in Fig. 3, is the < QT > /ET curve where the structure function evolu- 

tion is fixed at Q’ = Es = (50 GeV) ‘. This curve indicates that the behavior of the 

ratio < QT > /ET with ET is related to the running of the coupling constant and is 

relatively insensitive to the evolution of the structure functions. 

The sensitivity of < QT > /ET to the choice of structure functions and QZ scale 

was investigated by performing four separate calculations: < QT > /ET as a function 

of ET was evaluated using Duke and Owens structure function sets 1 and 2 with the QZ 
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scale set to E; and Es/4. Figure 4 shows that a change in the QZ scale results in a shift 

in the overall level of < QT > /ET, although the shape of the curve remains the same. 

These two sets of structure functions use A’s that differ by a factor of 2, and thus, if 

both sets are evaluated with the same Q” scale, the ad used in these calculations is 

different. By choosing the QZ scale of Eg/4 for set 1, and Q2 = Eg for set 2, the same 

value of aa is achieved. The agreement between the curves for these choices indicates 

that while the level of < QT > /ET is sensitive to the choice of scale, the shape of the 

< QT > /ET curve comes mainly from the running of the strong coupling constant and 

is not sensitive to the choice of structure functions. 

In the calculations discussed above, all of the partons were restricted to fall within 

the central rapidity region, while in the experiment one or more of the partons may 

fall outside this region. To study this effect, events were generated with less stringent 

requirements on the parton rapidities and then < QT > /ET was calculated using only 

those partons that fall within the central region. For this study, the QCD Monte Carlo 

program PAPAGENO’l version 3.09 was used. 

The PAPAGENO program evaluates one specific process at a time, i.e. it will 

perform either the 2 + 2 or the 2 3 3 calculation. When the PAPAGENO program 

evaluates the 2 + 3 process, cuts on angular separation and minimum PT are typically 

imposed to avoid divergences in the three-jet matrix elements. To simulate the Ellis 

and Webber calculations a slight modification of the program was necessary. la In effect, 

the fact that QT --t 0 as the 2 3 3 matrix element diverges was used to balance that 

region of the calculation. Figure 5 shows the Ellis and Webber calculation compared 

to the PAPAGENO results for the case where all the partons are generated within a 

maximum rapidity of k1.1. Both PAPAGENO and the Ellis and Webber calculations 
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shown in the figure were performed with Duke and Owens structure functions set 1, 

with QZ = Es and the same one loop approximation for a. . 

Also shown.in Fig. 5 are the < QT > /ET curves from PAPAGENO for the case 

where the partons are generated with larger rapidity ranges. Although the events are 

generated with various rapidity cuts, the < QT > /ET calculation is performed using 

only those partons that fall within the central rapidity region. These results show that 

beyond a rapidity of 2.5, the < QT > /ET curve is insensitive to the rapidity region 

used to generate the events and that events which are not completely contained in the 

central region make a significant contribution to < QT > /ET in the low ET region. 

With the PAPAGENO program it is also possible to set the value of the a. to a 

constant. Figure 6 shows the < QT > /ET curves for a generated rapidity range of 

4.0 with and without a, running. The shapes of the curves are now similar, although 

there is a shift in the overall level of < QT > /ET While these results indicate only 

minimal sensitivity to the running of a#, a measurement of < QT > /ET provides a 

test of order 0(ai) QCD predictions. 

For these calculations, the effects of hadronization and the underlying event have 

not been considered. These effects will be discussed in Section 5 when the data are 

compared to QCD predictions. 
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3 Apparatus 

CDF is a multi-detector system with complete 27r azimuthal coverage as well as large 

coverage in pseudorapidity (maximum range of -4.2 5 q 5 4.2). A schematic of the 

CDF detector is shown in Fig. 7. The central detector consisted of charged particle 

tracking chambers located inside a solenoidal magnet surrounded by electromagnetic 

and hadronic calorimeters, muon detection chambers and a steel yoke. Symmetric 

forward and backward systems included electromagnetic and hadronic calorimeters, 

iron toroids, and muon chambers. As all the components of the CDF detector have 

been described in detail elsewhere, 
23 

only the components used in this analysis will be 

discussed further. The right-handed coordinate system used here has its z-axis along 

the proton beam with the origin at the vertical symmetry plane of the detector (the 

nominal collision point). The y-axis is vertically upward. We also use the azimuthal 

angle, 4, and the polar angle, 0. The pseudorapidity is r] = -In[+6’/~)]. 

3.1 Tracking 

For each event, the interaction vertex was located with the Vertex Time Projection 

Chamber (VTPC).‘* Surrounding the VTPC, but also within the 1.5 Tesla solenoidal 

fiel.d, the Central Tracking Chamber (CTC)a5 p rovided high resolution momentum 

information about charged particles. The CTC covered the angular region 40” 5 0 I 

140’ and has track momentum resolution 6Pt/Pf 5 0.002 (GeV/c)-‘. 

11 



3.2 Central Calorimeters 

The CDF central calorimeters were constructed in a projective tower geometry, as 

shown in Figure 8. Each “tower” covered x0.1 units of pseudorapidity and 15’ in 

azimuthal angle 4 ; this segmentation was small enough that a typical jet was spread 

over multiple towers. Each halfof the central detector was divided into 24 wedge shaped 

modules that were arranged in a barrel around the solenoidal coil and provided nearly 

complete 2?r azimuthal coverage. A calorimeter tower consisted of an electromagnetic 

2, 
shower detector 28 m front of a hadronic calorimeter. 

The electromagnetic and hadronic components of a tower were each read out by 

two phototubes located on opposite sides of the tower in 4. From the b&&e of energy 

in the phototubes, the azimuthal location of the electromagnetic and hadronic showers 

within each tower was determined. 

The average energy resolution of the calorimeters was determined from test beam 

data. The electromagnetic calorimeter “had a resolution of u(E)/E = 13.5%/m. 

For 50 GeV pions, the average energy resolutions of the hadronic calorimeters were 11% 

for the central and 14% for the end-wall detectors. 
23 

The hadron calorimeters were 

equipped with Time to Digital Converters (TDC’S) which were used to determine the 

arrival time of signals. As described in section 4.2, the hadron TDC timing information 

was used to reject backgrounds associated with cosmic rays and noise from the main 

ring accelerator. 

The hadronic calorimeters were found to have nonlinear response, particularly for 

particles with energy below 10 GeV. No calorimeter test beam data was ax&able for 

particles in this energy range, but by using the central tracking information in the 

minimum-bias data sample, the average response of the central calorimeter for isolated 

12 



low momentum tracks was measured. The measurements apply to charged particles 

with PT above 0.4 GeV. Below this PT threshold charged particles curl in the 1.5 

Tesla magnetic field and never reach the calorimeter face. The procedure involved 

summing the energy in a 3x3 block of towers (to include the effects of shower spread- 

ing) and making strict isolation requirements to minimize contributions from other 

particles. Figure 9 shows the average response of the central calorimeter, electromg- 

neticfhadronic, to charged particles below 10 GeV together with test beam results for 

particles above 10 GeV. 

The results shown in Fig. 9 were used to make an average correction for the nonlinear 

calorimeter response. The correction was performed by taking all tracks in each event, 

projecting each track through the magnetic field to the face of the calorimeter and then 

correcting the struck tower for the difference between the original track momentum and 

the average calorimeter response to a particle of that momentum. An upper limit on 

the track Pr of 100 GeV was applied since, at high energy, the calorimeter resolution 

is better than the tracking resolution. Additional corrections for low energy neutral 

particles and other detector effects will be discussed in section 4. 

3.3 Beam-Beam Counters 

The Beam-Beam Counters 
18 

consisted of two planes of scintillating plastic located in 

front and in back of the central calorimeters. Each plane of counters covered the 

angular region 0.32” 5 0 < 4.47’. A coincidence of hits in both the forward and 

backward counters was used to define the minimum-bias trigger. This requirement 

was used in conjunction with other trigger requirements to reduce the contribution of 

beam gas collisions, which typically have all the particles moving either in the forward 

13 



or backward direction, but not both. 

The Beam-Beam counters also provided a monitor of the luminosity. This was 

accomplished by recording a constant fraction of events which were required to satisfy 

only the minimum-bias trigger. A Monte Carlo study and extrapolation from lower 

energies indicated that the total cross section for events in the angular region covered by 

the Beam-Beam counters was 44 f 6 mb. 
16 

This, combined with the number of events 

in the minimum bias data sample, determined the absolute scale of the luminosity 

measurement. 

3.4 Trigger 

The data sample was collected in 1987 with the requirement of a “minimum-bias” 

trigger in coincidence with calorimeter ET deposit above an adjustable threshold. The 

calorimeter trigger used trigger towers which covered -0.2 units of pseudorapidity by 

15” in 4. In the central region two detector towers ganged together in 7 comprise one 

trigger tower. The transverse energy of a trigger tower was calculated assuming an 

event vertex at z = 0. The ET summation included alI trigger towers in the central 

calorimeter that had more than 1 GeV transverse energy in either the electromagnetic, 

hadronic or in the sum of the electromagnetic and hadronic components of the tower. 

The ET summation also included towers above threshold in the plug and forward 

electromagnetic calorimeters. Due to noise problems in the hadronic calorimeters in 

the plug and forward regions, energy in these detectors was excluded from the sum. 

To keep the deadtime to a tolerable level over the wide range of luminosities, the 

ET threshold on the trigger was varied. The ET thresholds, trigger names and the 

corresponding integrated luminosity at each threshold are shown in Table 1. The 
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numbers in the table represent the integrated luminosity used in this analysis and have 

a total integrated luminosity of 23.6 nb-‘. 
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4 Offline Analysis 

4.1 Measurement of Global Event Parameters 

Calculation of global event parameters from the raw data was accomplished by using 

the finely segmented calorimeter structure of the CDF detector. Conceptually, the 

energy of each tower was treated as if it were the energy of a particle. The location of 

the energy within the detector was used to determine the components of the “particle” 

momentum vector in the coordinate system where the origin is at the I location of the 

event vertex. The transverse energy of tower i, E&, is the sum of the transverse energy 

in the electromagnetic and hadronic components of that tower: 

E& = Ef,,,&&, + E~,&&?~,d. 

A single 6 position for the tower energy was determined using the ET weighted 

mean of the 4 centroid positions in the electromagnetic and hadronic components. 

The + and y components of the “energy” associated with tower i were calculated as: 

E: = E&m#+, 

Et = E&din&. 

As the calorimeter measured energy, not momentum of particles, and each calorimeter 

tower was treated as a zero mass particle, and the components of “particle” transverse 

momentum were written as Ei, and E$ The ET of an event was defined as: 

n 
ET= 

z 
EL 

a= 

where n was the number of towers above threshold. The effect of the tower threshold 

cut will be discussed later. Figure 10 shows the uncorrected ET spectrum for the 
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different trigger samples. The data has been normalized by the relative luminosities 

of the different samples. For this analysis, the sum was limited to the central rapidity 

region of -1.1 < 7 < 1.1 and to towers with Ei > 0.2 GeV. 

Once the E$ and 4 of each tower was calculated, the transverse thrust axis was 

determined from the energy flow in the events. The thrust was calculated using an 

iterative algorithm which began with the locations of the four highest energy particles 

(towers) in the event. Iterations continued until the convergence limit for the value of 

the thrust was reached in two successive iterations. 

Figure 11 shows the angular distribution of the transverse energy flow with respect 

to the transverse thrust axis for a sample of events from the 30 GeV trigger. The 

horizontal axis represents the angle Ati between the towers in the event and the thrust 

axis. The vertical axis represents the transverse energy of the towers. Each tower in 

each event is entered in this plot, and the plot represents the sum over this data sample. 

The spikes at O” and 180° correspond to the presence of two jet activity in the events. 

Calculation of QT from the data was accomplished by using the angle A& between 

each tower and the thrust axis: 

To mimic the theoretical calculations, < QT > /ET was constructed from the data as 

follows: a two-dimensional histogram of QT versus ET was filled and < QT > was 

calculated in 20 GeV slices of ET; then the mean QT in that slice was divided by the 

mean ET in that slice. Figure 12 shows the raw QT distributions in the 20 GeV slices 

of.&. 
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4.2 Background removal 

Before calculating the < QT > /ET curve from the raw data, the obvious backgrounds 

were removed. In some cases, energy within a given event could be identified as fake, 

i.e. not associated with the particles from the collision, and this energy could be 

suppressed. In other cases, entire events were rejected as background. The methods 

and algorithms developed for identifying fake energy, and for identifying background 

events are discussed below. 

One of the largest sources of false energy was random discharges from the central 

phototubes. Since the energy in each tower is independently measured by two photo- 

tubes, these discharges could be identified by checking the energy ratio between the 

phototubes. If the balance of energy between the tubes was outside reasonable limits, 

the high energy tube was assumed to be from a fake discharge and the measurement 

from the other tube was used to determine the energy. If the energy from one tube 

was suppressed, the & location of the remaining energy was taken as the center of the 

tower. 

There were two sources of background events in the raw data: accelerator-induced 

energy and cosmic rays. The main ring is a synchroton composed of conventional 

magnets which passes directly above the CDF detector. During normal data taking it 

was used for the production of antiprotons. Losses associated with the main ring beam 

would sometimes deposit large amounts of energy in the top portion of the hadron 

calorimeters. This was termed “main ring splash”. Removal of these events &line 

was accomplished by using information from the TDCs on the hadron calorimeter. An 

algorithm was developed which summed the energy deposited outside a timing window 

around the beam crossing. The specific cuts rejected events with more than 8 GeV of 
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energy outside the 35 ns timing window. These time-of-flight cuts were also efficient 

against cosmic ray muons that emit bremsstrahlung photons in the hadron calorimeters. 

At high ET , the background was roughly constant with ET . The parameters of this 

algorithm were tuned such that the cuts rejected no events that could have come from 

real p$j collisions and left negligible background at low ET . 

Backgrounds that remained included in-time cosmic rays and cosmic rays that emit 

photons in the electromagnetic calorimeters (which do not have TDC’s). Tracking 

information was used to eliminate such events. Events without tracks (z 1%) were 

excluded from the sample. Finally, all 102 of the events with ET above 200 GeV were 

visually scanned and 2 cosmic ray background events were identified and removed. 

The depositions of energy described above resulted in sc~me events that passed the 

trigger requirements (Table 1) only because of fake energy. Also, since the trigger 

included the plug and forward electromagnetic calorimeters, the raw event sample con- 

tained events which passed the trigger threshold because of energy in those detectors. 

To remove these events, a software program, which simulated the trigger, was run on 

the data after the noise and background removal were performed. Events which did not 

pass the trigger sum ET cut using only the energy in the central region were rejected. 

4.3 Trigger bias and single tower threshold 

As shown in Table 1 and Fig. 10, four trigger thresholds were used for data collection. 

These separate samples were combined, as discussed below, in order to maximize the 

range of ET over which < QT > was measured. 

In determining the total ET and QT of an event, a crucial variable is the tower 

threshold E$,i,. When the central ET was calculated by the trigger hardware, an 
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%7hI of 1.0 GeV was applied to each “trigger tower”. To minimize corrections based 

on the Monte Carlo modeling of the low energy single particle spectra, a low single 

tower threshold E&,,i, of 0.2 GeV was chosen for the &line analysis. It is important 

to note that the single tower threshold affects the mixture of soft broad (high QT ) 

events and hard collimated (low QT ) events at a given ET. The original mixture in 

the data was determined by the trigger, and thus when a lower single tower threshold 

is applied to detector towers, the soft events pick up more additional ET (and QT ) 

than the highly collimated cl-jet events. As shown in Figure 10, the turnover in the 

raw ET spectrum is higher than the trigger threshold due to the lower single tower 

threshold used in the calculation of the raw event ET. 

Figure 13 shows the < QT > /ET distributions for the separate trigger samples after 

the nonlinearity corrections have been performed. The turnover in the < QT > /ET curves 

shows the depletion of high QT events due to the stiff single tower threshold used in 

the trigger. Above the turnover in the curves the trigger reaches full efficiency. Based 

on the overlap of the separate trigger samples in these plots, cuts on track-corrected 

ET were derived to produce a sample which was free from the bias associated with the 

trigger. No overlap was possible for the SUM-ET-20 sample however, so a conservative 

cut above the turn-over of the < QT > /ET curve was made. These cuts are shown in 

Table 2. 

The distribution of < QT > /ET vs. ET for the merged trigger samples is shown in 

Fig. 14. The errors on the points represent the statistical uncertainty in determining 

the mean QT in each ET bin. 

To find the uncertainty in the nonlinearity correction, the nonlinear response func- 

tion was varied to its upper and lower limits. The corresponding shift in the corrected 
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< QT > JET versus ET provided a direct measure of the sensitivity of < QT > /ET to 

the uncertainty in this correction. The solid lines in Fig. 14 show the range around the 

< QT > /ET curve which results from uncertainty in the nonlinear response. 

The other significant systematic uncertainty in data came from a shift in the noise 

level in the calorimeter electronics (pedestals) that occurred over the period of the 

data collection. Although, daily adjustments were made to correct such shifts, an 

asymmetric correction circuit allowed the channels to drift low without being corrected. 

Since the measurement of < QT > /ET is sensitive to the low energy response of the 

calorimeter, this drift created an additional uncertainty. The dashed curves in Fig. 14 

show the range of uncertainty in < QT > /ET from the shifts. The uncertainty is 

asymmetric because of the asymmetry in the noise-level drift. 

4.4 Corrections based on Detector Simulation 

In addition to the corrections described above, it is also necessary to correct for effects 

such as detector resolution, energy losses in cracks, and energy lost below the single 

tower threshold. These effects were studied with an event generator (ISAJETzB) and 

the CDF detector simulation. 

Partons produced by the generator (ISAJET) are fragmented independently (Field- 

Feynman approach) and then the short-lived particles decay. (Note that fragmentation 

here means the conversion of the fully evolved ISAJET partons into hadrons.) The 

parameters used in the fragmentation functions were tuned to give good agreement 

with the CDF jet data.l’ In addition to the hard parton collision, an underlying event 

was generated by ISAJET and simulated along with the hard collision products. The 

resulting hadrons, electrons, neutrinos and other particles were projected through the 
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magnetic field to the face of the calorimeter. From the locations, momenta, and di- 

rections of these particles after they have passed through the magnetic field, ‘particle 

level’ event parameters were determined. Particles that never reach the calorimeter 

(charged particles of I’= below 0.4 GeV curl-up in the magnetic field) and particles 

such as neutrinos, that deposit no energy in the detector, are also included. These 

‘particle level’ event parameters represent the goal of the detector corrections. 

The resolution of the detector, combined with the steeply falling ET spectrum, 

determine the number of events that will fluctuate up to higher ET bins from low ET; 

this is termed resolution smearing. To account for this effect, a sample of events, jets 

plus underlying event, was generated and simulated with a falling ET spectrum which 

reproduces that data well. After the generated events were passed through the detector 

simulation, the same single tower threshold, E$ > 0.2 GeV, was applied, and the same 

type of nonlinearity corrections were performed as for the data. Note that for any 

choice of single tower threshold, the detector corrections will be affected by how much 

energy is lost below the single tower threshold and how much is lost to particles that 

curl in the magnetic field. The use of the charged trackiig information and low single 

tower threshold minimize the reliance on the Monte Carlo single particle PT spectra. 

The detector corrections were derived for both ET and < QT > /ET since the de- 

tector properties can have different effects on these quantities (i.e. the low energy 

particles which dominate at wide angles from the jets may be inRuenced by the single 

tower threshold mire than the particles along the jet axis). Correction factors for ET 

were derived by comparing the simulated and track-corrected ET to the L‘particle-level” 

ET. The mean ET correction factor as a function of track-corrected ET is shown in 

Fig. 15a. 
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Corrections for < QT > /ET were derived in B similar manner. The energy depen- 

dence of the QT/ET correction was accounted for by measuring the correction factors 

in three slices of track corrected ET which spanned the range of the data. Figure 15b 

shows the QT/ET correction factors for slices of track-corrected ET of 50-80 GeV, 

loo-140 GeV and MO-220 GeV. Interpolation between the curves based on the track- 

corrected ET determined the QT/ET correction factor at any intermediate ET . The 

detector corrected < QT > /ET curve was formed by applying the correction factors 

event by event based on the measured track-corrected ET and QT/ET in each event. 

As a check for self-consistency, the detector corrections were applied to the simulated, 

track-corrected sample; good agreement was found between the fully detector corrected 

< QT > /ET curve and the < QT > /ET curve from the particle level. 

The uncertainty in the detector correction factors was estimated using the detector 

simulation 
30 

and was combined in quadrature with the uncertainty associated with 

the nonlinear response and the pedestals. Figure 16 shows the fully detector corrected 

< QT > /ET curve where the solid lines represent the size of the systematic uncertainty 

in this result. 

4.5 Underlying Event 

The typical model for high ET QCD events is a hard collision plus an underlying event 

associated with the spectator partons. The simplest model for the underlying event is 

an isotropic distribution of energy in 7-4 space of the central detector, with an energy 

density independent of the total ET in the event. This is the model we adopted. In 

this model, the energy from the underlying event is uncorrelated with the hard process 

and, averaged over many events, is uniformly distributed. 
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We chose to measure the underlying event energy density in OUT data, rather than 

to use Monte Carlo models to calculate it. We measured it in dijet events at angles near 

perpendicular to the thrust axis. This measurement must be corrected for apparatus 

effects in a manner nearly identical to that descibed above for the main event sample. 

Our procedure is as follows: 

1. Apply dijet cuts to the data sample and histogram the uncorrected energy per 

unit angle with respect to the thrust axis as shown in Fig. 17. For this study, 

dijet events are defined as those with two hard clusters, each with ET 2 20 GeV. 

2. Measure the average uncorrected energy density in the 20’ interval around the 

perpendiculars to the thrust axis indicated by the arrows in Figure 17. This 

energy was summed over the entire pseudorapidity of the central detector (-1.1 < 

7 < 1.1). 

3. Generate an ISAJET Monte Carlo sample of events containing hard collisions 

and underlying event. Process these events through the detector simulation, 

reconstruct the events and subject them to the same dijet cuts as above. 

4. Measure the uncomcted energy density in the MC sample as above. 

5. Apply track corrections and detector corrections to the MC sample. 

6. Measure the comc2ed energy density in the MC sample as above. 

7. The ratio of corrected to uncorrected energy density in the MC sample was cal- 

culated to be 1.48. 

8. The energy density measured from the real data was multiplied by this ratio to 

yield the corrected event energy density of 1.36 GeV/unit-rapidity/radian. 

9. The fraction of this energy density arising from the underlying event was assumed 
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to be 75% (see discussion below), yielding a iY.nal underlying event energy density 

of 1.02 GeV/unit-rapidity/radian. 

This procedure is described in detail in Ref. 30. The magnitude of this energy density 

is a measurement based on real data. The Monte Carlo sample and detector simulation 

were used only to determine the correction factor for detector effects in the same manner 

as for the main data sample. Although the magnitude of energy density determined 

by the Monte Carlo procedure was not used directly, it agreed with the measured 

energy density within -30% which is within the systematic uncertainty assigned to 

this correction. 

A number of studies were made to determine systematic uncertainties. 

l In addition to requiring two hard clusters, other cuts for selecting di-jet events 

were investigated. The inability to distinguish high fluctuations in the underlying 

event from clusters associated with the hard scattering (i.e. multijet events), made 

the choice of di-jet cuts somewhat ambiguous. By taking a systematic uncertainty 

of 27% on the ET density, the range of densities resulting from varying the cuts 

was covered. 

l The dependence of the off-axis ET density on the ET of the clusters in the event 

was also studied. As shown in Fig. 18, no significant dependence on average 

cluster energy was observed. 

l In principle, some of the energy belonging to the jets may have contributed to the 

off-axis energy bands. In order to estimate the size of this effect a second analysis 

was performed on a data sample that had one central cluster (171 5 1.1) and one 

noncentral cluster (1~1 2 2.0). The “central-central” sample had two jets which 

could contribute to the “off-axis” band whereas the “central-noncentral” sample 

25 



had only one. The central-plug sample was found to agree within statistical 

uncertainty with the central-central sample. 

l There are uncertainties in the detector correction factor similar to those discussed 

in the previous subsection and shown in Fig. 16. 

l The above items contribute to the measurement uncertainty. There is also a the- 

oretical uncertainty. While the central-noncentral study indicated that there was 

no discernable contribution from the two leading jets at 90’ from the thrust axis, 

Monte Carlo studies suggest otherwise. In particular, estimates using the HER- 

WIG Monte Carlo indicated that 50% of the energy in the bands may come from 

the parton level scattering and shower evolution. 
3*,11 

To cover the difference be- 

tween this and what we infer from the data, the underlying event was assumed to 

contribute 75% of the energy observed in the bands, and an additional theoretical 

uncertainty of 25% was included. 

The measurement uncertainties from the above sources were combined in quadrature 

and gave a total measurement uncertainty of 35% on the underlying event ET density. 

The detector corrected underlying event ET density is 1.02+0.35(meas.)f0.25(theor.) 

GeV/unit-rapidity/radian.30 

The average contribution of the underlying event to ET and QT was derived by 

assuming an isotropic distribution of energy in the central detector. To find the contri- 

bution to < QT >, the average energy deposited in a 15’ slice (corresponding to the 4 

segmentation of the calorimeter) was calculated from the energy density. The QT for 

this isotropic ET distribution was then calculated by summing over each calorimeter 

slice and the angle from a given axis. The total ET of the underlying event was found 

by summing over all towers in the central calorimeter. This resulted in an average 
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contribution to ET of (14.1 f 8.3) GeV and the average contribution to QT of (9.0 zk 

5.3) GeV. 

Finally, correcting the < QT > /ET curve involves subtracting the underlying event 

< QT > and ET separately from the detector corrected bins of < QT > and ET in 

the data, and then recalculating < QT > /ET. Figure 19 shows the underlying event 

subtracted data where the solid lbies represent the size of the total systematic uncer- 

tainty in the < QT > /ET versus ET curve. Figure 19 and the size of the uncertainty 

are tabulated in Table 3. 
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5 Comparisons to Theoretical Predictions 

5.1 Parton Level QCD Calculations 

The calculations discussed in section 2 were based on QCD parton level calculations 

of 2 + 2 and 2 + 3 processes with no explicit treatment of hadronization. Before pro- 

ceeding to a discussion of this topic it is useful to compare these calculations to the 

data. Figure 20 shows the data compared to the PAPAGENO parton level result. Al- 

though this QCD prediction does not explicitly include the effects of hadronization, it 

shows a level and shape of < QT > /ET which is similar to the data. 

Also shown in the Figure is the result of a 3-body(parton) phase space C&&L- 

tion. Since < QT > /ET is a dimensionless quantity which is independent of the ET 

in an event, the < QT > /ET CUTW is flat for the 3.body phase space parton level 

calculation. 
30 

Note that all of the theoretical plots presented in this section were generated without 

an underlying event, since the data has already been corrected for that effect. 

5.2 Fragmentation and Hadronization 

The predictions for < QT > /ET discussed thus far were based on parton level cal- 

culations without any attempt to include the effects of converting these partons into 

hadrons. Since hadrons, not partons, are measured in the data, some study of the effect 

of this process is necessary. Hadronization is the soft, low energy (Q1 rz A’) regime 

where quarks and antiquarks are clumped together into hadmns, whereas fragmenta- 

tion includes both the contributions of glum bremsstrahhmg, as well as the hadroniza- 

tion of the partons. By evaluating the 2 =X 3 matrix element without imposing cuts 
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on the parton energies and separation, the p&on calculation for < QT > /ET is, in a 

sense, including a first-order estimate of what is generally included in fragmentation. 

As shown by Ellis and Webbeql* the additional QT from hadronization is expected to 

be small compared to the QT from gluon bremsstrahhmg. 

On the other hand, they do not consider events in which there is no glum bremsstrahlung 

i.e. 2 + 2 events, where hadronization would add QT to events which had zero QT at 

the parton level. To estimate the contribution of hadconization to < QT > /ET , two 

approaches were used. The fmst employs full Monte Carlo simulation programs which 

perform parton-level calculations, glum bremsstrahlung and hadronization. The sec- 

ond involves passing the output of a 2 + 2 parton calculation (PAPAGENO version 

3.09) through an independent hadronization program; both of these methods are dis- 

cussed below. 

Traditionally, the effects of fragmentation are incorporated into leading log Monte 

Carlo simulation programs. Two such programs are HERWIG31 and ISAJET.** For 

this analysis, HERWIG version 3.2 and ISAJET version 5.38 were used. Both begin 

with a 2 + 2 scattering and then use glum bremsstrabhmg to generate multiparton 

events. Each program cuts off the bremsstrahlmg and uses a separate “hadronization” 

step to create the particles which will be detected. 

In the case of ISAJET, after the bremsstrahlung has been completed, the Feynman- 

Field fragmentation functions are used to hadronize each pwton independently. Here 

“fragmentation function” refers specifically to the hadronization of ISAJET partins. A 

cut-off on the glum mass of 6 GeV limits the contribution of bremsstrablung and defines 

the separation between the parton-level QCD processes and hadronization. Figure 21a 

shows separate < QT > /ET distributions for ISAJET partons and hadronization prod- 
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ucts. The p&on calculation was performed on the “evolved partons”, i.e. the quarks 

and gluons after bremsstrahlung has occurred. This illustrates the size of the effect of 

hadronization for this definition of the relative contributions of glum bremsstrahlung 

and hadronization. 

Unlike ISAJET, the HERWIG program takes into account the effects of glum in- 

terference and coherence at the parton level. These considerations result in glum 

branching angles that decrease as a shower progresses and in energy restrictions on 

the emitted gluons. Although HERWIG also must introduce an external cut-off on 

the emitted glum mass, it is much lower (0.65 GeV) because the formalism is struc- 

tured to take into account the low energy gluons. The HERWIG model is similar to 

the string fragmentation schemes and thus provides a very different estimate of the 

possible contribution to < QT > /ET from hadronization. Figure 21b shows separate 

< QT > /ET curves for the hadronization products and the partons from the HER- 

WIG generator. As before, the parton level calculation of < QT > /ET uses the fully 

evolved (after bremsstrahlung stage has completed) quarks and gluons. The additional 

< QT > /ET which is attributed to hadronization is much smaller than in ISAJET as 

was expected from the lower cut-off on the glum bremsstrahlung. Figure 22 shows the 

data compared with the HERWIG result for hadronized partons. HERWIG is in good 

agreement with the data over the complete ET range. 

In addition, another approach was developed in which the output of matrix element 

p&on generators (i.e. PAPAGENO) can be hadronized. The program was based 

on the ISAJET routines which performed the Feynman- Field fragmentation, using 

a limited transverse momentum with respect to the parton axis. Since the parton 

level calculations (i.e. PAPAGENO) d o not include additional glum bremsstrahlung, 
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the parameters of the fragmentation function had to be adjusted. The PAPAGENO 

2 + 2 events were used as input and the fragmentation parameters were tuned to give 

agreement with di-jet data. 

Naively one might attempt to apply this hadronization to the partons from the 

PAPAGENO 2 a 3 calculation, but this is not possible. First, hadronisation would 

add QT to events which previously had zero QT and thus the QCD divergence would 

no longer be cancelled. Second, by not imposing a cut-off on the radiated gluons, the 

original < QT > calculation is, at some level, accounting for part of what is generally 

absorbed into the fragmentation functions and thus adding to this result would be 

“double counting”. 

To estimate the size of the contribution to < QT > /ET from this model ofhadroniza- 

tion, PAPAGENO 2 + 2 events were generated and hadronieed and < QT > /ET was 

calculated from the hadronization products. In contrast to the tuning procedure, no di- 

jet cuts were applied to the generated events or the data. The resulting < QT > /ET curve 

is shown in Fig. 22 compared to the data. If no hadronization were performed, the 

< QT > /ET for the 2 + 2 process would be identically zero. Clearly, this model of 

hadroniaation adds a significant amount of Qr to the 2 j 2 events, although it is not 

enough to bring the 2 + 2 QCD prediction into agreement with the data. In other 

words, the effect of hard glum bremstrahlung must be included to achieve the level 

of < QT > /ET observed in the data. 

It is instructive to determine the main contribution to the < QT > in the event, 

i.e. is it from particles near the thrust axis or at wide angles? To examine this, the 

fractional QT contribution of each tower in an event has been plotted as a function of 

the angle q5 between the tower and the thrust axis. Figure 23 shows this distribution 
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summed over events in different ET bins. The corrections for detector effects that could 

change the shape of this distribution, such as the track correction for the nonlinearity, 

have been applied. Since the Monte Carlo based detector corrections were simply 

overall factors, they would not change the shape of this distribution and thus they 

have not been included. A correction for the underlying event has been applied by 

following the assumption of an isotropic underlying event energy distribution and using 

the underlying energy density measurement discussed in Section 4 and Ref. 30. 

Figure 23 also shows the Same distributions for HERWIG hadronized partons (solid 

curve) and from the hadronized PAPAGENO 2 a 2 events (dotted curve). Statistical 

fluctuations in the Monte Carlo distributions have been smoothed for clarity. Each of 

these distributions has been normalized to the same area as the corresponding distri- 

bution for real data. Except in the lowest ET interval, near the experimental trigger 

threshold, the HERWIG plots show remarkably similar shape to the data over the ET 

range covered in the plots. The 2 + 2 curves show too much peaking near the thrust 

axis and too little contribution at wide angles. This is as expected since the region near 

the thrust axis is what was specifically included in the 2 + 2 plus hadronisation model 

while no attempt was made to reproduce the wide angle behavior. Comparing these 

PAPAGENO 2 a 2 and HERWIG curves with the data and with the < QT > /ET vs. 

ET results from each model indicates that while there is a significant contribution 

to < QT > near the thrust axis, the wide angle contributions are also important in 

determining the mean. 
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6 Conclusions 

We have measured the average value of the global event parameter, QT , as a function of 

ET in jjpcollisions at 1.8 TeV. Measurement of QT in the CDF data is an important test 

of QCD predictions in the region generally excluded from clustering types of analysis. 

A QCD parton level calculation is consistent with the experimental measurements, as 

is a full leading-log Monte Carlo program, HERWIG, which includes the effect of a 

running coupling constant, coherent multiple glum emission and hadronisation. In 

addition, the HERWIG Monte Carlo describes well the observed shape of the angular 

distribution of individual calorimeter tower contributions to QT within the events. 

Since QT is sensitive to energy depositions away from the jets, the underlying 

event, unavoidably present in experimental data, introduces a large correction and 

uncertainty. The effect of the underlying event was estimated from the data by mea- 

suring the energy density at wide angles from the jets, but the contribution of the hard 

scattering in that region is not well defined. 

In order to judge the sensitivity of comparisons between data and theoretical pre- 

dictions, two other models were studied: a three-parton phase space model, and a 

2 + 2 parton level calculation with hadronisation. Neither was consistent with the 

experimental measurements. From these results, it appears that hard glum emission, 

as predicted by QCD, is necessary to describe the data. 

Independent of the experimental data, the Monte Carlo studies have taught us 

much about the behavior of QT . Although it has been argued*’ that QT is insensitive 

to soft hadronization effects, careful Monte Carlo studies reveal a sensitivity to the def- 

inition of the division between hadronieation and glum bremsstraliiung. The effect of 

hadronization is fundamentally a theoretical issue and cannot be separated experimen- 
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tally from the effects of glum bremsstrablung. Thus, we have not attempted to unfold 

the effects of hadronization from the data, and comparisons are made either to parton 

level predictions directly, or to hadronised parton calculations where appropriate. 

The parton level calculation suggested that the average value of QT as a func- 

tion of ET is sensitive to the r uming of the strong coupling constant. Monte Carlo 

studies show that this sensitivity is substantially reduced when contributions to QT 

are summed only over the central rapidity region. This significance is also reduced 

by a large uncertainty from the ambiguities associated with hadmnisation. Thus, our 

studies demonstrate that this suggestion, based on parton distributions, is overly op- 

timistic because the running of the strong coupling .constant cannot be isolated from 

other effects in observable hadron distributions. 
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Table 1: Trigger Thresholds and Luminosity 

Et Integrated Luminosity Trigger Name 

20 GeV 0.406 nb-’ SUM-ET-20 

30 GeV 11.620 nb-’ SUM-ET-30 

40 GeV 5.800 nb-’ SUM-ET-40 

45 GeV 5.771 nb-’ SUM-ET-45 

Table 2: ET Cuts on Track Corrected Data 
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Table 3: Table of < QT > /ET and ET with statistical and systematic uncertainties, as 

shown in Fig. 19. A small asymmetry in the systematic uncertainty has been ignored here; 

only the average magnitude of the positive and negative contributions is given. 

Et (GeV) < QT > /ET stat. Avg. Sys. 

71 0.399 0.007 0.145 

H 81 90 0.353 0.344 0.006 0.002 0.135 0.130 H 101 110 0.324 0.308 0.003 0.003 0.120 0.125 

I( 121 I 0.294 I 0.004 I 0.110 I/ 

II 131 I 0.290 I 0.004 I 0.105 II 

11 141 I 0.275 1 0.006 I 0.095 11 

I/ 151 I 0.263 I 0.007 1 0.090 11 

H 251 272 0.232 0.239 0.028 0.025 0.058 0.053 

11 296 1 0.211 / 0.026 ( 0.051 I/ 

I/ 384 I 0.222 I 0.039 / 0.043 II 
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Figure 1: A CDF Jet event. The cylindrical calorimeter has been ‘unrolled’ such that the 
axes of the grid represent the azimuthal angle around the beamline, and the pseudo-rapidity, 
defined as -In(tan(8/2)), where 0 is the polar angle with respect to the beamline. The height 
of each cell is proportional to its transverse energy, ET = E&d. 
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Figure 2: < QT > using Duke and Owens structure functions set 1, Q’ = Eg, and integrated 
over the range Iv/ 5 1.1. 
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Figure 3: < QT > /ET for three scenerios: &CD; a. running with no structure function 
evolution; as constant with standard structure function evolution. All use Duke and Owens 
set 1, Q2 = Eg, over the range 171 5 1.1. 
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Figure 4: < QT > /ET for Duke and Owens sets 1 and 2 with scales of Qa = E; and Eg/4, 
for the range 1~~1 < 1.1. 
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Figure 5: < QT > /ET vs. ET calculated from partons which fall within the central 

(1~1 5 1.1) region, for a variety of rapidity ranges used in the PAPAGENO event gener- 
ation. Also, a comparison to the Ellis and Webber calculation is shown. 
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Figure 6: < QT > /ET vs. ET for CY, constant and a. running. Both curws were calcu- 
lated from partons which fall within the central (171 5 1.1) region, and a rapidity range of 
(171 5 4.0) was used in the PAPAGENO event generation. 
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Figure 7: Perspective view of the components of the Collider Detector at Fermilab 
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Figure 8: Projective tower structure of the CDF Central Calorimeters. The End Wall 
calorimeters are treated as part of the central region. 
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Figure 9: Average response of the central calorimeter to charged particles. Below 10 GeV 
minimum-bias isolated track data was used. Points above 10 GeV were derived from test 
beam studies. The CUIWS represent the estimated size of the uncertainty in the determination 
of the average response. 
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Figure 10: Uncorrected ET spectrum for the separate trigger samples. The samples have 
been normalized by their relative luminosities. 
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Figure 11: Relative ET and QT distributions with respect to the transverse thrust axis. Each 
tower is entered such that the horizontal axis represents the angle Aq5 between the tower and 
the thrust axis. The height corresponds to the ET (QT ) of the tower. This plot represents 
the sum over the data with a 30-GeV trigger threshold. 
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Figure 12: QT distributions in various ET intervals. Vertical scales are normalized to the 
peak bin in order to emphasize the change in shape with ET . 
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Figure 13: Track-corrected < QT > /ET for the separate trigger samples. No relative nor- 
malization is necessary since < QT > /ET is independent of the number of events in the 
sample. The overlap of the samples was used to determine the regions where the trigger was 
efficient. 
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Figure 14: < QT > /ET curve for the track-corrected merged trigger samples, solid lines 
indicate the range of uncertainty in < QT > /ET from the uncertainty in the nonlinear 
response, dashes indicate size of uncertainty from pedestals. 
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Figure 16: Detector corrected < QT > /ET vs ET . The solid lines indicate the total sys- 

tematic uncertainty. No correction for the underlying event has been performed. 
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Figure 17: The ET flow with respect to the thrust axis for di-jet events. Each tower is 
entered such that the horizontal axis represents the angle Ad between the tower and the 
thrust axis. The height represents the ET of the tower. The arrows indicate the angular 
region that was used for the underlying event measurement. 
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Figure 18: Underlying event ET vs. average cluster ET. Di-jet cuts required two clusters of 
ET 2 20 GeV and that these clusters be back-to-back within 10” in 4. 
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Figure 19: Final c QT > /ET vs. ET curve. The underlying event has been subtracted. The 
dashed lines indicate the uncertainty in the measurement of < QT > /ET . The solid lines 
represent total systematic uncertainty. 
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Figure 20: < Qt > /Et vs. Et for data compared to PAPAGENO < QT > JET parton level 

prediction and parton level 3 body phase space. 
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Figure 21: < QT > /ET vs. ET for a) ISAJET and b) HERWIG partons and hadronization 
products. 
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Figure 22: < QT > /ET vs. ET for data compared to PAPAGENO 2 =+ 2 + hadronization 
and compared to the HERWIG result from hadronized partons. 

64 



0 20 40 60 800 20 40 60 800 20 40 60 80 

4 (deg.) 

Figure 23: Histograms of fractional QT of each tower (averaged over events for each ET in- 
terval) vs. A+ between the tower and the thrust axis. Data are corrected for shape-changing 
detector effects and underlying event. Smoothed HERWIG (solid curve) and PAPAGENO 
(dashed curve) distributions are discussed in the text. 
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