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Abstract 

Recent results from CDF in jet physics are presented. Tests of leading order and next 
to leading order QCD are performed by measuring the dijet invariant mass spectrum, jet 
shapes and three jet events. Tests the leading logarithm approximation in QCD are made 
by comparing the highest energy events at CDF with the Hcrwig Monte Carlo. 
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Introduction 

CDF has collected approximately 4.5 pb-’ of integrated luminosity at fi = 1800 GeV of 

pp collisions. This high statistics sample allows more accurate tests of QCD. Fortunately, 

significant theoretical progress is being made in parallel, either through calculating hard 

scattering at Next to Leading Order (NLO), or by modeling higher order contributions in the 

Leading Log Approximation through shower Monte Carlos. 

In this paper comparisons of data and QCD calculations are done in three different levels: 

1. Tests of Leading Order (LO) QCD. When a higher order calculation is not available, the 

data was compared with LO QCD. This allows us to understand which features of the 

data are not well described by theory, and need higher order calculations. In this note 

the differential cross section &/dMJJ is measured where MJJ is the invariant maas of 

a 2 jet system. Also 3-jet distributions are compared with aj tree level calculations. 

2. Tests of Next to Leading Order QCD. In this note we describe a measurement of 

Jet Shape, a process which is not existent in LO calculations and is obtained when 

calculating in NLO da/dE+ 

3. Tests of the Leading Log approximation as implemented by the Monte Carlo program 

Herwig[l]. A comparison is performed between this Monte Carlo and the most energetic 

events in CDF (meawed by the total transverse energy in the calorimeter). 

Data Selection 

The CDF detector has been described in detail elsewhere [2]. For these measurements, jets in 

the central, wall and plug calorimeter were used( See fig. 1). For the jet shapes measurement 

three dimensional tracks in the central tracking chamber were used. 

For the dijet analysis, online triggers in which a single jet is required to have transverse 

energy in the calorimeter above specific threshold were used. The minimum energy required 

were 20, 40 and 60 GeV. The 20 and 40 GeV triggers were prescaled, in order to maintain a 

manageable trigger rate. 

The jet shape analysis was done using only the jet trigger data which required 60 GeV or 

more transverse energy. The jets were required to be in the central calorimeter. 

The 3-jet analysis and the comparison of high energy events with Herwig were performed 

lvith data from a total transverse energy trigger. The trigger required the total transverse 

energy in the calorimeter to be greater than 120 GeV. 

Jet Algorithm 

In order to compare theory with data a common jet definition has to be adoptzd both by 

experimentalists and theoreticians. A serious attempt to reach a standard is the Snowmass 

accord [3], in which a common definition was specified. One of the main outcomes is that a 

jet should be defined by its transverse energy (E,) and cone size (R). 
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Figure 1:. The CDF Calorimeter. 

The cone size 11 is defined an R = dA$ + AqV where 7 = log cot(f?/2), 4 is the azimuthal 

angle differeme an! 0 is the polar angle difference between a tower/particle/parton end the 

jet axis. One then defines: 

,+=‘=A c Eti~ 
St Ris~ 

pt = & c Etih 
t Ri<Ro 

Where, again, the LIUUU can be over pertons, particles or towers within Re. 

Clearly, the chosen cone size of the jet does not affect LO QCD calculations, but it is 

important for higher order calculations, where more than one perton can be within the cone. 

In order to avoid biases, we do not correct for the two processes that change slightly the 

jet energy in the cone: particles that due to fluctuations or magnetic field effects slipped out 

of the cone, and underlying event particles, crested by soft processes among the debris of the 

nucleons, that may fall into the cone. Although predictions of the magnitude of the Jet Et 

change due to these processes are model dependent, they tend to be small and negligible at 

high energies and large cone sizes. 

Two Jet Invariant Mass 

We measured the dijet invariant mass spectrum. In the center of mass system, the two jets are 

back to back and, after integration over the azimuthal angle 4, the cross section is dependent 

on the dijet invariant mm8 ikfJJ and the azimuthal angle 9. 
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Figure 2: The dijet mass distribution. 

As a NLO ceiculationis not available for MJJ, the data will be compared to the LO QCD 

calculation. As described above, no out of cone or underlying event correction ere applied. 

The mass is calculated in the usual way MJJ = (El + El)2 - (@I+ Fa)!J, where Ej is the 

energy of jet j, obtained by summing tower energies, and 2j is the momentum of the jet, 

calculated by assigning a vector to each tower and then performing a vector sum within the 

cone. 

Instead of correcting the data for detector response, the theory was smeared, i.e. corrected 

for the combined effect of the detector response with a rapidly felling MJJ spectrum. The 

corrections were estimated with the Herwig Monte Carlo and a detector simulation. 

In Fig 2 measurements of the cross section du/dM JJ are shown for 2 diGrent cone 

sizes, R = 1, and R = 0.7, integrated in the pseudorapidity range /TJ( 5 0.7. The data are 

represented by crosses, including systematic errors. The band defined by the two curves 

represent the theoretical uncertainty, obtained by varying the scale Q2 within 0.5P: < Q2 < 
ZP: and using the following perametrizations of structure functions: EHLQ [4], DO [5], 

DFLM [6], HMRS [7], and MT [S]. Th ese are absolute scale comparisons. 

In order to test the agreement between data and theory on the shape of the distributions, 

data and theory were normalized. Table 1 shows x? confidence levels for fits using different 

structure functions, scales and cone sizes. The fitting procedure took into account all system- 
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Confidence Levels (%) 
Q’/Pj = 1 ( 2 1 ; 1 1 2 ( + 
structure 
Functions Cone 1.0 Cone 0.7 

DFLMlOl 48 46 47 1 1 <1 
DFLM173 54 52 54 1 1 2 
DFLM250 50 52 53 2 2 2 
DO1 51 51 47 2 1 <l 
DO2 49 48 48 2 2 2 
EHLQI 40 38 40 < 1 < 1 < 1 
EHLQ2 24 21 25 < 1 < 1 < 1 
HMFLSB 46 48 47 2 1 1 
HMRSE 46 46 39 3 4 4 
MT155 57 58 54 3 3 2 
MT187 56 56 56 2 2 1 
MT191 66 65 64 5 6 6 
MT212 62 61 59 3 4 3 

Table 1: LO QCD vs. MJ~ spectrum x1 confidence levels in percent. 

atic uncertainties. Basically the main difFerence found is the dependence on the jet cone size. 

There is not much dif&rence between various structure function parametrizations and energy 

scales. The cone 1.0 distribution is steeper than the cone 0.7 one. The data with cone of 1.0 

agrees well with theory while a cone of 0.7 is disfavored. This effect can occur ifbigher order 

diagrams change the energy within the smaller cone size, mainly through bremsstrablung out 

of the cone. Another possible effect will be initial state radiation falling within the larger jet 

cone, increasing its energy. It will be interesting to see ifNL0 calculations can describe this 

effect. 

Three Jet Events 

Another method of testing NLO QCD calculations is to study J-jet distributions. In this case 

only tree diagrams were evaluated. The main motivation is the that the calculation shows 

different angular and energy distributions for the different subprocesses, e.g. 99 + 999 is 

more singular than qp + 999. Based on these distributions, it is interesting to measure the 

amount of qe initiated processes in our 3-jet events sample. 

The conventions adopted here are relatively simple: the initial partons are labeled 1 and 

2 and the outgoing partons (jets) are labeled 3, 4 and 5, ordered by energy. Two important 

kinematical angles are defined in the CM frame, namely 6, the angle between jet 3 and the 

beam axis, and the angle $ defined as the angle between the plane defined by the 3-jet system 

(3,4 and 5) and the plane defined by the beam and the hardest jet (1,2 and 3). The scaled 

energy variables are defined z; = 2Ei/M3=, where &J is the invariant mass of the 3-jet 

system. 
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Figure 3: Jet energy fractions in three jet events. 

The selection of events reflects the needs of having both well separated jets in the detector 

and events kinematically away from infrared and collinear divergencies. Events are selected 

by requiring at least 3 jets with uncorrected Et 1 10 GeV in the region 1~~1 < 3.5, separated 

by AR 2 0.65. Additional cuts avoid trigger biases and divergencies: M~J > 256 GeV, 

~ m(8)/ < 0.6, 30° < 1/, < 150° and z1 < 0.9. 

The theoretical distributions [lo] were obtained by generating 3 partons in the final state 

away from the imkred or collinear divergencies (cuts similar to those applied on data are 

applied at parton level) and then fragmenting the partons and processing the event through 

a detector simulation. Identical cuts as in the data are applied to the generated sample. 

The measured cross sectionis 1.2kO.6 to be compared with the one obtained from theory, 

1.8 5 0.9. The main uncertainty in the data is energy scale and in the theory is structure 

functions and renormalization scale used in a, evaluation. 

In Fig. 3 the distributions for zs and 2, are shown. The histograms represent full QCD 

and a QCD calculation involving only qq in the initial state. The linear curves are the phase 

space predictions. The data clearly prefers the full QCD prediction. The same is observed 

for the angular distributions, shown in fig. 4. The full QCD distribution is more singular 

than the qQ originated distribution, as it shows more prominent peaks when cos 0 approaches 

1: and when $J approaches 0 or 180 degrees. 

The 4 distributions of figs. 3,4 are used to estimate the fraction of qq in the initial state. 

The result of the combined fit is 3+:‘%, to be camp ared to 11&40/o, the theoretical prediction. 
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Figure 4: Angular distributions in three jet events. 

Jet Shapes 

Within the framework of NLO QCD calculations it is possible to obtain more than one parton 

inside the cone. The jet energy is shared between these two partons. This effect produces an 

energy distribution inside the jet cone. At high enough energies, where fragmentation effects 

become negligible, this distribution should be measurable. 

To experimentally study the jet shapes, it was decided to use tracks. Tracks have a better 

spatial resolution than calorimeter towers, which have spatial resolutions on the order of their 

size. The use of tracks also avoids dealing with calorimeter non-linearities which are large in 

the Pt range of interest. 

To measure the jet shape we define the average Pt density: 

p(r) = +g, pjct;Ro) c dPf tower, 
rvhere dPt is the the Pt measured in the annular domain between r and T f dr. By definition 

J$’ p(r)& = 1, so that Pp is also calculated with the tracks. The integral shape variable 

q(r) = J, p(r’)cZr’ is used to compare data with theory. 

In fig. 5 we show both the definition of the variables and the comparison between data 

and theory. The theory points were calculated for 100 Gev Et jets. The jets in the data were 

required to be central, namely 171 2 0.7, and to pass the cut 95 < Et < 120 GeV, when the 

jet Et was corrected for .detector effects. The shape distribution was corrected for tracking 
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The data show a surprisingly good agreement with theory [9] for a cone R = 1.0. The 

agreement is not as good for other cone sizes (not shown). This effect is under study, as well 

as the evolution of the sbape with jet Et. 

High Total Transverse Energy Events 

Events with high total transverse energy (C&) are selected and compared to the parton 

shower Monte Carlo Herwig version 4.3 with DO1 structure function and AQCD = 200 MeV. 

The main motivation willl to try to detect deviations from QCD in this new energy regime. 

As a byproduct, this analysis serves as a test of the leading log approximation in this energy 

regime. 

The events were selected by requiring uncorrected CEt > 400 GeV, where the sum is 

over calorimeter towers with Et > 500 MeV. Cosmic rays and events with more than one 

vertex are rejected. 

In Fig 6 the total transverse energy and the missing transverse energy (defined by summing 

vectoriaUy the Et of the towers) are shown. The Herwig [I] Monte Carlo describe relatively 

well the distributions. 
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Figure 6: Total and Missing Transverse Energy for the high El data sample. 

To study how well the Monte Carlo describe the data we study both intra-jet and inter-jet 

variables. As an example of inter-jet properties of the event, the jet multiplicity, as a function 

of a jet Pf cut is plotted in fig. 7, for 171 < 2. The Monte Carlo describe well the data, including 

the intermediate Pt range (not shown), showing that the leading log approximation describes 

well the additional creation of soft jets, expected at big&r orders. 

To probe how well the i&n-jet properties are calculate the Et flow about the Jet axis is 

calculated. In fig. 7 the I& flow in &space is also shown for jets in different I’t ranges. The 

agreement is very good. The different c1vves represent &f&rent Monte Carlo samples which 

have the same sizes as the data, and are an estimate of the statistical error in these plots. 

Similar agreement is found also in q space and for the intermediate Pt range. 

Summary 

We are probing QCD in all possible levels. A good description of the two jet invariant mass 

is obtained when one compare and LO QCD calculation with data consisting of cone 1.0 jets. 

The same cone size is used to compare the shape of 100 GeV jets with a NLO calculations 

and , again, good agreement is found. Using tree level 3-jet matrix elements we showed that 

full QCD is needed to describe the data, and estimated the amount of qq initiated processes 

in the data. At the highest energy regime, our events are well described by the Herwig Monte 

Carlo. 
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