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Abstract 

An analysis of high transverse momentum electrons using data from the Collider 
Detector at Fetmilab in pp collisions at fi= 1800 GeV yields values of the production 
cross section times branching ratio for W and Z” bosom of u(pp - W X - evX) = 

2.19 i 0.04 (stat) 10.21 (sys) nb and o(@p -t Z”X - efe-X) = 0.209 + 0.013 (stat) 
eO.017 (sys) nb. Detailed descriptions of the CDF electron identification, background, 
efficiency, and acceptance are included. Theoretical predictions of the cross sections 
that include a mass for the top quark larger than the W mass, current values of the W 

and Z” masses, and higher order QCD corrections are in good agreement with these 
measured values. 
PACS numbers: 13.38+c.14.BO.Er 
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1 Introduction 

In this paper we present measurements of the production of W bosons with subsequent 

decay to ev (u.B( W + e v) ), and the production of Z” bosom with decay into e+e- 

(u.B(Z*+ ece-) ), in ,,6 = 1800 GeV j?p collisions at the Collider Detector at Fermilab 

(CDF). These quantities are tightly constrained in the Standard Model of electroweak in- 

teractions [I]. \Ve believe that W and Z” bosom are produced in high-energy pp collisions 

at lowest order through the Drell-Yan process [Z] (q + q + W (ZO)) as well as through 

radiative QCD processes (n + q -+ W (ZO) +g and p + 9 -+ W (Z”) +q). Theoretical 

predictions of W and Z” production properties therefore depend on the parton momentum 

distributions in the proton, quark-boson couplings [3], and calculations of the higher-order 

strong interaction corrections to the zeroth order process [4], as well as the W and Z” 

masses. The decay widths of W and Z0 bosons to leptons depend on the lepton-boson 

couplings. The comparison of the measured rates with the predicted rates thus tests many 

aspects of QCD and the Standard Model. 

Because of their large mass, two body decay distribution, and relatively high production 

cross section, at ,/2 = 1800 GeV the W and Z” bosom serve as a dominant source of high 

transverse momentum electrons. These electrons produce distinctive and easily recognizable 

signatures in the detector. In this paper we describe the identification of W and Z” bosons 

through their decay into electrons, concentrating on electron identification, acceptance, and 

backgrounds in CDF. 

Since electrons from W and ZD decays are expected to be kinematically very similar, W 

and Z” candidate events are first selected from a common sample of events which contain 

at least one well-measured, isolated, high transverse-momentum electron. LVe then apply 

highly efficient cuts inidentifying the second lepton from the boson decay. For W candidate 

events, there is a requirement on transverse-momentum imbalance in the calorimeter as 

a signal for the neutrino. For Z” candidate events, there is a requirement of a second 

electromagnetic cluster identified as an electron. 
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Section 2 describes the systems of the detector used in the identification of electrons. Sec- 

tions 3 & 4 contain descriptions of the trigger, electron identification requirements, and the 

datasets used in the measurement. The discussions of the electron kinematic and geometric 

acceptance (section 5), electron selection efficiency (section 6), and background subtraction 

(section 7) follow. Further corrections and the calculation of the integrated luminosity are 

detailed in sections 8 and 9 respectively. Section 10 closes with a discussion of experi- 

mental results for the product of the cross section times branching ratio u.B( W + e v) 

and a.B(Z’ + e+e-) in pp collisions at fi= 1800 GeV and a comparison to theoretical 

predictions. 

2 Detector Description 

The CDF detector is an azimuthally and forward-backward symmetric detector designed 

to study the physics of pp collisions at the Fermi National Accelerator Laboratory (FNAL) 

Tevatron. Event analysis is based on charged particle tracking, magnetic momentum analy- 

sis, and finely segmented calorimeters. Particles produced in pp interactions pass through a 

thin beryllium beam pipe, charged particle tracking chambers, sampling calorimeters, and 

muon chambers. Figure 1 shows a side view of the CDF detector. 

It is beyond the scope of this paper to describe in detail all aspects of the CDF detector. 

Such a description can be found in reference [5]. JVe will concentrate on the pertinent 

aspects for the analysis and detection of W + e Y and Z”- e+e- events, specifically 

those concerning energy and momentum measurement. 

2.1 Calorimeters 

The CDF calorimeter covers 2a in azimuth and from 2O to 178’ in polar angle, segmented 

into projective towers in azimuth and pseudorapidity [6]. The coverage consists of three 

separate regions - central, plug, and forward. For the measurement of electromagnetic 

energy, the centralregion covers the range 171 < 1.1, the plug region covers 1.1 < Iv/ < 2.4, 

and the forward region covers 2.2 < I?/ < 4.2. For the measurement of hadronic energy, 
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the central region covers the range 17) < 1.3, the plug region covers 1.3 < 1~1 < 2.4, 

and the forward region covers 2.3 < 1~1 < 4.2. The electromagnetic calorimeter systems 

are summarized in table I - a description of the fiducial regions of the electromagnetic 

calorimeter coverage is given in section 5.1. 

Electromagnetic Calorimeters 

The ~entd electromagnetic calorimeter [7] (CEM) uses lead sheets interspersed with 

polystyrene scintillator as the active medium and employs phototube readout. The calorime- 

ter is 18 radiation lengths (0.6 absorption lengths) thick with a projective tower size of 

0.1 x 15’ in 7 x 4. The CEM has an energy resolution of w $ 2% (the symbol $ 

signifies that the constant term is added in quadrature in the resolution) [8]. Located ap- 

proximately 6 radiation lengths into the calorimeter (shower maximum for electromagnetic 

showers) is a proportional chamber (CES) with strip and wire readout providing shower 

position measurements in both the 2 and R$ views respectively. The position resolution of 

this chamber is 0.2 cm by 0.2 cm. The CEM calorimeter is physically segmented into 15O 

sections in azimuth and along the 7 = 0 plane in Z. 

The plug electromagnetic calorimeter [9] (PEM) uses lead absorber panels interspersed 

with gas proportional chambers and cathode pad readout giving a total thickness of 18- 

21 radiation lengths (0.6-0.7 absorption lengths). The PEM has an energy resolution of 

% $ 2% with a tower size of 0.09 x 5’ in 11 x 4. Shower positions are measured using 

information from the 0 and 4 pads resulting in a resolution of 0.2 cm by 0.2 cm. The PEM 

calorimeter is divided into quadrants. 

The forward electromagnetic calorimeter [lo] (FEM) uses lead absorber panels inter- 

spersed with gas proportional chambers and cathode pad readout giving a total thickness 

of 25 radiation lengths (0.8 absorption lengths). The FEM has an energy resolution of 

$$ @ 2% with a tower size of 0.1 x 5’ in 7 x $. Shower positions are measured using 
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information from the b’ and q+ pads with a resolution of 0.1 cm to 0.4 cm depending upon 

the location in the calorimeter. 

Hadronic Calorimeters 

The central hadronic calorimeter (CHA) [ll] uses steel absorber interspersed with acrylic 

scintillator as the active medium. It is 4.5 absorption lengths thick and has an energy 

resolution of s $ 3% for isolated pions [5]. 

The plug (PHA) and forward (FHA) hadronic calorimeters [12,13] use steel absorber 

interspersed with gas proportional chambers as the active medium. The PHA is 5.7 ab- 

sorption lengths thick and has an energy resolution of go% z $4% for isolated pions [14]. The 

FHA is 7.7 absorption lengths thick and has an energy resolution of 5 @ 4% for isolated 

pions [5:. 

2.2 Tracking 

The CDF tracking system covers the angular range N 8O to w 172” in polar angle 

(I cos 81 < 0.99) and is contained within a 1.412 T axial magnetic field. Three dimensional 

track reconstruction is available in the range 25” to 155’ in polar angle (/ cos 81 < 0.91). The 

tracking detectors consist of two separate systems: an inner radius system of eight small 

vertex time projection chambers (VTPC) used for charged track position measurement over 

a large angular range and at larger radii a central tracking chamber (CTC) used for charged 

particle momenta and position measurements. 

Immediately outside of the beam pipe, the VTPC [15] measures charged particle posi- 

tions over the angular range - 8” to - 172’. Sense wires provide measurements of the track 

coordinates in R Z, pads and small angle stereo wires provide measurements in R 4. Recon- 

structed track segments in the VTPC are used to measure the location of the interaction 

vertex pos~tmn, Z,.,,, with a resolution of 1 mm in the Z direction. 

The central tracking chamber [16] is a 3.2 m long cylindrical drift chamber with an 

outer radius of 1.3 m providing precise momentum determination and spatial position in 
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the range - 25’ to - 155’ (171 < 1.5). The chamber consists of 84 layers of sense wires, 

grouped into alternating axial and stereo superlayers. Axial superlayers consist of 12 sense 

wires; stereo layers have 6 sense wires (tilted at + 3’ relative to the beam direction). Wires 

in each superlayer form a vector whichmakes a 45’ angle with respect to the radial direction 

in order to correct for the Lorentz angle of the electron drift in the magnetic field. 

The momentum resolution of the CTC is % = 0.002 x pi for isolated tracks (where 

pr is in GeV/c). Using the constraint that the track originates at the interaction vertex, 

the resolution improves to g = 0.0011 x pi (in GeV/c) by extending the effective track 

fitting region from 1 m to 1.3 m [17]. 

2.3 Luminosity Monitors 

CDF uses scintillator planes located 5.8 m from the nominal interaction point as lu- 

minosity monitors. Known as the beam-beam counters (BBCs), these counters cover the 

angular range 0.32” to 4.47” and 175.53” to 179.68’ (3.24 < 1~1 < 5.88). Coincident hits in 

the BBCs at opposite ends of the interaction region are used to signal an inelastic collision 

for the trigger system. 

3 Triggering 

The hardware trigger system is designed to use the projective nature of the calorimeter 

towers [18] along with a fast two dimensional hardware track finder (CFT) [19]. Trigger 

towers have a width of 0.2 in pseudorapidity and 15” in azimuth, mapping the detector into 

an array of 42 (in 7) by 24 (in #) in both electromagnetic and hadronic calorimeters. 

The electron trigger makes use of both calorimeter and tracking information. A hardware 

cluster finder searches the electromagnetic tower array, forming clusters around seed towers. 

The seed towers are required to have at least 4 GeV of transverse energy (ET), assuming 

the vertex position to be at Z = 0. Each of the 4 nearest neighbors of each seed tower 

(along the II and 4 directions) are then checked and included in the cluster if the tower has 

ET > 3.6 GeV. Again, each of the 4 nearest neighbor towers of each tower in the cluster are 
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checked and included in the cluster if the tower has ET > 3.6 GeV. This algorithm repeats 

until the cluster can no longer be extended. The hadronic ET in towers included in the 

cluster is added to the electromagnetic ET to give a total cluster ET. These clusters are 

then matched in azimuth with high transverse momentum tracks from the CFT. 

The electron trigger requires that the cluster have more than 12 GeV in electromagnetic 

ET (EM ET), that the ratio of the total cluster ET to EM ET be less than 1.125, and that 

there be a track associated with the cluster with transverse momentum (pi) greater than 

6 GeV/c as measured by the CFT. 

4 Event Selection 

The analysis for both 1V and Z* candidate events concentrates on the selection of an 

isolated, well measured, high transverse-momentum electron in the central rapidity region 

(see table 1) where electron quantities are well measured. For ZD candidate events, the sec- 

ond electron candidate (which is not restricted to the central rapidity region] requirements 

are much less stringent than the first. For W candidate events, the neutrino missing energy 

signature is used. 

In this section we describe the identification of electrons in CDF. Since the different 

calorimeter elements have different characteristics, the requirements and variables for the 

central, plug, and forward regions are different. We first describe the variables used in 

the electron selection in the central, plug, and forward calorimeters. We then describe the 

selection requirements for the central electron sample and the definitions of the W and Z0 

samples. 

4.1 Global Electron Variables 

Offline Clustering 

The CDF electron identification algorithms begin with the formation of electromag- 

netic clusters using an array of seed towers with transverse electromagnetic energy (EM 

ET) > 3.0 GeV. Neighboring towers are added to the cluster until the maximum cluster 
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size is reached [ZO]. The maximum cluster size is limited to 3 towers in pseudorapidity 

(4 = 0.3) by 1 tower in azimuth (A$ = 15’) in the central region, 5 towers in pseudo- 

rapidity (A7 z 0.5) by 5 towers in azimuth (A$ = 25’) in the plug region, and 7 towers 

in pseudorapidity (A7 = 0.6) by 7 towers in azimuth (Ati = 35”) in the forward region. 

The cluster size used for the different calorimeters reflects the variation of shower size and 

cell size with 7. For clustering purposes, ET z EsinB is defined using the energy (E) 

measured in the calorimeter and the polar angle (sins) given by the tower center position 

in the detector and the event vertex. 

Electron Cluster Candidates 

We require that the EM ET of the cluster be > 5.0 GeV and that the ratio of hadronic 

ET (for towers in the EM cluster) to electromagnetic ET (Had/Em) be less than 0.125 for 

the cluster to be considered as an electron candidate. 

Isolation 

For every cluster passing these cuts, the variable Iso is defined as: 

I30 = 
Ec$m _ ppt., 

EGunte’ 
(1) 

where Es-’ is the transverse energy in a cone centered on the electron cluster. The cone 

includes all towers within a radius in r~$ space of R z JA$ + A@ < 0.4. This variable 

provides a measure of the presence of other energetic particles near the electron candidate 

by quantifying the relative amount of energy in the calorimeter near the electron cluster. 

4.2 Central Electron Variables 

Both the central electromagnetic calorimeter and the CTC cover the range 171 < 1.1. 

We require that there be a three dimensional track (in which all three components of 

momentum are reconstructed using the stereo infoFmation in the CTC) associated with the 

calorimeter cluster. The transverse energy of the central electron (ET) is defined using the 
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direction of this track, as measured at the beam line, and the corrected calorimeter energy 

[defined in the following section) [Zl]. The ratio of the corrected calorimeter energy to the 

track momentum (E/p = ET/PT) is also used for identification purposes. 

Electron Response Corrections 

The measured energy in the calorimeter is corrected for the following known effects: 

. Using the strip cluster position (described below), we correct for the response of a 

tower as function of the azimuthal and 2 position of the shower. This correction has 

been taken from electron test beam data [zz]. Figure 2 shows the relative response 

map as a function of shower position for a typical tower in the CEM. The correction 

from the response map is accurate to within 1.1% over the the CEM fiducial region 

(described in section 5.1). 

l We use a sample of N 17,000 electrons with ET > 12 GeV to normalize the calorimeter 

tower-to-tower response. Using distributions of E/p, the relative response scale for 

each of the 478 calorimeter towers is determined. 

l An overall scale is determined using the W’ electron sample where we compare the 

energy of the tower (using the above corrections) to the momentum of the track. 

E/p distributions for this sample are compared to calculations from a radiative W 

Monte Carlo [23] and detector simulation which includes both internal and external 

bremsstrahlung [8] (see figure 3). A check on the uncertainty in the tracking chamber 

momentum scale is provided by the invariant mass distributions of J/4 + p+p- 

and T --t p+p- [8]. 

Strip Chamber Variables 

As described in section 2.1, a gas proportional chamber (CES) is located in the cen- 

tral EM calorimeter at shower maximum. The electron position at shower maximum is 
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determined from a fit to the shower shapes (using a nominal test beam electron profile) as 

measured by the CES. We define the strip-track position match in the 2 view (AZ) and the 

azimuthal view (A&) using this fitted shower position and the extrapolated electron track. 

The position resolution of the CES is 1.7 mm for 50 GeV electrons at normal incidence. 

The shower shape is itself a useful discriminator for electrons; we use a &-squared (x&,$ 

from this position fit as an additional selection variable. 

Lateral Shower Profile 

We also use a measure of the lateral shower profile, L.&r, to identify electrons. The 

variable Lshr compares the lateral shower profile to test beam data and is defined by 

Lshr = 0.14 z+ c 
E+dj _ E,p’ob 

’ 
0.142 * E + (AEpb)z 

where E,@ is the measured energy in the tower adjacent to the seed tower; E,?rob is the 

expected energy in that tower calculated from the seed energy of the cluster, the impact 

point from the strip chamber, and the event vertex using a shower profile parameterizetion 

from test beam data; E is the EM energy in the cluster; and AE,p70b is the error in EPob I 

associated with a 1 cm error in the impact point measurement [24]. All energies are in GeV. 

The sum is over the two towers adjacent to the seed tower in the same azimuthal wedge. 

Since Lshr is a measure of the lateral development of a shower, we expect large differences 

in this variable when comparing electrons and jets. 

4.3 Plug Electron Variables 

Electron Response Corrections 

As described in section 2.1, the plug EM calorimeter is divided into quadrants. The 

global energy scale and a response map (taking into account tower-to-tower variations) 

for one quadrant is derived from test beam data. The relative energy scale (quadrant-t- 

quadrant) is determined from comparing both the plug Z0 -+ e+e- invariant mass (where 
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one electron is required to be in the CEM and the second in the PEM) and Fl’ + ev 

transverse mass distributions for each quadrant to the quadrant which was calibrated in 

the test beam. The quadrant-to-quadrant corrections are found to vary between -4% and 

+12%. Transverse energy of electrons in the plug calorimeter is determined using these 

energy corrections along with the position of the cluster, as measured in the calorimeter, 

and the location of the event vertex. 

Additional Plug Electron Variables 

We also use a lateral shower distribution variable in the plug region. This variable, 

denoted 3r3 x2 since it uses a 3x3 array of calorimeter cells and mimics a &i-squared 

test, measures the deviation of the shower from the predicted shower shape (as seen in an 

electron test beam). Since the full CTC tracking volume does not cover the plug region (see 

figure l), we are unable to use a CTC track requirement in the plug electron identification. 

The VTPC does give good position information in the 0 coordinate, but does not give a 

momentum measurement because of poor resolution in 4. We therefore use it to determine 

the presence of a charged particle. Given the cluster position and the event vertex, me 

define a road where we would expect the electron to go through the VTPC active region 

and look for hits on the wires along this road. The fraction of actual hits to expected hits 

is used to distinguish electrons from photons. 

4.4 Forward Electron Variables 

As described in section 2.1, the forward EM calorimeter is divided into quadrants. The 

global energy scale is determined using data from an electron test beam with one of these 

quadrants and a comparison of the invariant mass distribution of the forward Z” + e+e- 

(where one electron is in the CEM and the second in the FEM) candidates to that of 

the central Z0 + e+e- (where both electrons are in the CEM) candidates. The relative 

energy scale is set by comparison of the forward Z0 + e+t,- invariant mass distributions 

in the different quadrants and by a study of neutron induced pulses in each quadrant. This 
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study aswmes the flux of neutrons is independent of azimuth, so that the differential rate 

of neutrons above a threshold will be dependent only upon the energy scale. Quadrant- 

to-quadrant corrections are checked by looking at the normalization of these rates in each 

quadrant. These corrections vary from -4% to +4%. A non-linearity correction taken from 

a study of test beam and Z” data is also applied [25]. Transverse energy of electrons in the 

forward calorimeter is defined using these energy corrections along with the angle from the 

position of the cluster in the detector and the location of the event vertex. 

Electron identification in the forward region does not use any additional requirements 

beyond the Had/En ratio and the Iso requirements. 

4.5 Common Central Electron Sample 

We define a common central electron sample (with common selection efficiencies and 

backgrounds) for both W and Z0 event candidates. We require that the candidate cluster 

have 171 < 1.1, ET > 20.0 GeV, Zso < 0.1, Had/Em < 0.055+ O.O45xE/lOO where 

E is the energy of the cluster in GeV, &,;, < 15.0, and Lshr < 0.2. In addition, we 

require a reconstructed 3-dimensional track associated with the cluster with E/p < 1.5, 

iA21 < 3.0 cm, and IAR$l < 1.5 cm. We also require that the Z vertex position as 

measured by the VTPC be within 60 cm of the nominal position. These requirements are 

summarized in table 2. The distributions of these variables, where we applied all the cuts 

but the one being plotted, are shown in figure 4. There are 5012 events which pass these 

requirements. 

In addition we require that the event pass the electron trigger and that the central 

electron candidate be in a good fiducial region of the central detector (see section 5.1). 

From this sample we select W and Z0 candidate events using the “other” lepton from the 

boson decay. For W events, this lepton is a neutrino, so we look for a transverse energy 

imbalance. For Z” events, this lepton is an electron, so we look for the presence of another 

electromagnetic cluster. 
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LV selection 

The Missing ET (,ET) is defined to be negative of the vector sum of transverse energy 

in calorimeter towers over the pseudorapidity range 171 < 3.6, 

& = - c 6,. (3) 
lMC3.8 

The pseudorapidity range is restricted because the low beta quadrupoles of the Tevatron 

cover part of the azimuthal regions for 3.6 < 171 < 4.2. To be included in the sum, 

the towers must pass an energy threshold requirement of 0.1 GeV in the CEM and CHA, 

0.3 GeV in the PEM, 0.5 GeV in the PHA and FEM, and 0.8 GeV in the FHA [26]. The 

distribution of $T for electron events passing the trigger and fiducial requirements is shown 

in figure 5. Overlaid on this distribution is the expected distribution for the ,& from Monte 

Carlo (see section 6.3). We do not apply any corrections to the calculation of ,ET. For W 

events, we require that ,ET > 20 GeV. We also ask that the event not be consistent with 

being a Z” event as defined below. There are 2664 events which pass these requirements. 

Z0 selection 

For the 2’ event selection we require a second electromagnetic cluster located in the 

good fiducial region (described below) of either the central, plug, 01 forward detector with 

ET > 10 GeV, Iso < 0.1, and Had/Em < 0.1. In the central region, we require 

the presence of a 3-d track and that E/p < 2.0. In the plug region, we ask that the 

313 x2 < 20.0 and the VTPC hit fraction > 0.5. Distributions of these variables are shown 

in figure 6. 

Once we have two selected clusters, we require that the invariant mass of the clusters 

be between 70 and 110 GeV/c* (see figure 7). Th ere are 243 events which pass these 

requirements. 
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5 Geometric and Kinematic Acceptance 

The boson selection efficiency can be factored into two terms: the geometric acceptance 

(a function of the electron fiducial and kinematic cuts) and the efficiency of the electron and 

neutrino selection requirements (which depends on the electron identification requirements 

and the FT resolution). In this section we describe the geometric and kinematic acceptance 

beginning with the definition of the fiducial regions. 

5.1 Fiducial Regions 

As described in Section 2, CDF is constructed to be both azimuthally and forward- 

backward symmetric. A representation in 7 r$ space of one quadrant of the CDF detector 

is shown in figure 8, with the good fiducial regions for electrons marked. These regions are 

selected to avoid calorimeter edges and thus ensure well understood electron response. Note 

that our 11 - #J cuts refer to fixed regions in the calorimeter. The actual q and $ for a given 

electron is smeared by the production vertex distribution and bending in the magnetic field. 

Jn the 7 coordinate, we require that the electron be located away from regions where 

the response of the calorimeter is compromised by cracks or detector overlap. These regions 

are: 

l the 8 = 90’ crack region where the two halves of the central calorimeter come together 

(IV < 0.05) 

l the boundary region of the central and plug calorimeters (1.0 < 171 < 1.3) 

l the overlap region between the plug and forward calorimeters (2.2 < /q/ < 2.4). 

We therefore require that the electron be located in the region 0.05 < 171 < 1.0, 

1.3 < 1’11 < 2.2, or 2.4 < Iv/ < 3.7. 

For electrons within the central region, the selection is made using the strip cluster Z 

position and require that the strip cluster position be more than 9 cm and less than 217 cm 
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from the q = 0 plane. (The strip chambers cover the region 6.2 cm < Z < 239.4 cm and 

the active region of the calorimeter covers 4.2 cm < Z < 246.0 cm [22].) 

For electrons in the plug and forward calorimeters, where towers are segmented into 

roughly 0.1 units of 7, the selection is made using the location of the seed tower in the 

cluster. In the plug region, we require that the seed tower be more than two towers away 

from the calorimeter 7 boundaries. In the forward region we require that the seed tower be 

more than 5 towers away from the large q boundary (closer to the beamline) but make no 

requirement near the small 7 boundary. 

In the + coordinate, the selection also depends upon the detector region. At the depth 

of the strip/wire chamber in the central region, the wedge has a width of 48.5 cm, the 

strip chambers extend to within 1.7 cm of the wedge boundary and the active region of the 

calorimeter extends to within 1.1 cm [22]. In this region, we require that the strip cluster 

position be more than 3.2 cm from the wedge boundary. For the plug and forward regions, 

we require that the seed tower of the cluster be more than 5” from the quadrant boundaries 

in 4. These calorimeters are segmented into towers of 5’ in 4, so that this requirement 

excludes the towers adjacent to the boundary. 

In addition to these symmetric boundary regions, we have several small irregular regions 

which are excluded. The region 0.77 < 7 < 1.0 and 75’ < 4 <90° is not instrumented 

- it is the penetration for the cryogenic connections to the superconducting solenoid. In 

the plug calorimeter, there were a small number of known regions with dead channels (- 

2%) and we require that the seed tower not be in one of these regions. 

5.2 Monte Carlo Generators 

We use a zeroth order Monte Carlo which includes only the DreU-Yan diagram Q + q + 

W(ZO) (figure 9) to generate the 4-vectors of the leptons from the boson decay. It includes 

polarization effects and the correct matrix element for the decays IV + ev and Z” -t e+e-. 

The bosons are generated from a relativistic Breit-Wigner line shape truncated at f 2 widths 
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(the results are found to be independent of this cut). W e d o not include the photon diagrams 

in the Z0 Monte Carlo (see section 8.2 below). 

We take as input the structure function parameterizations by Martin et al. (MRSB and 

MRSE) [Z-i], Duke and Owens with AQcD = 0.2 GeV (DOl) [28], and Eichten et al. with 

AQCD = 0.2 GeV (EHLQI) [29]. Since the bosom from this Monte Carlo are generated 

with zero transverse momentum, the transverse momentum spectrum measured from Z” 

candidate events (where the boson 4-vector is reconstructed) is used as an input distribu- 

tion (figure 10). Systematic uncertainties due to including only zeroth order diagrams are 

discussed in the following section. 

We also use the ISAJET [30] and PAPAGENO [31] Monte Carlos as event generators. 

These Monte Carlos allow for the inclusion of higher order diagrams such as Q + 9 + 

W(Z”)+q and q+q + W(ZO)+g (figure 11) in the generation. Although these generators 

are slower than the Monte Carlo described above, they provide a valuable check on the 

results. 

5.3 Detector Model 

A simple detector model is used for the study of acceptances. This model uses only the 

lepton 4-vectors from the Monte Carlos described above. Since the acceptance is defined 

by requiring the electrons from the boson decays pass only certain geometric and kinematic 

requirements, it is not necessary to use a complete detector simulation. The electron selec- 

tion efficiencies (which do not include kinematic and geometric acceptances) are determined 

using the data and are discussed in section 6. 

In the model, an event vertex is chosen from a Gaussian distribution with c = 30 cm, 

truncated at 2~. The decay electrons are propagated from the vertex through the magnetic 

field to the calorimeters and position detectors. Electron energies are smeared using Gaus- 

sians of the nominal calorimeter resolutions (see section 2.1). Fiducial and kinematic cuts 

as described above are applied to each electron, and efficiencies are determined as described 

below. 
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5.4 Acceptance Results and Systematics 

We define the acceptances for W and Z0 events as follows: 

Aw = 
# events with electron in good central fiducial region, ET > 20 

#generated events 

AZ = # events with 1 electron in good central fiducial region, ET > 20 

and a second electron in any good fiducial region, ET > 10 

#generated events 

In addition, for Z0 events we define the following variables: 

Fc, = 
# events with second electron in central fiducial region 

# accepted events 

Fcp = 
# events with second electron in plug fiducial region 

# accepted events 

Fcf = 
# events with second electron in forward fiducial region 

# accepted events 

These variables represent the fraction of accepted events which have both electrons in the 

central region (F,. central-central events), one electron in the central region and the second 

in the plug region (Fq central-plug events), or one electron in the central region and the 

second in the forward region (F,f central-forward events). They are used in the calculation 

of the overall selection efficiency for Z0 events. 

In Table 3 we show the values for Aw and AZ, where we have used our zeroth-order 

Monte Carlo with pi taken from a smoothed pT distribution of the Z0 candidates (see 

figure 10). The quoted errors in the table are statistical only. One can see that Arv varies 

at the 1% level when changing structure functions, whereas AZ is more stable. We take 

the uncertainties on Aw and AZ due to the choice of structure functions to be + 1.1% and 

& 0.3% respectively. 
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The Ll’ acceptance is also a function of Mw, changing by approximately 0.8% for a 1 

GeV/c’ change in Mw. The assumed masses were lllw = 80.0 GeV/c’ and Mz = 91.1 GeV/c’. 

We have used sin’& = 0.229 f 0.007 [32] which implies a 360 MeV/c* uncertainty in 

Mb” (given the fixed Mz). We therefore assign an additional * 0.3% uncertainty to Aw. 

The assumed pi distribution has little effect on the acceptances. Figure 12 shows Aw 

and AZ as a function of PT. Since scaling the pT distribution of figure 10 by i 20% changes 

the acceptances by less than 0.490, we take * 0.4% as the systematic uncertainty due to 

the choice of the pi distribution chosen. 

Finally, higher order QCD corrections are expected to alter the rapidity distributions (see 

reference [33]) and therefore the acceptances. The acceptance as calculated using ISAJET 

with only the lowest order Dre&Yan diagram (figure 9), where events from this process pick 

up transverse momentum from initial state radiation, agrees with our zeroth order Monte 

Carlo. However, using ISAJET with only higher order diagrams (figure 11) which are only 

part of the order a. correction, we see an increase in Aw and AZ of 3% and 1.4%. We 

have also studied the effect of higher order corrections by running PAPAGENO with wrath 

and first order diagrams. PAPAGENO with only the lowest order DreU-Yan diagram does 

not give transverse momentum to the bosom. If we again use the pT distribution from our 

candidate Z” events, we find that the acceptance is the same as from our zeroth order Monte 

Carlo. Running PAPAGENO with the next order diagrams only and a lower cutoff on the 

parton pi of 8 GeV/c (again, these diagrams are only a part of the order a. corrections), 

we see an increase in Aw and AZ of 1.3% and 0.8%. 

Our Monte Carlo reproduces the leading order calculations from ISAJET and PA- 

PAGENO, but QCD corrections alter the leading order rapidity distributions. The increases 

quoted above are from events generated with only the higher order diagrams, so we antic- 

ipate a smaller change than those increases. We therefore choose to assign a systematic 

uncertainty of & 0.9% to Aw and f 0.4% to AZ. 

Systematic uncertainties in the W and Z0 acceptances are summarized in Table 4. 
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5.5 Final Values for the W and Z” Geometric Acceptances 

We choose to use MRSB structure functions and the results fromour zeroth-order Monte 

Carlo for the values of Aw and AZ. For the W acceptance, the prediction of this set 

of structure functions falls in between the values of DO1 and EHLQl. In the Z0 case, 

the acceptances are almost identical (see Table 3). The total geometric acceptance is a 

combination of kinematic and geometric requirements: 

l For the TV events, the requirement that the electron pass the kinematic requirement 

is - 81% efficient. Of the electrons that satisfy this criterion, - 57% of them are 

in the central region and, of these, - 76% are in a good fiducial region for a total 

acceptance of - 35%. 

l For the Z0 events, the kinematic requirements for the electrons are - 68% efficient. Of 

events satisfying these criteria, - 80% have electrons in the central region. Of these 

central electrons, - 83% are in a good fiducial region. Requiring that the second 

electron be in a good fiducial region anywhere in the detector is then - 64% efficient 

for a total geometric acceptance of N 37%. 

To summarize, we use the following for Aw and AZ: 

Aw = 35.2 + 1.5 % (stat t sys) 

AZ = 37.1 + 0.7 % (stat t sys). 

6 Selection Efficiencies 

The efficiency studies can be broken down into three pieces: electron trigger efficiency, 

electron selection efficiencies, and $T selection efficiency. All are discussed below. 

6.1 Electron Trigger Efficiency 

The efficiency of the electron trigger for W and Z0 events is measured using a data 

sample which is selected by requiring a large ET imbalance in the calorimeter. This trigger 
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(the ,J?,T trigger) is independent of the electron trigger, and will pass some fraction of I!’ 

events. After identifying an electron in this ,ET sample, we measure the efficiency of the 

electron trigger to be 0.973 % 0.005. 

6.2 Electron Selection Efficiency 

The efficiencies for the electron selection requirements are determined directly from the 

data. To measure the efficiencies properly one would like an unbiased, background free 

sample of 1v and Z” bosons decaying to electrons. Unfortunately, cuts which are necessary 

to lower the background may also bias the distributions. We will therefore measure the 

efficiencies in a number of ways in order to check the results for consistency. 

The first method used is to select an independent sample of W events using global event 

quantities which are independent of electron selection criteria, tagging the decay of the W 

through the presence of the Y (the & selected electron sample). For this sample we require 

that IL’,.,,/ < 60 cm, that there be a large transverse momentum imbalance ( $T > 20 

GeV), and that this imbalance be significant in comparison to the total energy flow in the 

event using the cut 6 pi 3 
77% 

> 2.7, where C ET is the scalar sum of all transverse 

energy over the same 7 range as the ,ET sum. This cut is more than a 4.50 deviation in 

6 & from azimuthally symmetric events where the & comes from measurement resolution. 

In addition, we require that there be one and only one cluster of energy in the event with 

ET > 5 GeV and Had/Em < 0.125 in a good fiducial region as described above. If the 

cluster is in the plug or forward regions, we also require that the transverse mass [34] be 

> 50 GeV/?. The process W + e v has all of these characteristics. This selection gives 

us a sample of high pi electrons without the electron cuts applied.’ 

As a second method, we use a sample of Z0 4 efe- events (the Z0 selected electron 

sample), where we require there be at least one good central electron candidate as defined in 

section 4.5, a second cluster with ET > 10 GeV in a good fiducial region, and an invariant 

mass of the two clusters in the window 81 _ 101 GeV/c 2. By looking at the characteristics 

of the second electron in the event, we are able to measure the electron identification 
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efficiencies in a second unbiased fashion. This method is used as a check on the efficiencies 

as determined from the ,& sample. 

From these samples, we measure the electron identification efficiencies. Tables 5, 6, 7, 

and 8 show the individual efficiencies for each of the cuts in the event selection and the 

combined efficiency for the entire set of cuts from both the ,ET selected and 2’ selected 

samples. We use the efficiency of the combined set of cuts (which is not equal to the 

product of the efficiencies for the individual cuts) to account for possible correlations. The 

efficiencies for both samples are in reasonable agreement. The combined efficiency from 

the $T (ZO) selected sample for the common central electron selection (cl) is 0.84 rt 0.03 

(0.85 i 0.03), for the loose central electron selection (~2) is 0.93 i 0.03 (0.93 5 0.03), for 

the plug electron selection (p) is 0.90 5~ 0.03 (0.92 * 0.03), and for the forward electron 

selection (f) is 0.91 & 0.04 (0.89 i 0.07). We take as final values for these efficiencies the 

values from the & sample: 

Cl = 0.84 + 0.03 

c2 = 0.93 f 0.03 

p = 0.90 It 0.03 

f = 0.91 + 0.04 

We estimate the residual non-electron backgrounds in the ,F,T sample to be < 1% (central 

region), < 1% (plug region), and < 3% (forward region) based on studies of the isolation 

distribution. From this estimate we extract an additional systematic uncertainty on the 

efficiencies of the central, plug, and forward electron selection, which is included in the 

numbers listed above. 
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6.3 & selection efficiency 

To measure the efficiency of the $T requirement, we use the PAPAGENO event genera- 

tor and a full detector simulation. In other studies, the predictions of this Monte Carlo for 

kinematic properties of W + jet events agree well with the distributions seen in data [35]. 

The &T selection efficiency (c~) is defined to be the probability that ,& > 20 GeV 

given that the electron has ET > 20 GeV. We study this probability as a function of the 

number of energetic jets (excluding the electron candidate) with detected ET > 10 GeV 

(see reference [36] for the definition of a jet). We find that L, decreases with the presence 

of additional energetic jets in the event. This correlation is a result of both systematic 

r&measurement of the jet energy as the jet energy increases [36] and statistical fluctuations 

in the measurement of the jet energy and hence a broadening of the ,& resolution a8 a 

function of the total energy in the event. Fluctuations which result in a lower calculated 

,& will therefore lower the efficiency. 

Given c,, as a function of the number of energetic jets, we use the jet multiplicity found 

in the data to calculate the fuwl value of ev. (As an aside we find that the Monte Carlo 

fraction of events with 0, 1, and 1 2 jets is in reasonable agreement to the data.) Using 

the fraction of events with 0, 1, and 2 2 jets as seen in the data for the weighting, the final 

value for the & efficiency is eu = 0.96 It 0.02. Table 9 summarizes the results. 

6.4 Final Selection Efficiencies 

The total efficiency for the W selection is given by EW = cv ~1, accounting for both 

the & and the central electron selection efficiencies, and is found to be ew = 0.81 + 0.04. 

The efficiency for the Z0 selection is a combination of the electron selection efficiencies 

and the fraction of events with a second electron in various detector regions (as defined in 

section 5). It is defined as: 

=z = Fe. . Cl . (2c2 - Cl) t Fcp -21 . p f Fcf . Cl . f, (4) 
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where F,,, Fcpr and F,f are the expected fractions of events with the second electron in 

the central, plug, and forward regions as determined from acceptance studies. In Eq (4), 

we have neglected the contribution to EZ from events where the second central electron 

has 10 GeV < ET < 20 GeV because the rate for this class of events is negligible. The 

term 2~2 - c1 arises because Z0 events with both electrons in the central region can have 

either electron satisfy the common central electron requirement. The final value for cz is 

0.80 f 0.03 [37]. The complete efficiencies are summarized in table 10. 

7 Backgrounds 

Although high pi, isolated electrons come predominantly from the decay of W and Z0 

bosons, there are other processes which can have such a signal. In the following sections we 

calculate the contributions from other processes as backgrounds in the selection of W and 

Z0 events. 

7.1 W Backgrounds 

Backgrounds to the W sample can come from physics processes which contain a (real) 

high pT electron and missing energy (e.g., heavy quark production and semileptonic decay) 

and from processes (QCD) which through fluctuations in jet measurement and fragmenta- 

tion cause a (fake) high pi electron and missing energy. 

W Background from QCD and Heavy Quarks 

Given the high rates for QCD processes (multijet events and heavy quark production) in 

comparison to W production at the QZ scale of interest, topologies with even small proba- 

bilities can contribute to the W sample background. The background from QCD processes 

comes from events where one of the produced partons fragments into an electromagneti- 

cally rich jet (which passes electron selection criteria) while the other parton jet mimics 

a neutrino (and hence large ,ET) through fluctuations in fragmentation and/or measure- 

24 



ment. The background from heavy quark decays come from the production of real electrons 

through the semileptonic decay of the quark. 

We study these backgrounds with a sample of central electrons where we have applied 

all the event selection criteria outlined in section 4.5 except the isolation requirement. We 

will break the sample into background samples and a high j!J-r sample. Since we want the 

background samples to contain little or no W event contamination, we require that the ,ET 

for this samples be less than 10 GeV. We use the distributions of electron isolation and ,ET 

to quantify the background. 

If the ,& and isolation are correlated, this requirement could bias the background 

sample. To fust order we expect no correlation between these variables to exist because the 

regions of the events which determine the isolation and ,ET characteristics are physically 

separated from each other. (In dijet events, one jet fluctuates to fake an electron while 

fluctuations in the opposite jet dominate the FT. In 6b events, the c quark jet associated 

with the electron can affect both the ,ET and the isolation measurements; however, since 

the the electron is required to have a high transverse momentum, the c quark jet is expected 

to be much softer than the opposite jet and not contribute as much to the ,ET.) To test 

this hypothesis, we selected events with a good elect& (p assing all the central electron 

cuts except the isolation requirement), and plot the event ,ET versus the isolation of the 

electron (see figure 13). The region with & > 20 GeV and Zso < 0.1 shows a clustering 

in FV signal region. In events with & > 20 GeV, we see a tail in the isolation distribution 

stretching out to high values of Zao, but there is no visible correlation between the two 

variables. 

To estimate the background contribution we d&m 3 samples from the non-isolated 

electron sample: 

. Events with F.T > 20 GeV ( the FT > 20 sample). 

l Events with & < 10 GeV and a jet with ET > 10 GeV (control sample 1) 
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l Events with F:T < 10 GeV and a jet with ET > 20 GeV, which is a subset of control 

sample 1 (control sample 2). 

In all of t,hese samples, we reject events which pass the Z0 selection. Figure 14 shows the 

isolation distributions for the three samples. We then estimate the background using the 

equation: 

W background # Is0 < 0.1 in control sample 1 or 2 

# Iso > 0.3 in the ST > 20 sample = # Is0 > 0.3 in control sample 1 or 2’ (5) 

taking the average of the answers using the two control samples. We find this background 

to be 100 i 50 events. 

W Background from Z”+ e+e- 

We next consider the background to the W sample from Z” + e+e- decays where 

one electron is detected but the other is not identified as an electron in the calorimeter due 

to detector effects such as cracks or poor EM response. We would then see an electron 

in conjunction with a large ,ET. In the region 171 < 1.1 where we have good (magnetic) 

tracking we can use the presence of a high pT track to reject such events. For events where 

second electron from the Z” decay is outside of the central tracking region, we use the 

ISAJET Monte Carlo with a full detector simulation to estimate the background to the W 

events, normalizing to the total number of Z” events in OUT sample. From this study, we 

estimate a total background of 40 & 15 events from Z% e+e- decays. 

W Background from Z”+ T+T- 

We also consider the process Z” + TfT-, where one 7 decays into an electron and 

two neutrinos, resulting in a large amount of FT measured in the detector. We have again 

used ISAJET with a full detector simulation to estimate this background. Taking into 

account the branching fraction of 7 -+ e v v and normalizing to the number of events in 

our z” + efe- sample, we estimate this background to be 8 i 4 events. 
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W Background from heavy TOP 

We consider the decay of heavy top into real W’s as a background process. With 

the preliminary CDF limit that the top mass is larger than 89 GeV/c* [38], we take the 

background contribution to be 0, but with an error equal to the number of events in the W 

sample for a 90 GeV/c’ top mass, assuming a 150 pb cross section [39]. Using the ISAJET 

program and a full detector simulation, we estimate a background of 30 events from the 

decay 

t --+ Wb w -t ev 

f + W6 IV + anything. 

If we also include the decay W -+ T -+ e, we estimate a background of 0 ‘z’ events from 

heavy top decays into real W ‘s. 

W Background from W --) T + e 

We expect a large background source from the decay W --t 7 Y followed by the decay 

T + e Y v, where the final state is identical to that from the decay W + e Y. The main 

difference between the two processes is that the electron ET and ,ET spectra are much 

softer in the W + 7 + e decay. Since W + 7 v has the same branching fraction as W 

-+ e Y in the Standard Model, a determination of the relative acceptance of direct decays 

to the sequential decays gives us the fraction of events in the sample which come from W 

+ T + e decays. 

To estimate this background, we need to determine the ratio, R(f), of the acceptance 

for the direct electron from the W decay to the acceptance for the sequential electron from 

the 7 decay. In this ratio, we include the branching fraction of the decay r --t e v v. Using 

the ISAJET program to generate the process W + r v and T -t e Y Y and the detector 

model discussed in section 5, we tind that R(i) = 27 5 3. To estimate the background 
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contribution to OUT sample, we need to take into account the effect of other backgrounds, 

since R( :) relates only the W + e Y and W + T -+ e samples. 

The total number of W candidate events ( WVcond) can be written 

W c,,nd = (W + e V) + (W + 7 + e) + other background, (6) 

where other background is the background estimate from other processes and 

c* + 7 + e) = (wRTc)eY). 
T 

Using our numbers for Wcond (2664 events), other background (totaling 148 f 48), and 

R(S) = 27 + 3, we estimate the background from the sequential decay W - r -+ e to 

be 90 + 10 events. 

Total W Background 

Combining alI the backgrounds, we estimate the total background in the W sample is 

238 2 ti events. In combination with the W sample of 2664 events, we find the number of 

W candidate events to be 2426 5 52 (stat) T ii (sys). 

7.2 Z” Backgrounds 

Since for the Z* sample we require two high pi, isolated electron candidates, we expect 

that the relative backgrounds will not be as large as they are for the W sample. However, 

we do expect backgrounds from QCD processes and from the sequential decay Z” + +T-, 

where both T’S decay into e’s. We will discuss the backgrounds in the order of the size of 

their contributions. 

Z0 Background from QCD 

The dominant background source is from QCD processes, where partons fluctuate to 

look like electrons. We use the isolation of the electron candidates in conjunction with the 

invariant mass of the two candidates to estimate the contribution of this background. We 
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make use of the sample of non-isolated electrons discussed above. In the following, we refer 

to the central electron candidates in this sample as the first electron. We fist pick events 

which have a second electron candidate which passes all requirements outlined in section 4.5 

except for the isolation requirement. The pair mass of this sample is required to be in the 

window 70 GeV/c* - 110 GeV/c’. As can be seen in figure 15, this sample is dominated by 

Z0 events. We define 4 categories of events: 

. Events with fist electron ZJO < 0.1, second electron Zso < 0.1 (the Z” sample). 

s Events with lirst electron Iso < 0.1, second electron Zso > 0.2 (the Is01 sample). 

l Events with first electron Iso > 0.2, second electron Zso < 0.1 (the Is02 sample). 

l Events with first electron Iso > 0.2, second electron ZJO > 0.2 (the NcmZso sample). 

We compute the background to the Z” sample as an average of two estimates. The fist 

makes use of the following equation: 

2’ background # events in I.902 sample 

# events in the Is01 sample =# events in NonZso sample 

We also use the control samples 1 and 2 used in section 7.1 for the W background and 

define the Z” background as follows: 

2” background # Is0 < 0.1 in control sample 1 or 2 

# Im > 0.3 in the Is02 sample = # Zao > 0.3 in control sample 1 or 2 (9) 

By combining these estimates, we estimate the background in the Z” sample to be 5 * 3 

events. 

Z* Background from Z” + r+~- 

We also consider the process Z0 + T+r-, where both T’S look like electrons. Using 

ISAJET and a full detector simulation, we find no events with an invariant mass above 50 

GeV/cZ in a Monte Carlo sample corresponding to roughly twice the size of the data sample. 

We consider the background contribution from the process Z0 + r+r- to be negligible. 
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Total Z0 Background 

The total background estimate for the Z0 sample is 5 + 3 events. In combination 

with the sample of 243 candidate events, we find the number of Z0 candidates to be 

238 ~6 16 (stat) * 3 (sys) events. 

8 Further Corrections 

There are two additional (but small) corrections which we need to apply to our ml- 

ml&ion of the efficiencies described in section 6. The first applies to the central electron 

selection, so it is common to both the W and 2” samples, while the second applies only to 

the Z0 sample. 

8.1 Vertex Correction 

In the calculation of the acceptances described in section 5, we used a Gaussian vertex 

distribution, with o = 30 cm, cut at 20. This distribution and the cut are motivated by 

the vertex distribution we see in the data. Figure 16 shows the vertex distribution for 

events with an EM cluster with ET > 20 GeV. Superimposed on the data is a Gaussian 

distribution which has a mean = 0 and CT = 30 cm. When we fit the distribution, we find a 

good fit (x’ = 134 with 100 points and 3 parameters in the fit) with a mean of -0.5 f 0.3 

and (r = 29.7 A 0.5 cm. We now need to include the effect of the lZ,,.,,/ < 60 cm cut in 

our calculation of the efficiency. From Gaussian statistics, we calculate the efficiency of the 

vertex cut to be 0.959 4 0.005. where the error reflects the uncertainty in the fitted Q. 

8.2 Drell-Yan and Z” Width Corrections 

The experimental signature we use to tag the presence of Z0 production is the presence 

of two high pi, isolated electrons with an invariant mass near the Z* mass. The process 

FP + 7. -+ efe- has this signature as well. Since what we measure is the production 

of efe- pairs in the mass range of 70 - 110 GeV/cl, we have contributions to the total 

rate from the 7, Z’, and interference terms. However, theoretical calculations have tradi- 
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tionally included only the Z0 diagrams in calculating the total rate. We thus “correct” our 

measurement in order to compare with theory. In addition, since the Z0 has a non-zero 

width, there are efe- events through the Z0 resonance which fall outside of the chosen 

mass range. 

Integrating the contribution from the matrix element IZ”+~12 over the mass range 70 

- 110 GeV/c2 and the contribution from the matrix element IZ012 over the mass range 

50 - 150 GeV/ca, we fmd that the ratio of the full Z0 contribution to the limited Z0 + 7 

contribution is 1.01 f 0.01. We therefore apply a net multiplicative correction of 1.01 i 0.01 

to the e+e- cross section. 

9 Luminosity Measurement and Normalization 

The luminosity in a collider can be measured either through direct measurement of beam 

parameters or from the measurement of a process with a known rate. CDF has chosen to 

use a combination of these methods to measure the integrated luminosity recorded during 

the 1988-1989 data run. 

The Tevatron was run at two different energies, J;= 546 GeV and Jj= 1800 GeV. 

The majority of running was done at the high= energy, with an integrated luminosity of 

- 4.0 pb-l at Jj = 1800 GeV and N 10 nb-’ at J3 = 546 GeV. All the data discussed in 

other sections of this paper came with the Tevatron running at the higher beam energy. 

We have used the interaction rate as measured in the BBCs at both energies, in con- 

junction with the beam parameters measured by the Fermilab Accelerator division and the 

@ cross sections measured by UA4 at the S@S collider at CERN [40], to calibrate our lu- 

minosity measurement. The current method does not depend heavily upon a Monte Carlo 

calculation since the Monte Carlo enters principally through computation of the ratio of 

geometric acceptance in the two experiments. 
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9.1 Luminosity Measurement 

The Beam Beam Counters, s&till&or planes located 5.8 m from the nominal interaction 

point along the beam axis, serve as the luminosity monitors for CDF. The CDF trigger 

system required a coincidence of hits in the east (proton direction) and west (anti-proton 

direction) BBCs. By monitoring the rate ofhits in these counters, we have a process to which 

we can normalize all other cross section measurements. To get an absolute normalization 

of the BBC cross section (OBBC), we use the rate seen in these counters and the luminosity 

measured with beam parameters. In previous work, CDF has used a nominal value of 

CBBC = 44 + 6.6 mb [36]. 

The transverse profile of the beam is measured with flying wires - wires moved through 

the beam [41]. Current monitors measures both bunch intensities and the longitudinal 

profile [42]. The luminosity at CDF is calculated with these parameters and knowledge of the 

accelerator lattice function. Uncertainties in this calculation come from measurement errors, 

calibration uncertainty, and uncertainties in the lattice function. The overall uncertainty is 

estimated to be 10% [43]. This uncertainty is energy independent. 

At both Jj= 546 GeV and Jj= 1800 GeV, we measure the beam parameters and 

the rate in the BBCs. We are then able to measure how ~BBC changes with J;, via 

the ratio of the accelerator luminosity calculated from beam parameters. This ratio has a 

systematic uncertainty free from the overall normalization uncertainty. By normalizing at 

6 = 546 GeV, where previous measurements with similar geometry have been made, we 

can measure the effective cross section seen by the BBCs at ,/X= 1800 GeV and extract 

the integrated luminosity recorded. 

9.2 Normalization 

We have selected a series of accelerator fills where the data are internally consistent. 

Many of the variables that we are interested in have to be reconstructed from other mea- 

surements (e.g. horizontal and vertical emittances of the beam). To do this reconstruction 
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accurately required an understanding of the accelerator conditions and programs at the 

time the data were taken [44]. This selection is independent of the detector status at CDF. 

In figure 17, we show a distribution of the rate as measured with the BBCs (RBBC) com- 

pared to the luminosity as measured with accelerator parameters (L,,) for both Jj = 1800 GeV 

end fi = 546 GeV. We then use the relation 

ok*;: _ R~~c(1800) L&46) 

uBBC 548 - &B&46) L.,(lBOO) 

to extrapolate the OBBC from 546 GeV to 1800 GeV. The ratio e at 1800 GeV has 

been corrected by -3 k 2% for dynamic beam-beam interaction effects, which change the 

focal properties of the Tevatron lattice [45]. These effects predict a linear dependence of 

the ratio with L, which is seen in the data (figure 18). Th e correction is extrapolated to 

low luminosity where the beam-beam effects are found to be negligible. 

We use two methods to calculate u&. The first is to use the luminosity as calculated 

from beam parameters and the accelerator lattice. This method gives an effective beam 

beam counter cross section of 32.8 + 3.6 mb. The second method is to use values reported 

by the UA4 collaboration. 

The UA4 experiment used trigger counters similar in geometry to the BBCs used by 

CDF. From their measurements of p, ccl, and ot,(, end the double arm fraction (fol) [46] 

of the UA4 trigger counters [40], we define 

(11) 

we calculate u$& = 38.9 f 1.8 mb [47]. Using the MBR Monte Carlo [48], we then calcu- 

late the relative acceptance of the CDF BBCs in comparison to the UA4 trigger counters. 

This correction is necessary since the UA4 trigger counters cover a different geometric area 

(3.0 < 171 < 5.6) than the BBCs. The correction due to different 17 coverage is -2.5 * 2.5%. 

We also correct for the inefficiencies in the BBCs due to radiation damage suffered during 

the course of the data taking. Radiation damage and its effects at 1800 GeV are measured 
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from data triggered solely on beam crossings. The magnitude of this correction at 1800 GeV 

is -0.7%. This inefficiency is extrapolated to 546 GeV using the MBR Monte Carlo, giving 

an inefficiency of 2.2 + 2.2%. The value for ui*& from this method is 37.1 & 2.1 mb. 

To derive the final value of ui4&, we average the measurements from the accelerator 

calculation and the UA4 normalization weighted by their respective errors. In summary, 

-Y& = 36.0 It 1.8 mb, where the answer is dominated by the UA4 normalization. We cal- 

culate ugj% = 46.8 zt 3.2 mb. We wish to stress that this normalization is not a physical 

cross section, but a visible cross section not directly related to underlying physics models 

(because of secondary interactions, photon conversions, etc.). This method depends upon 

the similarity of the CDF luminosity monitors to the UA4 counters and the ability to use 

the information from the accelerator measurement of the luminosity. 

9.3 Cross Checks 

As the instantaneous luminosity grows, the rate of bunch crossings with multiple inter- 

actions also grows. Using Poisson statistics, we can estimate the probability of having 2 or 

3 interactions in a bunch crossing. We find that the ratio of the probability of having 2 in- 

teractions to the probability of having 1 interaction is predicted to be 1.75 x 10-e x RBBC, 

where RBBC is the rate in the BBCs in Hertz (this number is directly related to the 3.5 

.usec between beam crossings). We use this prediction to make a correction (on the order 

of 9% at 50 kHz) to the measured rate in the BBCs to account for multiple interactions. 

The ratio of the number of events with two vertices to those with one vertex as a 

function of the rate in the BBCs is a check on the BBC cross section. To do this properly, 

we must first correct for inefficiencies in vertex finding. The CDF vertex finding algorithm 

has inefficiencies in resolving multiple vertices if the separation of the vertices in 2 is too 

small. We calculate the efficiency for finding secondary vertices using the distribution of 

the 2 vertex separation from multiple vertex events in the inclusive central electron sample 

(described in section 4.5), including the assumption that the vertex distribution is Gaussian 

with (T = 30 cm. Figure 19 shows the efficiency as a function of the vertex separation. 
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Figure 20 shows the ratio of the number of events with 2 vertices to those with 1 vertex 

as a function of the RBBC. The number of 2 vertex events has been corrected for the 

inefficiency in fInding a second vertex. A linear fit gives a slope of (1.91 f 0.08) x IW, 

within 2~ of the predicted value of 1.75 x lo-‘. 

10 Results and Conclusions 

10.1 Cross Sections 

The expression for the cross section takes into account the background, efficiencies, 

acceptances, and integrated luminosity through the following formula 

o.B(W + ev) = 
Candidates - Background 

JLdt.c.A 

where c is the selection efficiency and A is the acceptance. For the measurement of the cross- 

sections for the production of W (*B( W - e v) ) and Z” (o.B(ZO+ e+e-) ) bosons, we 

use the number of candidates, backgrounds, efficiencies, and acceptances as summarized in 

table 11. A straightforward application of equation 12 leads to the following results. 

The fmal cross section times branching ratio for W production and subsequent decay 

to electron and neutrino is o.B( W -+ e v) = 2.19 f 0.04 (stat) f 0.21 (sys) nb. The dom- 

inant systematic error in the determination of wB( W - e v) is the 6.8% error in the lu- 

minosity normalization. The !lnaJ cross section times branching ratio for Z” production and 

subsequent decay into electrons is oB(ZO -+ e+e-) = 0.209 + 0.013 (stat) + 0.017 (sys) nb, 

where the luminosity normalization uncertainty dominates the systematic error. 

Figure 21 shows a comparison of the CDF measured values for o.B( W + e v) and 

o.B(Z” + e+e-) to theoretical predictions [49]. Included on this plot are recent values for 

r~. B(W + ev) and o. B(Z” + e+e- at Jj = 630 GeVfrom the UA2 collaboration (501. 

The theoretical predictions used M w = 80 G&/c” and Mz = 91.1 GeV/c* and assumed 

that the decay channels into top were closed. 

In a previous publication [51], a different assumption on the W branching ratio into 
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electrons was made (we assumed a top mass of 45 GeV/c2). This assumption affects the 

theoretical prediction more than the experimental measurement, since the top mass affects 

the branching ratio into electrons. Recent meas&ements by CDF [8,35] and UA2 [52] on 

both the W and top quark masses have helped reduce theoretical uncertainties in the pre- 

diction of the product of the cross section and branching ratio. The changed assumptions 

increase the predicted cross section, bringing it closer into agreement with previously mea- 

sured values. The current theoretical predictions agree quite well with the most recent 

experimental measurements at both fi = 630 GeV and J; = 1800 GeV. 

10.2 The ratio R = c.B( W ---f e v) / wB(Z”-l efe-) and the W width 

The ratio, R, of u.B( W --t e v) to o.B(ZO -P e+e-) and the individual cross sections 

themselves are interdependent quantities. However, from the perspective of experimental 

measurement, they can be considered as three separate quantities. Jn a previous publica- 

tion [53], CDF has presented B measurement of R = 10.2 & 0.8 (stat) + 0.4 (sys). In that 

measurement, we applied event selection criteria designed to minimize the systematic uncer. 

taint& in the ratio. In order to lower backgrounds and minimize systematic uncertainties, 

events with energy clusters (jets) other than the electrons from W and Z” decays were 

rejected in the analysis. 

Such a requirement is optimal for measuring the cross section ratio, where the nuner- 

ator and denominator are ai%cted almost equally, but is not adequate for the independent 

measurements of the numerator and the denominator, as events which contribute to the 

cross section have been excluded by the ‘no jet’ cut. Allowing for the presence of energetic 

clusters in addition to identified electrons has increased the size of the W and Z” datasets 

(thus decreasing the statistical error) but has also increased the levels of background in 

the samples. Uncertainty in the level of the background also increases significantly. Taking 

the individual cross sections reported in section 10.1 and taking into account the correlated 

errors in the two measurements we End a value of R = 10.5 f 0.7 (stat) f 0.6 (sys). Due 

to the increased systematic error in this new number, we believe that the previous measure- 
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ment R = 10.2 f 0.8 (stat) i 0.4(sys) documented in reference [53] still contains OUT best 

knowledge of the ratio of the cross sections and should be the number used for R. 

The ratio, R, can be expressed as [54] 

R= 4w* ev) 
a(ZO --t e+e-) 

= u(pp -) WX) qw --+ ev) l?(ZO) 
u(pp -+ ZOX) Iyzo + e+e-) r(w)’ (13) 

From R, either the ratio of total widths r(ZO)/r(w) or the branching ratio for W into 

electrons can be extracted with the knowledge of the ratio of production cross sections [55], 

the partial and total widths of the Z”, and the partial widths of the W 

Using OUT value for R = 10.2 f 0.8 (stat) A 0.4 (sys), predicted values of the production 

cross section ratio b@p -* WX)/a(lSp + Z”X) = 3.23 f 0.03 [55] and I?( W --) ev)/r(ZO+ 

e+e-) = 2.70 j, 0.02 [56], and the measured value of sina& = 0.229 f 0.007 [32], we extract 

I?( W )/r(Z’) = 0.85 i 0.08. Using the latest value for II’ = 2.496 h 0.016 GeV [57], 

we extract r( W ) = 2.12 & 0.20. The Standard Model prediction with Mw = 80.0 GeV/cl, 

(1, = 0.13, and Mtop > Mw - Mb is r(W) = 2.07 GeV. This value for r( W ) has changed 

since reference [53] due to the new measurements of r(Z”) at LEP. 

Recent searches have set preliminary lower limits on A&, up to 89 GeV/c* assum- 

ing Standard Model decays [38,35] and limits up to - 46 GeV/c’ independent of decay 

mode [57]. Figure 22 shows a prediction for the ratio r( W )/r( W --* ev) as a function of 

the top mass. From the values quoted above and r(Z”+ &-) = 83.7 i 0.7 MeV [57], 

we find that r( w yr( w + ev) = 9.47 + 0.86. This value excludes A&, below 49 (44) 

GeV/c’ at the 90% (95%) confidence level independent of the decay modes of the top 

quark (581. We use the inverse of the branching ratio since it depends only weakly on the 

W mass. Again, the limit has improved due to the new measurements at LEP of r(Z”) 

and I’(ZO-r e+e-). 

10.3 Final Numbers 

The final cross section times branching ratio for W production and subsequent decay 

to electron and neutrino is o.B( W + e v) = 2.19 k 0.04 (stat) If- 0.21 (sys) nb. The dom- 

37 



inant systematic error in the determination of u.B( W + e v) is the 6.8% error in the lu- 

minosity normalization. The fuml cross section times branching ratio for Z” production and 

subsequent decay into electrons is c.B(Z’ + efe-) = 0.209 f 0.013 (stat) 4 0.017 (sys) nb, 

where the luminosity normalization uncertainty dominates the systematic error. 

Combining knowledge of the proton structure functions, W and Z” couplings, and 

QCD corrections leads to predictions of the cross section for production and decay of W 

and Z” bosons in @ collisions. We have shown that the predictions are consistent with 

experimentally measured quantities. 
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I I I 

1- 

1 
7 Range Energy Resolution Position Resolution ’ Thickness 

1111 < 1.1 13.5%/d& $ 2% 0.2 cm by 0.2 cm 18 X,, 

1.1 < /‘II < 2.4 28%/t@ $2% 0.2 cm by 0.2 cm 18-21 X0 

2.2 < l?j < 4.2 25%0/e ~32% 0.1 cm to 0.4 cm 25 X, 

Table 1: Summary of CDF calorimeter properties. The symbol $ signifies that the constant 
term is added in quadrature in the resolution. Thicknesses are given in radiation lengths. 

ET 
IS0 
Had/Em 

1 
XSt7ip 
Lshr 

EIP 
IA-4 
IAW 
IZ”.d 

> 20.0 GeV 
< 0.1 
< 0.055 + O.O45xE/lOO 
< 15.0 
< 0.2 
< 1.5 
< 3.0 cm 
< 1.5 cm 
< 60.0 em 

Table 2: Summary of ccmmmn central electron selection requirements. 

P.S.F 
MRSE 

t 

MRSB 
DO1 

EHLQl 

Aw(%) 
35.7 zt 0.1 
35.2 i- 0.1 
34.0 * 0.1 
35.9 i 0.1 I 

AZ(%) 
36.5 zt 0.1 
37.1+ 0.1 
37.0 * 0.1 
37.2 f 0.1 I 

FCC 
0.39 

0.40 
0.40 
0.39 I 

F cp 
0.47 
0.47 
0.46 
0.47 I 

A F 
0.14 
0.13 
0.14 
0.14 

Table 3: Acceptances for the W and Z” for various sets of parton structure functions 
(P.S.F.). We also include the fractions of central-central, central-plug, and central-forward 
events expected for Z” events. 

Source of Systematic Error Uncertainty in Aw Uncertainty in AZ 
Structure Functions hl.l% +0.3% 
Mass 50.3% 

PT &0.4% *0.4% 
Higher Order Terms 350.9% +0.4% 
Total 11.5% f0.7% 

Table 4: Contributions to systematic uncertainties in the calculation of aweptances. 
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Had/Em 0.99 i 0.01 0.99 * 0.01 
XL* 0.97 k 0.01 0.97 + 0.01 

Lshr 0.97 rt 0.01 0.99 z!z 0.01 
ElP 0.93 i 0.01 0.93 zt 0.02 
AZ 0.98 i 0.01 0.99 f 0.01 
AR@ 0.97 + 0.01 0.97 i 0.01 

Trigger 0.973 l 0.005 0.973 * 0.005 
AU 0.84 It 0.03 0.85 * 0.03 

Table 5: The individual electron selection efficiencies for the & selected sample and the Z” 
samples for the common central electron selection, cl. The efficiency for the combination 
of all the cuts, including the trigger, is 0.84 + 0.03. 

Quantity / ,& S.X+? (1187 WeIdS) / z” SaILlpk (87 WCLtS) 

IS0 0.96 zt 0.01 I 0.97 f 0.01 
Had/Em 0.99 f 0.01 0.99 f 0.01 
EIP 0.97 k 0.01 0.96 It 0.02 

All 0.93 * 0.03 0.93 2k 0.03 

Table 6: The electron selection efficiencies for the J?T selected sample and the Z” samples 
for the loose central electron selection, ~1. Listed in the table are the individual efficiencies 
for each cut. The combined efficiency is 0.93 4 0.03. 

Quantity FT S-S&e (500 WentS) z” Sample (76 WentS) 

Is0 0.96 It 0.01 0.93 f 0.03 
Had/Em 0.99 f 0.01 0.99 f 0.01 
3x3 x2 0.94 f 0.01 0.99 f 0.01 
VTPC Hit Fraction 0.93 f 0.02 0.96 i 0.02 

All 0.90 f 0.03 0.92 f 0.03 

‘Table-7: The electron selection efficiencies for the J?T selected sample and the Z” samples 
for the plug electron selection, p. 

Quantity & sample (135) Z sample (19 events) h 
Table 8: The electron selection efficiencies for the ST selected sample and the Z” samples 
for the forward electron selection, f. 
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0 J&s 1 Jet 2 2 Jets 

6, 0.98 + 0.01 0.90 zt 0.02 0.88 i 0.02 

Fraction (data) 72% 20% 8% 

Fraction (Monte Carlo) 74% 21% 5% 

Table 9: The FT efficiency as a function of the number of jets with ET > 10 GeV in the 
event and the fraction of events with 0, 1, or 1 2 jets. 

Table 10: The selection efficiencies for the W and Z0 samples. 
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Candidates 
Background 
QCD- 
w- TV 
z” + e+e- 
ZO -t T+T- 

top 
Total 
Signal 
Acceptance 

FCC 

Fcp 
F cf 
Cl 

W Events Z Events 
I 2664 I 243 

100 It 50 
90 + 10 
40 rt 15 

8&4 

0+31-o 

5+3 

< 0.5 

238 + 62- 53 5rf3 

2426 f 52 + 53 _ 62 238 f 16 zk 3 

0.352 h 0.015 0.371 * 0.007 

- 0.40 

- 0.47 

0.13 

0.84 f 0.03 0.84 zt 0.03 

c2 
? 
f 

% 
EW, 62 
Drell-Yan Correction 
Z-vertex Efficiency 
Luminosity 

Cross Sections 

- 0.93 + 0.03 
- ~ 0.91 + 0.03 

0.91 It 0.04 
0.96 z!c 0.02 I - 

0.81 zt 0.04 0.80 z!z 0.03 

- 1.01 + 0.01 
0.959 ?c 0.005 0.959 + 0.005 

4.05 It 0.28 pb-’ 4.05 f 0.28 pb-1 

!.19 + 0.04 f 0.21 nb 0.209 !c 0.013 & 0.017 nb 

Table 11: Summary of results. 
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