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ABSTRACT

The two jet differential cross section dc(pp — jetl + jet2 + X) /dE.dmdn,, averaged over
~0.6 < m < 0.6, at /s = 1.8 TeV, has been measured in the Collider Detector at Fermilab

(CDF). The predictions of leading order Quantum Chromodynamics (QCD) for most choices

of structure functions show agreement with the data.



The two jet final state, which is dominant at large transverse energies in hadron hadron
collisions, has a calculable QCD cross section expressed in terms of the product of point-like
scattering cross sections with a pair of structure functions describing the momentum distribu-
tions of initial state partons [1]. At leading order the two final state partons are back-to-back in
azimuth, and, assuming no initial polarization, have a uniform azimuthal distribution. Three
kinematic variables are sufficient to describe the final state in this case. A convenient set, em-
ployed here, includes the transverse energy, E;, common to both partons, together with their
pseudorapidities, 7, and n;. Pseudorapidity is related to the polar angle , 8, with respect to
the proton beam by 7 = ~ Intan(8/2).

Results have been reported previously on measurements of the single jet inclusive E, spec-
trum and of the dijet CMS angular distribution {2,3]. Those distributions represent integrals
over the other kinematic variables, Good agreement was found between the data and the pre-
dictions of leading order QCD calculations. Here we present results of the determination of the
double differential cross section, d*c/dE, dmdn; averaged over the interval —0.6 < m < 0.6.
The double differential cross section is more sensitive to the proton and antiproton structure
functions than a single inclusive distribution. The structure functions drop rapidly as the frac-
tion of the proton momenta, z, carried by a parton increases. This results in a dramatic decrease
of this cross section at larger values of 5. As the E; of the scattered parton increases, this
fall-off will occur at successively smaller values of ;. The low = region and high momentum
transfer scale (Q7) available at the Tevatron allows us to test the validity of the combination
of both Quantum Chromodynamics and structure functions in an z region (0.04 < z < 0.3)
where gluons are expected to be the dominant initial state partons.

The CDF detector is described elsewhere [4]. This analysis uses information from the ver-
tex time projection chamber, the beam-beam counters, and the electromagnetic and hadronic
calorimeters. The calorimeters span the pseudora;pidity range |n] < 4.2. The central calorime-

ters ([n| < L.1) are lead-scintillator sandwiches (electromagnetic) and iron-scintillator sand-



wiches (hadronic), with projective towers segmented in azimuth (A¢ = 15°) and pseudorapidity
(An = 0.1). The plug and forward calorimeters (1.1 < || < 4.2) consist of sandwiches of lead
and iron with gas proportional tubes overlaying cathode pads formed into a projective geometry
with segmentation in azimuth {A¢ = 5°) and pseudorapidity (An = 0.1).

In this study, jets are defined by a fixed cone clustering algorithm with a cone radius of
((An)? + (A¢)*)/? = 1.0. The uncorrected energy of a jet is defined as the scalar sum of
electromagnetic and hadronic energy in towers associated with the cluster. Transverse energy,
E,, is defined as Esin#, where 8 is the polar angle of the jet centroid measured at the event
vertex. Jet energies are corrected to account for losses due to calorimeter nonlinearities, unin-
strumented regions and energy out of the clustering cone; these effects were modeled using an
event generator 5] and detector simulation [6]. The corrections of reference [2] were expanded
(7] to include an uninstrumented region at 7 = 0.0, and to correct for nonuniformities in re-
sponse as a function of pseudorapidity. The ratio between uncorrected and corrected E, ranged
from 0.80 £ .07 for E; = 45 GeV to 0.87 + .05 for E, = 225 GeV where the uncertainties reflect
the modeling of detector response to jets and event generation.

Events were recorded with trigger requirements identical to those described in reference [2].
Thresholds on uncorrected tower E, summed over the central calorimeter were set at 20, 30, 40,
and 45 GeV. Offline analysis required at least one central jet (|n| < 0.6) that satisfied the trigger,
with a corrected E; greater than 45, 55, 65 and 75 GeV respectively for each trigger threshold.
Simulation studies show that these cuts eliminate fewer than 2% of the events of interest.
To ensure that the energy was well contained, the event vertex was required to be within 60
cm of the center of the detector along the beam axis. This reduced the effective integrated
luminesities by about 15%. For each trigger threshold the integrated effective luminosity is 0.4
nb~1, 10.5 nb~!, 5.4 nb~1 and 5.8 nb~" respectively, with an uncertainty of + 15% [8]. The
method of reference [2] was employed to reject c_luéters resulting from beam halo and cosmic

ray bremsstrahiung . Residual backgrounds (< 1%) are negligible for this measurement.



One jet (J1) was required to be within |71| < 0.6 and to satisfy the trigger constraint
described above. A second jet was required with an uncorrected E, above 2 GeV. Less than
1% of the triggered events fail this cut. The two leading jets (J1 and J2) in an event are those
with the largest uncorrected values of E,. The second jet was restricted to an interval |n;| < 2.8
to avoid large resolution smearing effects {described below). The combination of the above
requirements yielded a total of 5291 events. The data were divided into bins of E,, taken from
J1, and 7, from J2. A raw cross section was derived from the luminosities, the bin widths and
the numbers of events in any given bin.

Higher order effects in QCD, such as gluon radiation cause deviations from the ideal 2 — 2
approximation where the values of E; for the two jets balance and are back-to-back in azimuth.
These deviations, along with detector resolution, will affect the measurements of E; and ;. We
have corrected for these effects using an unsmearing procedure described below. The measured
cross section is a convelution of the true cross section with smearing functions in E, and 2.
These functions were determined by assuming that the momenta of the jets balance in the
transverse plane (7,9]. In this plane, two axes are defined, one bisecting the angle between
the jets and one perpendicular to this bisector. The momentum imbalance projected onto the
bisector is due almost purely to QCD radiation effects [9], whereas the imbalance along the
other axis results from a combination of the radiation effects and finite jet resolution. The E,
smearing, including the effects of radiation and detector resolution is well approximated by a
Gaussian with an E; dependent width {0 = 11 GeV for 50 GeV jets, 21 GeV for 150 GeV
jets). The 7, resolution function is taken from the imbalance projected along the bisector, and
is approximated by a Lorentzian with an E, dependent width (I' = 0.25 for 50 GeV jets).

To derive the true cross section, d®c/dE;dn,dn; a parameterized function [10] describing the
E, and n; spectra was chosen for the 2 — 2 process. A convolution of the input function was
formed with the smearing functions in E; and n{. The parameters of the input function were

varied until the convolved function showed a best fit to the data (x2/d.f. = 40 /33). Correction



factors were calculated from the ratio of the input function to convolved result. To obtain the
true cross section, the raw uncorrected cross section was multiplied by these factors. The values
varied from 0.77 .05 for [n;| = 0.2 and E; = 150 GeV to 0.21 £ .09 for |7;| = 2.6 and E, = 60
GeV,

Table 1 gives the two jet differential cross section. Because the final state is symmetric
with respect to the sign of pseudorapidity, the resulis are expressed in terms of the absolute
values of 7;. The systematic uncertainty for each bin includes contributions from the lumi-
nosity uncertainty, the resolution corrections, and the jet E; uncertainty, which is the largest
contribution (2]. The cross section is plotted in Fig. 1 for six different bins of E;, ranging from
45 GeV to 225 GeV and |7;| from 0 to 2.8. The plotted cross section is an average over the
range —0.6 < 71 < 0.6. The QCD curves plotted use the EHLQ structure functions (set 2) [11]
and take into account different choices for the momentum transfer scale, @?, used to evaluate
both the strong coupling constant a,, and to evolve the structure functions. The Q? choices in
each E; band correspond to Q? = E,?/4, Q% = E?, and Q? = 4E;? for the upper, middle and
lower lines respectively. The normalization of the QCD predictions is absolute. The expected
falloff in the cross section at higher |n;|, caused by the decrease of the structure functions with
increasing =z, is clearly visible,

To test the sensitivity of our result to differences among commonly used structure functions,
a x? was calculated for the predictions of leading order QCD. In all, 12 commonly used sets
of structure functions were tested: EHLQ[1], DO[12], DFLM[13] and MRS[14], for the three
@? values above. In performing the x? evaluation, the systematic errors were included. The
normalizations of the QCD predictions are absolute. The y? test is semsitive to differences
among the structure functions in the approximate range 0.05 < z < 0.3. Of the 36 possible
combinations, 32 had x? values indicating a reasonable fit, where the x? values varied from 23
to 41 for 32 degrees of freedom. Three combina;ions, DFLM [13] set 3 for Q% = E,*/4, DO

[12] set 2 for @? = 4E,;®, and MRS [14] set 3 for Q?=E,*/4 had marginal x? values (47, 30,



and 53 for 32 degrees of freedom). One combination, MRS set 2 for Q? = E,*/4, is excluded
by our measurement (x* = 90 for 32 DOF); this has a hard gluon distribution with an input
parameterization zG(z) = (1 — 2)*(1 + 9z). For this combination, most of the disagreement
occurs for data at higher values of z (z > 0.1).

In summary, the two jet differential cross section in fp collisions has beern measured and
shown to be represented well by leading order QCD calculations made with several combinations
of structure function parameterizations and Q? scales.
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TABLE 1. The two jet differential cross section at /s = 1.8 TeV. The systematic error quoted
includes all known systematic uncertainties, including the effect of uncertainties in the energy

scale. The cross section is an average over the range —0.6 < n; < 0.6.

E: Range {E}) {72| Range {lmt) d3a/dEdn dn; Stat. Erz. Sys. Err.
(GeV) (GeV) (nb/GeV) (%) (%)
45-b5 49.68 0.0-0.6 0.32 7.24 =+13 + 52/ — 36
45-55 49.7 0.6-1.2 0.90 5.86 +14 + 52/ - 36
45-55 49.2 1.2-1.8 1.47 5.30 +14 + 53/ - 36
45-55 49.3 1.8-2.4 2.00 2.97 +18 + 62/ —41
5565 59.4 0.0-0.4 0.21 3.08 =4 + 45/ - 33
55-65 59.3 0.4-0.8 0.59 2.82 35 + 48/ — 33
556-65 59.1 0.8-1.2 0.99 2.72 +3 + 48/ — 33
55-65 59.7 1.2-1.6 1.39 2.01 +5 + 47/ - 34
55-85 58.2 1.6-2.0 1.78 1.52 +6 + 51/ - 36
5585 59.5 2.0-2.4 217 0.714 +8 + 61/-39
55-65 59.2 2.4-2.8 2.60 0.306 +10 +103/ — 55
65-75 69.6 0.0-0.4 0.20 1.22 6 + 42/ - 31
65-75 69.2 0.4-0.8 0.60 1.23 +6 + 42/ -31
65-75 69.4 0.8-1.2 0.99 1.05 6 + 43/ - 32
6575 69.6 1.2-1.6 1.41 0.889 7 + 44/ — 32
65-T5 69.1 1.6-2.0 1.80 0.656 7 + 49/ - 135
65-T5 69.4 2.0-2.4 2.16 0.319 +10 + 60/ — 40
65-75 68.7 2.4-28 2.57 0.0866 +15 +106/ — 57
75-100 84.6 0.0-0.4 0.19 0.411 + 6 + 42/ -31
75-100 84.0 0.4-0.8 0.60 0.395 el + 43/ —32
75-100 84,1 0.8-1.2 1.00 0.365 6 + 43/ - 32
75-100 B3.8 1.2-1.6 1.40 0.302 + 6 + 44/ -132
75-100 83.0 1.6-2.0 1.78 0.189 +8 + 50/ —36
75-100 83.2 2.0-2.4 2.17 0.0707 x11 + 65/ —43
75-100 81.0 2.4-2.8 2.58 0.0132 +17 +132/ — 69
100-125 109.2 0.0-0.6 0.28 0.0952 +10 + 42/ - 32
100-125 109.6 0.6-1.2 0.87 0.0618 =12 + 43/ -—32
100-125 112.5 1.2-1.8 1.47 0.0458 +13 + 47/ - 34
100-125 108.2 1.8-2.4 2.05 0.00925 +24 + T0/ — 48
125-225 149.1 0.0-0.6 0.30 . 0.0130 +14 + 41/ - 30
125-225 148.4 0.6-1.2 0.90 0.00765 +17 + 42/ -31
125-225 145.6 1.2-1.8 1.51 0.00404 +22 + 53/ — 37

Table 1. Two Jet Differential Cross Section Values and Uncertainties



