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ABSTRACT 

Results are presented on n'p, K*p and p$ elastis scattering measured with2 an 
apparatus having acceptance of 0.5 < -t < 2.5 (GeV/c) and 0.9 < -t < 11 (GeV/c) at 
100 and 200 GeV/c respectively. A diffraction-like dip is Seen for the first time 
in the x-p t distribution at -t = J-l (GeV/c)'. All meson- roton cro.33 sections are 

3 found to be similar in the range 1 < -t < 2.5 (GeV/c) , although some small 
systematic differences are observed. Cross sections for pp and cp are compared with 
previous data. 



I. INTRODUCTION 

This paper contains the final results of a Fermilab experiment which measured 

hadron-hadron elastic scattering at large momentum transfers; preliminary results 

have already been presented. (l-7) We shall be concerned with scattering at large -t 

(defined here as -t Z 1),(8) and incident momenta above - 50 GeV/c. 

When this experiment was proposed (1978), extensive data existed on pp elastic 

scattering (see, for example, references 9-14) up to the highest ISR momentum 

(equivalent to a laboratory momentum of 2100 GeV/c), and out to -t of 14. Above - 

150 GeV/c, a prominent diffraction-like dip in the t distribution at -t = 1.4 

appeared, but no other dips were observed. Data(’ 5, on np scattering extended to -t 

= 4, and showed very similar behavior to that of pp. For other reactions (n’p, K%, 

cp) data(10,16,17) at momenta above a few tens of GeV/c extended only to -t - 2, 

with no evidence of dips, although these were present in lower momentum data. 

Many models have been proposed which could fit the large -t PP results, but 

probably because of the paucity of data, there was considerably less theoretical 

activity for np. It was hoped that accurate np large -t data would help to 

differentiate between the various models. 

Thiz experiment was primarily designed to measure 200 GeV/c n-p elastic 

scattering to -t - 10. Data were also obtained at * 100 and t 200 GeV/c for 

incident TI, K and p. One aim waz to search for diffraction dips in rrp elastic 

scattering; another was to study the near equality of r’p and K’p elastic scattering 

which had been observed at -t Z 1, with no momentum dependence from 14 to 200 

GeV/c.(10118) A complementary experiment at CERN (19-24) with incident momenta of 20, 

30 and 50 GeV/c took data at about the same time as this’ experiment. 
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a. Models for high momentum, large -t, elastic scattering 

Over the past decade there have been many models proposed to explain features 

of high momentum, large -t elastic scattering. Some examples are given in the 

references of the preliminary publications on this experiment. In this section we 

will discuss only three models with which we shall later compare our data. 

(i) Chou-Yang Mode1(25) 

In this diffraction (or geometrical) model, the amplitude for the elastic 

scattering of particle A on particle B is related to a transform of the product of 

the form factors of A and B. The assumption is made that the electromagnetic form 

factors for A and B are the appropriate ones to use. This hypothesis can be tested 

in the pp case since considerable data on elastic scattering are available, and the 

electromagnetic form factors have been measured using electron-proton scattering. 

The agreement obtained between prediction and data is generally good, including 

prediction of the observed -t - 1.4 dip (26). One problem, however, has been that the 

model predicts further dips at larger values of -t, which have not been observed 

experimentally. 

A meson form factor can be derived using experimental meson-proton elastic 

scattering data and the known proton form factor. This has been carried out (271 

with irp data up to -t = 2, and the results agree with the electromagnetic form 

factor as determined from pion electroproduction(28) and ire elastic 

scattering.(29) The kaon form factor similarly obtained (27) 1s also in agreement 

with that otained from Ke elastic scattering (30). Alternatively, using an assumed 

meson form factor, the meson-proton t distribution can be predicted. An example of 

one such prediction for np scattering, available before this experiment was carried 

out, is given in reference 31. It predicted a dip in the t distribution at -t Of - 



5. Of course, other assumed pion form factors can give substantially different 

predictions for the t distribution. 

Diffraction models in general predict do/dt at fixed t should be independent of 

momentum, except for geometrical scaling effects (discussed later) due to the s 

dependence of the total cross section. Also the shape of da/dt is usually 

suggestive of a diffraction pattern with a strong central maximum followed by 

secondary dips and maxima. 

(ii) _ QCD 

Lepage and Brodsky(32) have calculated large angle hadron-hadron elastic 

scattering using lowest order QCD where the quarks in both hadrons participate in a 

single collision. For large s and t they obtain: 

do 
dta 

3-l’ F pp (t/s) for PP 

and gas -’ F np (t/s) for np 

Donnachie and Landshoff(33) have made a similar calculation in which the quarks in 

hadron 1 scatter independently off the quarks in hadron 2 with the result: 

do = s -8 f 
dt 

pp (t/s) for PP 

and do -TV 
xas np (t/s) for np 

They furthermore obtain a power-law dependence for do/dt in the region -t <<a: 

and 

It l-8 for PP 

I 

independent of s 

It l-7 for rrp 
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It has been pointed out (34) that if QCD radiative corrections are added, the 

Lepage-Brodsky result stays about the same, but the Donnachie-Landshoff result then 

aproaches that of Lepage-Brodsky. 

(iii) Geometrical Scaling (35136.37) 

In this approach, the elastic scattering amplitude as a function of energy s 

and impact parameter b, T(s,b) is given by T[(b/R(s)]; all of the energy dependence 

in the cross section is contained in the radial scale parameter R(s). This leads to 

the following expressions for the total and elastic differential cross SeCtiOnS: 

do/dt = R4 f(R2t) 

where f is some universal function. Using the above two expressions, it is readily 

seen that a graph of do/dt normalized to the optical point, plotted against toT 

should be a universal curve. 

In the simplest form of geometrical scaling, the universal curve would be the 

same for all incident particles. However, it was soon determined (38,391 that this 

was too simple, and the functions depended on the incident particle type. 

b. Data Existing Prior to 1980 

(i) Pp 

A large amount of data on pp elastic scattering existed prior to this 

experiment. For example, at 31 GeV/c, data extend to -t of 24(40); at 400 GeV/c to 

-t of 14(13), and at & of 53 to -t of lo.(") Figure 1 shows some pp 

data(12'13,14,41,42) out to -t = 6. The dominant feature is the emergence, above 

- 150 CeV/c, of a diffraction-like dip at -t = 1.4, followed by a second maximum. 

There are now considerable data on the momentum dependence of the dip depth and 
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position. No other dips are observed: the t distributions are smooth and monotonic 

in other regions of t. For -t > 3, the fall with increasing -t is considerably 

slower than at small -t. 

Comparisons of large -t data with the QCD predictions discussed above have been 

made(32.33,43,Q'+), and reasonable agreement is observed. 

(ii) 22 

Data(‘5) on this reaction up to 360 GeV/c existed out to -t of 4. The observed 

t distributions are similar to those for pp. 

(iii) yy 

Very little data above 50 GeV/c were available above -t of 1; at low momenta (- 

10 cev/cj, pp distributions(45-48) have considerable structure, but within the 

limited data that were available in the momentum range considered here, these 

structures had died out. 

(iv) llfp 

Prior to this experiment (and the complementary CERN experiment), data at - 20 

GeV/c extended to -t = 6(4g). Several experiments (10,16,17,50) above 20 CeV/c have 

provided data to -t Z 2. The data above 50 GeV/c showed little charge or mOmentUm 

dependence, and no structures like the pp dip at -t = 1.4 were observed. Unlike the 

pp case, low energy (- 10 GeV/c) (45,51) np scattering has dips, which die out as 

momentum is increased; the change in slope at -t = 3 of the 22 GeV/c n-p data (49) 

shown in Figure 2 is the remnant of such a -t = 2.8 dip. 
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(v) K$ - 
(10,18,50,52,53,54) The limited data available showed little charge or momentum 

dependence above - 14 GeV/c, with cross sections similar to those of np (see 

Figure 3 taken from reference 18). 

II EXPERIMENTAL METHOD 

a. Introduction 

The design of the experiment was driven by the desire to measure small cross 

sections, of m-de= 1O-36 CIII~/(G~J/C)~. This necessitated high incident beam rates, 

large geometrical acceptance, and a liquid hydrogen target whose length was a 

significant fraction of an interaction length. Because inelastic background was 

expected to be much greater than the elastic signal, good momentum and angle 

measurements were required on both outgoing particles. To save running time, 

elastic scattering of more than one incident particle type should be measured 

simultaneously using gas Cerenkov counters for particle identification. 

The experimental arrangement used is shown in Figure 4. Hadrons (n, K, p) in a 

beam of known momentum and direction were elastically scattered off the prOtOn. in a 

1 meter liquid hydrogen target. The scattering angles and momenta of the two 

outgoing particles were measured in separate magnetic spectrometers, each consisting 

of analysis magnets with proportional wire chambers (PWC’s) on both sides to 

determine particle trajectories; triggering was by means of predetermined 

combinations of counters in four scintillation counter hodoscopes (2 in each 

spectrometer), which provided fast although imprecise momentum and angle 

measurements for each particle. 
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The experiment was designed specifically to measure 200 GeV/c i~-p elastic 

scattering out to -t of over 10. Early in the data-taking, 50 GeV/c CERN 

results('g) became available showing the existence of a dip in the pp t distribution 

at -t = 1.4, and verification of this effect at 100 GeV/c became an important goal. 

Some data were also taken at +100 and +200 GeV/c. No equipment was moved when the 

beam momentum was changed. Currents in the BM109 analysis magnets of the forward 

spectrometer were reduced by a factor of two between 200 and 100 GeV/c, with their 

polarity following the beam polarity. The -t acceptance of the apparatus covered 

the ranges approximately 0.9 < -t < 11 at 200 GeV and 0.5 < -t < 2.5 at 100 cev/c. 

In the following Sections, we describe more fully various parts of the experimental 

equipment. Additional details are given in references 4-7. 

b. Beam 

The experiment used the M6E beam in the Meson Area at Fermilab. Figure 5, shows 

the schematic beam optics and the beam layout; a more complete description is 

available in references 55 and 56. The time structure of the beam was that of the 

accelerator RF, with particles arriving in ~Pbucketst’ of about 1 ns length separated 

by 18.8 ns. Beam particles were recorded by two scintillation counters (8, and B2 

in Figure 4) together with a halo veto (A) that had a hole for the beam to pass 

through. A 32 element scintillator hodoscope at a momentum dispersed intermediate 

focus was used to measure the relative momentum of each incident particle to an 

accuracy of - 0.04%. This hodoscope, together with another 16 element hodoscope 

upstream of the hydrogen target, was also used to determine if there were two Or 

more beam particles in one bucket. 

A differential gas Cerenkov counter (57) (DISC), located in a highly parallel 

section of the beam tagged incident particles of a given mass in order to measure 

cross sections for more than one particle type simultaneously (See Section III h). 
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The beam was made close to parallel through the experiment (less than 0.3 mrad 

divergence) so that determination of individual beam particle directions was 

unnecessary. Typical intensities during the run were up to - lo7 particles/set. 

c. Hydrogen Target 

The target was a cylindrical vessel, 1 meter along the beam direction and 7.6 

cm diameter, constructed of 0.25mm mylar. It was filled with hydrogen liquefied by 

a small helium refrigerator. During empty target runs, the hydrogen was transferred 

to a reservoir above the target. Three sides of the target were covered by Vet0 

counters to improve rejection of inelastic collisions. A three counter telescope 

(“N monitor”) viewing the target at - 30” was used as a monitor of the incident beam 

flux. 

d. Forward Spectrometer 

Trajectory and momentum information on the forward scattered particle was 

obtained from four sets of PWC’s (P5, p6, P7 and P8 in Figure 4) located on either 

side of two BM109 analysis magnets; each BM109 had an aperture 72” along the beam 

line x 24” wide x 8” high. The total field integral was 2600 kc-in at 200 GeV/c and 

half of that at 100 &V/c. The magnet horizontal aperture and placement gave the 

upper limit to the -t acceptance of the experiment of - 11 (GeV/c)’ at 200 GeV/c and 

- 2.6 (GeV/c)’ at 100 Cell/c. Each set of PWC’s contained at least two x (horizontal 

coordinate) chambers and at least one y chamber. All of the PWC’s were sufficiently 

large that they accepted any elastic event that gave a trigger. Two hodoscopes 
H3 

and H4 were used in the trigger; H3 consisted of seven counters 2.75” wide x 7.5” 

high placed side by side, and H4 consisted of seven partially overlapping counters 

each 9.4” wide x 14.5” high. To form the event trigger, two-fold coincidences were 

made between each H 
3 

counter and its corresponding H4 counter; the trigger was 
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vetoed if there was a signal from more than one H3 element or more than two H4 

elements. The counter placement was determined by Monte Carlo simulation of the 

experiment. 

Helium bags were used in the upstream part of the spectrometer to reduce air 

scattering. Downstream of the analysis magnets was a large threshold gas Cerenkov 

counter filled with helium at pressures below one atmosphere. Particles traversing 

this counter had to pass through the one-inch thick mirror glass, so the counter was 

placed close to the final PWC’s to minimize errors caused by multiple scattering and 

interactions in the glass. 

e. Recoil Spectrometer 

The spectrometer for the recoil proton was based on a 72D18 magnet, with 

aperture 18" along the particle direction x 72" wide x 18" high; its field integral 

was 350 kc-in for both 100 and 200 GeV/c data-taking. In order to maximize the 

acceptance for elastic scattering, the magnet was placed at 65’ to the incident beam 

and close to the hydrogen target; a hole in the magnet return iron yoke allowed the 

beam and forward scattered particles to pass through. 

Particle momenta and trajectories were determined by several sets of PWC’s, aS 

seen in Figure 4. PI upstream of the magnet, and sets P2 and P3 downstream, each 

contained two x measurements; P, contained three y measurements and Pq had one y 

measurement. Because of the large horizontal sizes needed, the P3 and P,, chambers 

were composed of two adjacent PWC’s. All PWC sets were large enough to record every 

elastic event giving a trigger. 

Two hodoscopes (H, and h2 ) located on either side of the magnet were used in 

the trigger. H, contained six elements each - 6”‘~ 6”; H2 was composed of six 

elements 12" horizontal x 24” vertical, with each element consisting of two 
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counters. A coincidence matrix formed between the R, and H2 hodoscopes favored 

elastic events from the hydrogen target and was used in making the trigger decision. 

The matrices used for each incident momentum were determined by Monte Carlo 

simulation of the experiment. The trigger was vetoed if there was a signal from 

more than one counter in either hodoscope. 

f. Cerenkov Counters 

(i) Beam Differential Counter 

This counter was located in a parallel section of the incident beam; similar 

counters (called DISC counters) are .described in reference 57. Cerenkov light 

produced at an angle of 25 mrad in the five meter long helium gas radiator was 

reflected through a chromatic correction system and an adjustable diaphragm onto 

eight RCA 31000M photomultipliers arranged in a circle. Six coincident 

photomultiplier signals were required. Relative values of the helium gas pressure 

and refractive index were obtained by electronically counting fringes of a laser 

refractometer mounted onto the gas vessel. Typical gas pressures were about 9 

atmospheres. An example of a DISC pressure curve is given in Figure 6. From such 

curves, beam compositions were obtained (Table I), and also the absolute beam 

momenta were determined to an accuracy of about k 0.5%. The counter efficiency 

depended on beam conditions and on the diaphragm opening, which was varied to 

achieve adequate rejection of unwanted particles. The efficiencies obtained ranged 

from 9% for 200 GeV/c K- to 82% for 100 CeV/c protons. The presence or absence of 

the counter output was recorded for every trigger. 



12 

(ii) Threshold Cerenkov COUnter 

This counter was 28m long, 1.5m diameter, with four adjacent spherical mirrors 

focussing light onto a single RCA 31000M photomultiplier; this counter, with a 

shorter 9m long radiator, had been built for a previous elastic scattering 

experiment(58). The helium gas pressure was set above the kaon threshold but below 

the proton threshold, so that protons gave no signal; non-interacting beam particles 

passed through an optically deadened region of the counter. For each elastic event, 

the photomultiplier output was recorded using an ADC, and also a latch bit was set 

if the pulse was above a fixed (low) threshold. At 100 CeV/c, pions and kaons could 

be separated by the counter, as illustrated in Figures 7a, 7b and 7c, where we give 

ADC outputs for -100 GeV/c elastic events; Figure 7a is for all events, while 

Figures 7b and 7c are for those events where the beam Cerenkov counter indicated 

kaons and pions respectively. The zero or very small (pedestal) signals are due to 

antiprotons. Some contamination remains because there are cases where a beam pion 

and kaon were in the same beam timing RF “bucket.” The beam Cerenkov counter could 

indicate the kaon while the pion could elastically scatter and give a Signal in the 

threshold counter. The effect could be reduced if events were used only where the 

beam hodoscopes indicated only one incident particle in the bucket. Contaminations 

in the various particle signals were extensively studied in this manner. 

At 200 GeV/c, the helium gas pressure in the counter was set at 4.5 pSia (just 

below the proton threshold), while at 100 GeV/c it was either 7.1 or 8.5 psia. The 

number of photomultiplier photoelectrons for pions was generally between 10 and 20. 
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g. Fast Logic 

The fast logic system identified events where the trajectories and momenta of 

both outgoing particles from the hydrogen target were consistent with those expected 

for an elastic event. A beam particle was identified by the coincidence B,.g2.ji; 

the counters around the hydrogen target discussed earlier were then added in veto, 

followed by coincidences with the H, hodoscope elements. The H1H2 recoil arm matrix 

was then formed, and its output was used as a pretrigger to temporarily disable the 

experiment; it initiated storage of most of the PWC and counter information until 

signals from the forward counters were received and a recoil-forward matrix could be 

formed. If this matrix (determined by Monte Carlo simulation of the experiment) was 

satisfied, the event data were transferred to the PDPl1/45 on-line computer and then 

onto magnetic tape. All of the matrices in the fast logic were made using 

commercial fan-ins, fan-outs, and coincidence circuits. 

Typical counting rates in the experiment are given in Table II. At 200 GeV/c, 

about 4% of the triggers were found to be elastic events; at 100 GeV/c this 

increased to 47$, since the acceptance extended to lower -t values and consequently 

larger elastic cross sections. 

h. Proportional Wire Chambers 

The experiment used 31 PWC’s with a total of 7800 wires. Some of the PWC’s 

were those used in an earlier elastic scattering experiment (58) . They had 2mm wire 

spacing (in some chambers, adjacent wires were ganged together to give an effective 

4mm spacing). The readout system was based on the Nevis Laboratory design of 

Sippaoh(5q), using long stripline delay cables between the chambers and the 

experiment counting room. Other PWC’s were of Corneli University type (13,60), and 

used a readout system employing shift registers mounted on the chambers.(61) These 

chambers had wire spacings of either 16 or 20 wires to the inch. 
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Typical PWC efficiencies measured during the run were above 90%. 

III DATA ANALYSIS 

a. Introduction 

The analysis of the data which had been written onto magnetic tape was carried 

out on the Fermilab CYBER 175 computers. Tracks were first determined from the PWC 

hits, and then event selection was made by applying elastic kinematic constraints to 

the scattering angles and momenta of the outgoing particles; Cerenkov counter data 

were examined to determine the incident particle type. Several other calculations, 

such as acceptance and corrections to the final cross sections, were also carried 
. 

b. Reconstruction 

The reconstruction programs first found the eight track segments from the PWC 

data: x and y projections, both before and after the spectrometer magnets in each 

arm. Least squares fits to all possible PWC hit clusters were used, although the 

PWC’s generally had only one hit each per elastic event. The tracks obtained were 

limited to those which extrapolated to hodoscope elements giving the trigger. 

Tracks upstream of the spectrometer magnets had to extrapolate to a common point in 

the hydrogen target volume. Other requirements imposed at this stage of the 

analysis were that the track segments in each arm had to intersect close to the 

magnet centers, and that the momentum of the forward track be within 10% of the 

incident beam momentum. Generally there were only one or two tracks per segment 

which fitted all of the above criteria. 
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In the recoil arm, there were only two x PWC’s upstream of the magnet. If 

there was a hit in only one of these chambers, this was still sufficient to 

determine the recoil proton momentum when it was taken together with a track segment 

downstream of the magnet. 

c. Event Selection 

The vector momentum of each particle leaving the hydrogen target was obtained 

as described above. The momentum of each incident beam particle was derived from 

the known mean momentum together with information from the momentum hodoscope (see 

Section IIb); its direction was taken to be the mean beam direction, since the 

angular spread of the beam was small. The kinematics of elastic scattering at 100 

and 200 GeV/c in the t range measured here are almost independent of the incident 

particle type (n, K, p), and no particle selection was done at this stage. 

Four quantities were calculated from the momenta and angles of the outgoing 

particles. 

(i) 6Pf = pf (measured) - p,Ce, (measured)] 

where p f is the forward momentum 

of (measured) is the measured forward scattering angle 

Pf[(ef measured)] is the expected forward momentum calculated 

for an elastic SCattering with scattering angle ef (measured) 

(ii) 6Pr = pr [(measured)] - pr [(ef measured)] 

where p, is the recoil momentum 
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(iii) 68, = er (measured) - 0,. [(e, measured)] 

where er is the recoil scattering angle 

(iv) 6e = coplanarity = ef + er 

where ef, er are the forward and recoil azimuthal angles. 

Each of the four quantities 6pf, &ef, 68, and 6e should be zero for an elastic 

event. Due to measurement errors, uncertainty in the knowledge of incident beam 

properties, etc., they each have a distribution around a mean of zero. The widths 

of the four distributions were determined from the experimental data, and cuts 

(which were t-dependent) at three standard deviations were applied to each quantity. 

Figure 8 shows coplanarity distributions before and after the cuts had been applied 

to the other variables. 

After all of the cuts had been carried out, histograms were made of the number 

Of events as a function of t, with t being determined from the angle of the recoil 

proton. 

d. Acceptance 

The acceptance of the apparatus for elastic events was determined by a Monte 

Carlo calculation. Some of the inputs to the calculation were the measured incident 

beam properties, the hydrogen target length, the location and sizes of the hodoscope 

elements, magnet apertures, PWC’S, and the trigger coincidence matrices. The 

acceptances at 100 and 200 GeV/c are shown in Figure 9. 

The shape of the acceptance close to its upper and lower t limits were very 

sensitive to uncertainties in beam momenta and directions; because of this, we have 

only derived cross sections in the ranges 0.5 5 -t < 2.5 at 100 GeV/c, and 0.9 5 -t 

I 11.0 at 200 GeV/c. 
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e. Analysis Program Efficiency 

The Monte Carlo described above was also used to determine the efficiency with 

which the reconstruction and event selection programs found elastic events. Elastic 

events generated by the Monte Carlo were converted to PWC and hodoscope hits, 

including experimentally observed resolutions and measured PWC efficiencies; random 

PWC background hits, obtained from actual data, were added. These events were 

passed through the analysis programs, and the analysis efficiencies derived. They 

were typically - 90%, with no measurable t dependence. 

f. Inelastic Background 

Background still remaining under the signal, after all of the event selection 

cuts, was subtracted using the coplanarity distributions as illustrated in Figure 8. 

A fit was made to the distribution for each t bin using a gaussian shaped signal and 

a broad gaussian shaped background; the fitted background under the signal was then 

subtracted. At small -t, these backgrounds were typically 1 or 28, rising to a 

maximum of 30% at -t = 3, and then falling to 10% at -t = 10. 

The above corrections were determined for pions, which constituted the bulk of 

our data. For other particles, where it was difficult to accurately determine the 

correction because of the small numbers of events, the same fractional correction as 

for pions was applied. 

8. Intensity Effects 

As noted earlier, the beam intensity was monitored by the scintillation 

counters B1 and B2 in the incident beam as well as the N telescope viewing the 

hydrogen target. It was found that the ratio of elastic events to beam flux was a 

function of beam intensity. This effect was caused by two factors. Large B, and B2 

photomultiplier pulses due to more than one particle in an RF bucket could Cause a 
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discriminator dead time extending over the succeeding RF bucket. If two beam 

particles came in the same bucket, one could scatter elastically while the other 

could scatter inelastically and set a veto counter or multiplicity veto. 

Because of fluctuations in the primary proton beam intensity, there was a wide 

range of secondary intensities present during data taking. The ratio of the number 

of elastic events to N counts (occurring during the equipment live time) was plotted 

against the N counts per accelerator beam spill, as illustrated in Figure 10. A 

linear extrapolation was made to obtain the value at zero intensity. In a similar 

manner, the calibration of the N monitor in terms of the number of incident beam 

particles was obtained by extrapolation to zero intensity. 

For minority particles, adequate statistics are not available to carry out the 

above extrapolation procedure. However, the corrections should be independent of 

particle type, and so the slope of the minority particle extrapolation ta zero 

intensity was taken to be the same as for pions. 

h. Particle Identification 

Incident particle identification for events identified as elastic used the two 

Cerenkov counters CB and CF. CB was set on various incident particles during the 

data taking, most commonly E during negative beam running, and K+ during positive 

beam running; the CF gas pressure was set at almost all times between the kaon and 

proton thresholds. Extensive studies were carried out on the CF ADC distributions 

for different incident particles tagged by CB. Thus, we could derive appropriate ADC 

cuts for each particle type, and determine the contamination from the other particle 

types. 
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(i) Pions 

CB was not used in the determination of pion cross sections. At 100 

GeVl/c, the CF ADC signal alone was used to separate pions from kaons and 

protons, with a negligible (< 1%) contamination of the Signal. At 200 GeV/C, 

protons were eliminated using CF, but it was not possible to separate pions 

from kaons with an ADC cut. The pion data were corrected for the kaons 

remaining in the signal by assuming that the K and 1~ elastic cross sections are 

equal (a good approximation as we shall see later) and using the measured K/n 

ratios in the incident beam (see Table I). 

(ii) __ Kaons 

At 100 GeV/c, as noted above, CF alone was used to obtain a clean kaon 

signal. Thus kaon data were obtained with CB set on any incident particle, 

although only relative cross sections were obtained in this way. Absolute 

cross sections were obtained, as described in Section III g above, only from 

the data taken with CB set on kaons. 

At 200 GeV/c, Only data with CB set on kaons were used; however a 

correction was still required since a kaon and another particle could be in the 

same RF bucket. Using information from the beam hodoscope counters, it was 

determined that pion contamination in the kaon signal was 25% at -200 GeV/C and 

under 2% at +200 GeV/c; corrections were made to the results for this. 

(iii) Antiprotons and PrOtOnS 

The antiproton data used in obtaining cross sections at both 100 and 200 

GeV/c were taken with CB set on antiprotons, together with a cut on CF pulse 

height. (An exception was a small amount of 100 GeV/c running, where CF only 

was used to separate antiprotons from other particles; these data were not used 



20 

in the determination of absolute cross sections). For protons, use of CF alone 

reduced contamination to negligible levels, although only runs with CB set on 

protons were used to obtain the absolute nOrmaliZatiOn. 

i. Corrections 

Several small corrections, not previously discussed, had to be made to the 

elastic cross sections we derived, and they are noted here. 

(i) After the CF ADC cuts discussed in Section III h were made, there was 

still some remaining contamination by unwanted particles and some 

remaining loss of wanted particles. (Up to 4% for p,i;; 14% for 200 GeV/c 

T+; for K see above.) 

(ii) Interactions of incoming or outgoing particles in the hydrogen target 

(8-188). 

(iii) Decay of particles through the apparatus (pions: 18, kaons: 4% at 200 

GeV/c, 10% at 100 GeV/c). 

(iv) Radiative corrections, obtained using the methods of references 62 and 

63. These depended on the incident particle type, the incident momentum, 

and t; they varied from < 1% for 100 geV/c protons at -t < 5 to 9.7% for 

200 GeV/c T- at -t = 10.25. 
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(VI Empty target effects; interactions of outgoing particles in the 

spectrometers; delta rays from the target causing vetoes (total 3%). 

Except for (iv), the above corrections affect only the normalization of the 

data, and not the shape of the t distributions. 

j. Overall Uncertainties in Absolute Cross Sections 

The preceding Sections have discussed the corrections to the data and the 

method of obtaining absolute cross sections. There are uncertainties in some of 

these procedures which give rise to uncertainties in absolute cross section values 

but do not affect the shape of the t distributions obtained. Our estimates of the 

systematic uncertainties in the overall normalization of the data are given in Table 

III. 

IV. RESULTS 

a. Introduction 

The results of this experiment are presented in tabular form in Tables IV-VII, 

and graphically in Figures 11-20. Errors quoted are statistical and represent one 

standard deviation; for those bins in which no signal above background was observed, 

the cross sections are given as upper limits representing 1 event. The systematic 

errors on the results have been discussed in Section IIIj. 

b. General Features of the Results 

All twelve sets of differential cross sections measured here are in agreement 

with the corresponding lower -t data(10~16~17), within the quoted statistical and 

systematic errors, in the t ranges of overlap. Our data, together with the lower -t 

data, show a steep fall of many decades from the optical point as -t increases from 
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(i) pp 

We can compare our pp data with previously available results (lO,l2,13) over the 

entire t range of our measurements. AS can be seen in Figures 11 and 12, there is 

good agreement at both 100 and 200 GeV/c. giving additional confidence in our 

normalization procedure. We see the well-known -t = 1.4 dip at 200 GeV/c, while at 

100 GeV/c our data are also consistent with a small dip at the same t value. 

(ii) ISP 

Our 100 GeV/c data (Figure 13) confirm the existence of the -t = 1.4 dip in 

this reaction which had previously been observed(“) only at 50 GeV/c. The 200 

GeV/c results (Figure 14) have less statistical accuracy, but are consistent with 

the same effect. 

(iii) n-p 

The dominant feature of the 200 GeV/c t distribution shown in Figure 15 is the 

prominent dip at -t = 4; it is followed by a second maximum and then a slow decrease 

with increasing -t. This effect had not previously been observed. (Dips have been 

observed in low momentum np scattering, as noted earlier, but they die out as 

momentum is increased, and disappear by - 20 GeV/c). Also, the slope of the t 

distribution in the range 1 < -t < 3.5 is not constant, but has considerable 

variation with t. 

(iv) Other meson-proton scattering 

All of the other meson-proton t distributions measured here (Figures 16-20) 

show no dips or breaks over the limited t range studied. 



23 

c. Discussion 

(i) PP 

Our data for -t < 4, together with those from several other 

experimentS,(14*22*42) are shown in Figure 21. The development of the -t = 1.4 dip 

with momentum above - 100 GeV/c is clearly seen, as is the movement of the dip 

position. Parametrizations of the data of Figure 21, and some comparison with 

models, have been made in reference 22, where preliminary values of our results were 

included. 

(ii) iJP 

Within the experimental errors, no dependence of the cross section with 

momentum is observed between 50 and 200 GeV/c (Figure 22). In that momentum range 

we see no movement of the -t = 1.4 dip with momentum, a subject of some recent 

theoretical interest.(b4165) Expected movements, however, are smaller than could be 

seen with the available statistics. At & = 540 GeV(66), the dip has become just a 

kink, which has moved to -t 1 0.8; this inward -t movement as oT increases is 

consistent with geometrical scaling. However, at 30 GeV/c (23), the dip has moved 
. 

out to -t = 1.7, inconsistent with geometrical Scaling, and other explanations are 

required.(67168) 

In Figure 23, we show the incident momentum dependence of do/dt at several 

fixed values of t interpolated from this experiment and references 19,23.45. The 

cross section at a fixed value of t falls with increasing momentum, but the rate of 

fall decreases and the cross sections then become independent of mOmentUm. This 

behavior is qualitatively similar to that for pp. discussed in reference 22. 

Figure 24 gives a comparison of pp and pp data, and within the errors we see 

little difference between the two reactions at these momenta except in the immediate 

dip region. 
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(iii) 200 &V/C c a-p 

The data (Figure 15) show a drop of - 6 decades from -t = 1 to a minimum at -t 

= 4, followed by a second maximum and then a slow fall with increasing -t. When our 

data are taken together with those of reference 10, the shape of do/dt out to -t of 

4 is considerably more complex than a simple exponential form AeBt. Local values of 

B decrease from 10 to 6.5 to 4.5 (GeV/cje2 at -t of 0, 0.6 and 2.0 respectively. At 

-t - 3, B increases to 5.5 (CeV/cIm2 as the dip is approached - a similar phenomenon 

to the increase in pp values of B as the -t = 1.4 dip is approached. 

Results for 50 GeV/c - (20) (shown in Figure 25 together with v p our 200 GeV/c 

data) do not show the -t = 4 dip (although there is a change of slope at the same t 

value), indicating that a threshold momentum exists for this behavior as in the PP 

case; however, 50 GeV/c ~+p datac2’) (Figure 26) do show a small dip at about the 

same t value. Data on ~r+p and n-p below - 20 GeV/c both show a dip at -t = 2.8 

which dies away with increasing momentum; at 23 GeV/c it has become a small kink 

(Figure 21, and at 50 GeV/c it has disappeared, as seen in Figures 25 and 26. 

Apart from the dip region, there is little momentum dependence of the n-p cross 

section between 50 and 200 GeV/c. This is the expected behavior when the dominant 

scattering process is diffractive. Since the preliminary version of these results 

became available,(‘) various models, which include diffraction, frequently of the 

Chou-Yang type, have been used to fit the data. (See, for example, references 

69-76). 

The pion form factor has been derived (72,73,77) from our 200 ir-p GeV/c data 

using the Chou-Yang mode1(25). As has been noted before(27), the form factor 

obtained agrees well with the pion electromagnetic form factor obtained from piOn 

electroproduetion(28) where this information is available (-t < 2). and the form 

factor slope near t = 0 gives a value of the pion radius r 
ll = 0.66f, in good 
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agreement with that obtained from ne scattering. (29) As shown in reference 77, the 

form factor obtained from our data agrees with the vector meson dominance model 

prediction for -t !: 1, but there is significant disagreement at larger -t; however, 

there is reasonable agreement with a QCD prediction(32) which is expected to be 

valid in the large -t region. 

It would be of interest if the data at large -t beyond the dip could be used to 

test the QCD predictions of reference 32. Unfortunately there are no results at. the 

same (or even close to the same) t/s but at different s, as was the case with large 

-t pp scattering, so that no conclusions can be drawn. (43,44) In order to make a np 

QCD test, 200 GeV/c measurements out to -t - 20 or 100 GeV/c measurements out to -t 

- 10 would be needed. 

The QCD diagram proposed by Donnachie and Landshoff(33) predicts little 

s-dependence, but a t-dependence of the form do/dt = ltlm7. In Figure 27 there is a 

qualitative suggestion of this behavior, but quantitatively the agreement is poor. 

A maximum likelihood fit to our 200 GeV/c n-p results for -t > 4.9 of the form do/dt 

a It.]-o gives a = 3.9? 1.0; for 50 GeV/c rr-p, a= 2.8+ 1.3, and a combined fit gives 

a = 3.5 * 0.8. In this figure we show also a corresponding pp fit, where good 

agreement of data and prediction is seen. 

In pp scattering, the ItI -8 behavior does not. Set in until -t > 4, considerably 

beyond the diffraction dip position at -t = 1.4. One could speculate that 

quantitative agreement with the ItIm behavior for irp will not set in until a t 

value at about the same factor above the dip, possibly at about -t - 12. 
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n’p and K$ 

Results for meson-proton cross sections are shown in Figures 15-20. The ?r+p 

data, shown in Figure 19 together with 50 GeV/c results from reference 20, SUggSSt a 

possible small dependence on incident momentum. Within the experimental 

uncertainties, there is no momentum or charge dependence of any of the other cross 

sections in the momentum and -t range measured here. The data also show only small 

differences between kaon and pion cross sections in the range 1 L-t L 2.5 at 100 and 

200 GeV/c. Such approximate equality has been observed previously at 14 GeV/c Over 

the same t range,(18) and at 50 - 200 GeV/c for 0.8 L-t L 1.5.(“) 50 GeV/c K+p 

datac2’ ) (see Figure 28) show a small dip at -t = 4, somewhat similar to rrp 

scattering. 

Hadron-hadron elastic scattering has been used, via the Chou-Yang model, to 

obtain particle form factors as noted in the previous section. Results obtained in 

the pastcz7) for pions and kaons gave reasonable agreement with measured 

electromagnetic form factors(28) and radii(29130); little difference was observed 

between pion and kaon form factors, although the kaon radius obtained was slightly 

less than that of the pion. We have derived pion and kaon form factors out to -t - 

2.5 using the data presented here, and also observe little difference between them. 

The small difference between our K and 71 cross sections iS illustrated in 

Figure 29s. by the -100 GeV/c data of this experiment together with lower -t data (10) 

and the optical point (calculated using total cross section and real part of the 

forward scattering amplitude data from references 78-80). Although the n and K 

cross sections are always close in value, the K- data fall more slowly with -t than 

n-; the two cross sections cross near -t - 1. These same features are observed at 

-200 GeV/c, and also for positive mesons at the same two momenta. In the past, 

differences between TI and K data above 30 GeV/c have been explained (37,501 by a 
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simple version of geometrical scaling. As discussed earlier, the pi and K data 

become identical when da/dt normalized to the optical point is plotted against taT 

for each incident particle (where aT is the particle-proton total cross section). 

We observe significant deviations from such simple geometrical scaling behavior in 

our i 100 GeV/c results, as illustrated in Figure 29b for -100 GeV/c; the 

statistical accuracy of these data, however, is higher than used in the previous 

comparisons. It should be noted that such deviations from simple geometrical 

scaling have been discussed before, (38139). At ZOO GeV/c, our results are in closer 

agreement with the simple geometrical SCaling, but the statistical accuracy of the 

200 GeV/c kaon data does not allow a definitive Statement. 

np and PP 

A comparison of 200 GeV/c r-p and pp elastic scattering is shown in Figure 30. 

They are quantitatively different, although they do have many common features as 

discussed earlier. After a fall of many decades from the optical point, both show a 

diffraction dip (at -t - 1.4 for pp and -t - 4 for n-p) followed by a second maximum 

and then a relatively slow fall with increasing -t. 

V. CONCLUSIONS 

Results have been presented here on n’p, K’p and p$ elastic scattering 

measured with an apparatus acceptance of 0.5 < -t < 2.5 and 0.9 < -t < 11 at 100 and 

200 GeV/c respectively. When taken together with other existing data, there is 

strong evidence that hadron-hadron elastic scattering above - 50 GeV/c is 

diffractive in the medium -t region. There is little variation of any of the cross 

sections with incident momentum, and almost all of the processes now show a 

diffraction-like dip: 
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for pp, $p and np, this dip is at -t - 1.4 

for n-p, n+p and possibly K+p, the dip is at -t -4. 

In addition, little difference is seen amongst the various meson-proton t distribu- 

tions, and amongst the various baryon-proton t distributions. 

At large -t, pp elastic scattering results agree with the predictions of QCD; 

however for np, more data is needed in order to compare results at the same t/s but 

different s. A measurement of xp elastic scattering to -t - 20 at 100 and 200 GeV/c 

will help to test the large -t QCD predictions. Data for pp out to -t - 2 or 

greater at the CERN and Fermilab colliders will enable tests of the diffractive 

nature of the small -t scattering to be carried out. 
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FIGURE CAPTIONS 

1. Proton-proton elastic scattering data (12,13,14,41,42). 

2. - elastic scattering at 22.6 GeV/c (referene 49) and a curve through the 
9".; GeV/c data of reference 45. 

3. rrp and Kp elastic scattering near 14 GeV/c. (Figure from reference 18). 

4. Experimental layout. 
are proportinal wire 

H1 - H4 are scintillation counter hodoscopes; P1 - P 
chamber arrays. Not shown are veto counters aroun 8 

the liquid hydrogen target, helium bags in the forward spectrometer, 



33 

monitor telescopes, and apparatus in the incident beam such as 
scintillation counters, proportional wire chambers, SWIG’S, and a 
differential Cerenkov counter. 

5. Schematic beam optics and beam layout. Q is a quadrupole magnet; B is a 
dipole bending magnet. 

6. DISC pressure curve at -100 GeV/c. 

7. Pulse height spectra from the threshold Cerenkov counter at -100 GeV/c, as 
measured using the ADC. 

(a) All elastic events 

(b) Elastic events where the beam Cerenkov counter indicated a kaon. 

(c) Elastic events where the beam Cerenkov counter indicated a piOn. 

8. Coplanarity distributions for -200 GeV/c data. 

(a) Events in the range 1.0 < -t < 1.5. 

(b) As (a), after cuts on the other variables. 

(c) Events for -t > 3.5 

(d) As (C), after cuts on the other variables; a maximum likelihood fit to 
the signal plus background is also shown. 

9. Geometrical acceptance of the apparatus. 

(a) 100 GeV/c 

(b) 200 GeV/c. 

10. Rates of elastic events to N monitor counts as a function of N monitor 
counts per accelerator beam spill. 

11. Proton-proton elastic scattering at 100 GeV/c; data from this experiment 
and reference 10 (not all points plotted, for Clarity). 

12. Proton-proton elastic scattering at 200 GeV/c; data from this experiment 
and references 12 and 13 (not all points plotted, for clarity). 

13. Antiproton-proton elastic scattering at 100 GeV/c from this experiment, 
together with 50 GeV/c data from reference 19. 

14. Antiproton-proton elastic scattering at 200 GeV/c. 

15. T-p elastic scattering at 200 GeV/c. 
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16. n-p elastic scattering at 100 cev/c; data from this experiment and 
reference 10 (not all points plotted, for Clarity). 

17. n-p elastic scattering at 100 and 200 CeV/c. 

18. S p elastic scattering at 200 GeV/c. 

19. n+p elastic scattering at 100 and 200 GeV/c (this experiment), and 50 GeV/c 
(reference 20). 

20. K$ elastic scattering at 100 and 200 GeV/c. 
. 

21. Proton-proton elastic scattering between 24 and 1485 GeV/c. Data from this 
experiment and references 14,22,42. 

22. Antiproton-proton elastic scattering at 100 and 200 GeV/c (this experiment) 
and 50 &V/c (reference 19). 

23. Antiproton-proton elastic scattering. da/dt at three values of -t as a 
function of incident momentum. (Points are interpolated from data of this 
experiment and references 19,23,45). The curves are drawn to guide the 
eye. 

24. Comparison of proton-proton and antiproton-proton elastic scattering., Not 
all points are plotted, for clarity. 

25. n-p elastic scattering at 200 GeV/c (this experiment) and 50 GeV/c 
(reference 20). 

26. n+p elastic scattering at 50 GeV/c. (Figure from reference 20). 

27. Proton- roton elastic scattering data at 200 GeV/c (reference 13) compared 
to Itl 

-8 together with np data at 50 &V/c (reference 20) and 200 GeV/c 
(this exieriment) compared to ltle7. 

28. K+p elastic scattering at 50 GeV/c. (Figure from reference 21 ). 

29. Test of simple geometrical scaling at 100 GeV/c, using data from this 
experiment and references 10, 78, 79, 80. 

30. Comparison of 200 GeV/c n-p and pp elastic scattering. 
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+ 100 GeV/c 0.63 0.05 0.32 
- 100 GeV/c 0.92 0.05 0.03 
+ 200 GeV/c 0.17 0.03 0.80 
- 200 GeV/c 0.95 0.05 0.008 

TABLE I. Typical Beam Composition 

K P 



TABLE II Typical counting rates at -200 GeV/c 
(Rates given per 1 second accelerator spill) 

Beam particles 107 

Beam + veto counters 
+ Hodoscope H, 

Beam + veto counters 
+ recoil arm matrix 

4 x 105 

9 x 103 

Trigger rate 40 

Elastic events 2 
(after analysis) 



IT+ 

;+ 
K- 

P 
P 

TABLE III. Systematic uncertainties in overall normalization 

100 GeV/c 200 GeV/c 

f 15% i 15% 
f 15% f 15% 
f 15% f 20% 
f 15% f 30% 
k 15% f 15% 
f 15% f 35% 



TABLE IV. +lOO CeV/c Results 

Statistical errors only are listed. The additional overall normalization 
uncertainties are given in Table III. 

Th bin center is at -t; total width of the bin is Ilt. Units for da/dt are 
cm /(GeV/cj2. 5 For those bins in which no signal above background was observed, the 
cross sections are given as upper limits representing one event. 

0.55 0.10 
0.65 0.10 
0.75 0.10 
0.85 0.10 
0.95 0.10 
1.05 0.10 
1.15 0.10 
1.25 0.10 
1.35 0.10 
1.45 0.10 
1.55 0.10 
1.65 0.10 
1.75 0.10 
1.85 0.10 
1.95 0.10 
2.05 0.10 
2.15 0.10 
2.15 0.30 
2.25 0.10 
2.35 0.10 
2.45 0.10 
2.45 0.30 
2.50 0.20 

da/$t da/dt do/dt 
lf K+ P 

4.44 f 0.05 E-28 
2.09 f 0.03 E-28 
1.13 f 0.02 E-28 
6.16 f 0.12 E-29 
3.32 f 0.08 E-29 
1.84 i 0.06 E-29 
1.14 + 0.04 E-29 
7.06 f 0.30 E-30 
3.52 f 0.20 E-30 
2.19 f 0.15 E-30 
1.46 * 0.12 E-30 
1.04 f 0.10 E-30 
5.72 f 0.69 E-31 
3.85 * 0.54 E-31 
1.58 f 0.34 E-31 
2.04 + 0.37 E-31 
9.0 -f 2.4 E-32 

4.14 f 0.23 E-28 
1.80 i 0.12 E-28 
1.01 + 0.08 E-28 
6.44 f 0.54 E-29 
3.46 f 0.36 E-29 
1.96 i 0.24 E-29 
1.40 + 0.19 E-29 
7.02 f 1.22 E-30 
4.70 f 0.98 E-30 
4.14 f 0.87 E-30 
1.80 f 0.54 E-30 
7.6 f 3.4 E-31 
5.5 k 2.9 E-31 
6.5 f 3.0 E-31 
6.1 f 2.8 E-31 

1.1 + 0.6 E-31 
5.4 f 1.8 E-32 
3.9 r 1.5 E-32 
2.2 i 1.1 E-32 

3.72 f 0.06 E-28 
1.29 i 0.03 E-28 
5.14 f 0.15 E-29 
2.23 f 0.09 E-29 
7.94 f 0.46 E-30 
2.90 i 0.27 E-30 
1.16 r 0.15 E-30 
4.94 .t 0.92 E-31 
1.90 I? 0.56 E-31 
5.4 + 2.8 E-32 
6.4 +z 2.9 E-32 
8.4 f 3.2 E-32 
7.9 f 3.0 E-32 
1.17 f 0.35 E-31 
4.0 1.9 f E-32 
5.7 i 2.3 E-32 
4.5 f 2.0 E-32 

3.4 * 1.6 E-32 
3.1 f 1.5 E-32 

< 3.0 E-32 
1.2 r 0.7 E-32 



TABLE V. -100 cev/c Results 

See notes at top of Table IV. 

0.55 
0.65 
0.75 
0.85 
0.95 
1.05 
1.15 
1.25 
1.35 
1.45 
1.50 
1.55 
1.65 
1.70 
1.75 
1.85 
1.90 
1.95 
2.05 
2.10 
2.15 
2.25 
2.30 
2.35 
2.45 

(G%C)~ 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.20 
0.10 
0.10 
0.20 
0.10 
0.10 
0.20 
0.10 
0.10 
0.20 
0.10 
0.10 
0.20 
0.10 
0.10 

do/dt 
n- 

4.34 f 0.01 E-28 
2.08 f 0.01 E-28 
1.12 f 0.01 E-28 
6.16 f 0.03 E-29 
3.47 f 0.02 E-29 
1.94 k 0.01 E-29 
1.11 f 0.01 E-29 
6.44 zt 0.07 E-30 
3.71 f 0.05 E-30 
2.19 IL 0.04 E-30 

1.40 * 0.03 E-30 
8.53 f 0.20 E-31 

5.41 .t 0.16 E-31 
3.30 k 0.12 E-31 

2.10 t 0.09 E-31 
1.33 k 0.07 E-31 

8.30 * 0.53 E-32 
4.83 t 0.39 E-32 

3.05 f 0.30 E-32 
1.72 ?r 0.22 E-32 

do/dt 
K- 

3.97 f 0.08 E-28 
1.87 f 0.04 E-28 
1.08 f 0.03 E-28 
5.78 f 0.19 E-29 
3.54 f 0.13 E-29 
2.25 k 0.10 E-29 
1.27 f 0;07 E-29 
7.10 f 0.47 E-30 
4.16 f 0.34 E-30 
2.83 f 0.27 E-30 

1.17 f 0.17 E-30 
1.45 + 0.18 E-30 

7.04 f 1.14 E-31 
4.25 k 0.86 E-31 

2.62 f 0.65 E-31 
1.39 f 0.46 E-31 

1.88 t 0.52 E-31 
9.5 f 3.5 E-32 

9.1 k 3.3 E-32 
3.8 f 2.2 E-32 

da/dt 
P 

2.55 * 0.06 E-28 
9.33 k 0.29 E-29 
3.46 f 0.15 E-29 
1.69 f 0.10 E-29 
6.54 f 0.53 E-30 
2.40 f 0.29 E-30 
6.81 f 1.43 E-31 
1.35 + 0.60 E-31 
5.0 t 3.5 E-32 

1.1 zt 1.1 E-32 

2.8 * 1.6 E-32 

3.2 + 1.6 ~-32 

3.5 r 1.6 E-32 

3.1 + 1.4 E-32 

1.2 + 1.2 E-32 



TABLE VI. +200 GeV/c Results 

See notes at top of Table IV. 

0.95 
1.05 
1.15 
1.25 
1.35 
1.45 
1.55 
1.65 
1.75 
1.85 
1.95 
2.05 
2.05 
2.15 
2.25 
2.35 
2.35 
2.45 
2.55 
2.65 
2.65 
2.75 
2.75 
2.85 
2.95 
3.05 
3.05 
3.15 
3.25 
3.35 
3.35 
3.45 
3.55 
3.65 
3.65 
3.75 
4.00 
4.55 
5.45 
6.55 
a.15 

10.25 

do/dt 
n+ 

do/dt do/dt 
K+ P 

0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.30 
0.10 
0.10 
0.10 
0.30 
0.10 
0.10 
0.10 
0.30 
0.10 
0.30 
0.10 
0.10 
0.10 
0.30 
0.10 
0.10 
0.10 
0.30 
0.10 
0.10 
0.10 
0.30 
0.10 
0.40 
0.70 
1.10 
1.10 
2.10 
2.10 

2.21 f 0.07 E-29 2.80 f 0.49 E-29 
1.32 f 0.05 E-29 2.57 f 0.44 E-29 
7.75 f 0.31 E-30 1.12 + 0.26 E-29 
4.21 f 0.22 E-30 4.7 f 1;6 E-30 
2.42 f Oil5 E-30 3.2 f 1.3 E-30 
1.62 f 0.12 E-30 3.4 f 1.2 E-30 
1.02 * 0.09 E-30 1.2 f 0.7 E-30 
5.58 r 0.66 E-31 1.0 f 0.6 E-30 
3.78 f 0.52 E-31 1.3 f 0.6 E-30 
1.66 k 0.33 E-31 9.0 f 5.2 E-31 
1.61 f 0.32 E-31 
1.05 r 0.25 E-31 

1.8 f 1.3 E-31 
3.8 c 1.5 E-32 
3.6 f 1.4 E-32 
1.9 * 1.0 E-32 

2.2 + 1.3 E-31 
9.1 f 6.5 E-33 
1.7 * 0.9 ~-32 

6.68 f 0.17 E-30 
2.88 5 0.11 E-30 
9.79 f 0.48 E-31 
3.21 k 0.28 E-31 
9.79 f 1.44 E-32 
3.55 + 0.83 E-32 
3.09 + 0.75 E-32 
2.00 t 0.57 E-32 
2.82 f 0.67 E-32 
4.93 f 0.83 E-32 
3.87 it 0.73 E-32 
4.88 * 0.78 ~-32 

< 6.9 E-32 

2.6 ? 1.9 E-33 

2.2 t 1.6 E-33 

9.6 + 9.6 E-34 

< 1.1 E-33 

4.20 f 0.71 E-32 
1.93 k 0.46 ~-32 
2.54 +I 0.51 E-32 

2.85 f 0.55 E-32 
1.71 * 0.41 E-32 
1.51 f 0.37 E-32 

1.65 + 0.38 E-32 

' 1.46 + 0.35 E-32 
8.1 f 2.5 E-33 
6.5 im 2.2 E-33 

3.3 f 1.5 E-33 
7.3 et 2.1 E-33 
3.6 f 1.5 E-33 

4.2 + 1.6 E-33 
4.9 * 1.9 E-33 
3.8 + 1.7 E-33 

2.2 k 1.3 E-33 
7.3 + 3.6 E-34 
3.9 f 2.0 E-34 
1.7 f 1.0 E-34 
5.4 c 5.4 E-35 
2.6 r 2.6 E-35 

< 2.8 E-35 



TABLE VII. -200 GeV/c Results 

See notes at top of Table IV. 

0.95 0.10 
1.05 0.10 
1.15 0.10 
1.25 0.10 
1.35 0.10 
1.40 0.20 
1.45 0.10 
1.45 0.50 
1.55 0.10 
1.60 0.20 
1.65 0.10 
1.75 0.10 
1.85 0.10 
1.85 0.30 
1.95 0.10 
1.95 0.50 
2.05 0.10 
2.15 0.10 
2.15 0.30 
2.25 0.10 
2.35 0.10 
2.45 0.10 
2.45 0.30 
2.45 0.50 
2.55 0.10 
2.65 0.10 
2.75 0.10 
2.85 0.10 
2.95 0.10 
3.05 0.10 
3.05 0.70 
3.30 0.40 
3.70 0.40 
3.75 0.70 
4.10 0.40 
4.45 0.70 
4.50 0.40 
4.90 0.40 
5.30 0.40 
6.00 1.00 
7.00 1 .oo 
8.00 1.00 
9.00 1.00 

10.25 1.50 

do/dt 
IT- 

do/dt 
K- 

do/dt 
F 

2.83 .t 0.02 E-29 3.47 f 0.68 E-29 6.6 + 1.7 E-30 
1.72 + 0.01 E-29 2.65 + 0.56 E-29 2.6 f: 1.0 E-30 
1.00 f 0.01 E-29 2.28 * 0.45 E-29 9.2 + 5.3 E-31 
5.60 * 0.06 E-30 5.0 ? 2.0 E-30 
3.26 A 0.04 E-30 

3.2 f 1.2 ~-30 
1.93 + 0.03 E-30 

< 4.5 E-32 
1.21 f 0.02 E-30 

2.1 f 0.8 E-30 
7.28 + 0.18 ~-31 
4.89 + 0.14 E-31 
3.16 f 0.11 E-31 

4.9 f 2.8 E-31 
1.94 f 0.08 E-31 

6.2 f 4.4 E-32 
1.15 f 0.06 E-31 
8.89 f 0.52 E-32 

3.8 f 2.2 E-31 
4.87 + 0.37 E-32 
2.87 f 0.28 E-32 
1.80 + 0.21 E-32 

< 1.3 E-31 
4.4 * 3.2 E-32 

1.16 f 0.17 E-32 
9.9 f 1.5 E-33 
3.8 * 0.9 E-33 
3.4 * 0.8 E-33 
1.4 f 0.5 E-33 
9.2 f 3.8 E-34 

2.1 r 1.5 E-32 
3.6 r 1.1 E-34 
1.3 zt 0.8 E-34 

1.9 + 1.3 E-32 
< 4.3 E-35 

c9.8 E-33 
a.2 f 5.8 ~-35 
2.0 * 0.9 E-34 
2.6 * 1.0 E-34 
4.3 f 2.5 E-35 
5.4 A 2.7 E-35 
1.3 f 1.3 E-35 

< 1.3 E-35 
3.1 A 1.8 E-35 
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