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Ahstract
~ Scale {nvarianca is tested in ratics of muon scattering cross-sections
fram an {ron target at pairs of q° valus ranging to 40 (GoW/e)? and differing
by a factor of 3/8. The apparatus was changed with incident cnergy to pre-
sexve scocptance and resolution in scaled voriables, The scale-naninvariant
Goparture frem wnity of these ratios displays a statist{cally signl'fimt w
dependencs,  The effect exoseds tho systematic uneertainty by a factor of 1.7,

-2 -

The strikingly simple charactar of deep-inelastic lepton scattering has
led to models of the nueleon s a conpozitae of nearly structurcless connti-~
tuents. For ecattering angles << L the scattering cross secticen is:
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whore x w wt = q/2uv, v = WE, and R = /0,0 With at, v, 0, and o, the
usual lepton seattering varizbles, M the nucleon mass, and E the laboratory
encrgy.  “Pointlike" structure implies that the structure function W, depends
anly upen the scale~invarlant variable x(n. Since evidenoe for scale-invari-
anoe firgt appea.zedm), field-theorotic descriptions of the behavior of pro~
ducts of hadron curzenty at short distances have predicted specific formo of
scaling breakdown' ,

In teats of scaling, the high precision of electron-nucleon scattering
data collected at the Stanford Lincar Accelerator Center (5140 ) has been
offset by embiguity in parameterizing the approach to the sealing region at
low w, mnd by Rinoemtic bounds on q2 at high w. Significant doviations from
spaling in w were scen nearty to vanish if instead the pcaling variable
W w Hzfqz wag \sed (5) . In the higher-energy lepton besms available at
Fermdlab, scattering data may be interpreted more divectly in terms of asyrp-
totic ehavior. _

Tha experiﬁmtal methad and preliminary results based on a subset nf the
data have been described previously!®!. Results zeported here are based upen
benbarding an-iron target of 622 (233) g/en® with 1.5 x 107 (4 x 10%) ¥ of
energy 150 GeV (56 GeVl. At 150 GeV, the spectrameter wag operated in bwo
sattings to acoopt ncattered muon angles B over tho full azimuth in the ranges
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0.011 £ & ¢ 0,048 ("small angle"} and 0.017 § e' € 0.065 (“large angla"). At
56 GeV, the apporatus was scalndts)to preserve tha acceptance and rem‘:slut.lm
in scaled varisbles [€.9. x and y in Bq. ()], AL data from each configur-
ation are included hero. ’ '

T™wo tests of gcalinq are possible: {a) the differential ratio of counting
rates ot 150 and 56 GeV 18 comared with wnity [Ba. (1)}, {(b) with Monte Carlo
simulation of the spectrometer acceptance and resolution, the qz-depé'ﬂerm of
\M.., at fixed w 3§ evaluvated, Method (a) is tha basis of this letter; xesults
of rethod () have been simitted for punlication ™,

Muon tracks with scattered energy E* > E/3 were mmgnized(a) and moman-
st making full allodance for Coularb scattering, enevgy loss, sl bending
in the iron magrists, Oxnysparkﬁharthers snielded from the target Wy at Jeast
1240 g/en? of ircn lat 150 GeV) were used, Intensitles were such that fewer
than 30% of randan trigyers ylelded cne oy mare tracks.

The trackfinding inafficiency oorrection, basod on studies uming awd lisxy
detectors and cmitting vorious chavbers, was less than 7% and varied by less
thon 18 between the two energies. An exception otvurred in the 150 GoV "smail
angle® sample where additional inefficien;ies averaging ~10% were abscrved in
restrietad data sets and fiducial regions, These were cut out with littla lose
of staciatical precision'™, The relative wwerteinty in magnetic field in-
‘tegral of the spectyometer at the two beam energies is 20.7%, 2bsolute mowen-
tum calibration was based on these mgmti;: field maps, dE/dx measurewments,

. steering bean muons into the spectraneter, and gtudying tha endpoint of the E*
spectoum, Wa ageribe uncertainties of 1% to tha relative maventum calih:a';im
uﬂléssﬂm?twﬂammwmmmzaﬁmdtdauukmatttmmw

gles,
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Internal consiotency of tha “small angle” and “large angle® samples was
verified by corparing ratlos ¢ = [ Bdo/dnly (5215014 Bd%o/axdy (B=56]] for
each sarple in aomon bins smaller than tha experinental resoluticn {163 in
/B ). The xz wos 50 for 58 dogroes of frcodam, penmitting the samples to be
contilned, .

The Tatics ¥ werv corrected for experimental nonscaling effects by means
of & Monte Carlo simuation assuming that Wi, depends only an w”s Dotalls of
the simdation are described elsevhere!’’, In docreasing order of importance,
tha correctiong were made necessary by (i) different radial distributions:of
the beam; (ii) inexact scaling of gpectrameter resolution and acceptance, and
{1ii) radiative corrections, Effect (i) was greatly reduced before Mumte
Carlo correction by salecting the 56 GeV events to produce agreament between
the beam distributions. Cotbined correcticns for m_, (i1}, and {iil) typical~
1y erc less than 10%. . _

A test of scaling was made by fitting ¢ to a onstant in bins of £ and
§ with widths smaller than the experimental xﬁsolut.im. The result is consis-
tent with unity (1.02 # 0,02} with a x2 of 117 far 108 degreas of freedom.

Further interpretation of the data is made with the help of Fig, 1, de-
ploting ¢ a3 & functicn of %, v py =B’2in0), 8, v, and o D, Wis the
Snvarlant mss of final-state hadrons, Data in Figs. 1(a] and (o} are pre--
sented both dn conbined fam and (respectively) in bins of w and (scaled) o2,
The hypothesis that sny scala-noninvariance is a function only of qz is tés_ted
in ¥ig. 1{a) by drawing the fit to combined data through data in the four w
vands, Tnis hypothesis has 16% confidence for either a power-law or a propa-
gatar £it in q° [Table 1{a}]. The latter is a poor representation of the data
since its valua ot qF = O excesds wity, '
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A statistically more favorable hypothesis (71% confidence] is that r de-
pends only on w. In this case the scale-breaking parameter b = 321n (uwz)/
aln(us’)aln(qz) is nearly equal to the exponent of the power-law fit to r va,
w[Table 1(b}]. If assuved to be w-independent, the parameter b is 0,098 *
0,028, Its dependence {and also that of the q° fit) upon systematic effects
is indicated in Fig. 1. In particular, if scaling in w rather than w” is
tested, b shifts upward by 0.047[Fig. 1{b)]. An increase of 0,057 results
from suspending Mente Carlo corrections, vhich affect only the end bins in the
w distribution. Dropping mése end bins raises b by 0,025, The effect of
using a scale-noninvariant form of R which fits SLAC data is ncgligible{lo? .
The ¢1% systematic error in relative energy calibration creates an uncertain-
ty of 40,056 in b, Therefore, the scale-noninvariance cbserved uging only
this methed of analysis is not fully conclusive, .

We are indebted to L. Litt and T. Markiewicz for their contributions
to the data analysis, are are grateful to the Permilab staff and our profes-
sicnal and technical personne) for their sustained efferts in support of the
experiment, Two of us (5.C.L. and M.S.] wish to acknowledge our support by
the Comnell Laboratory of Muclear st.udieé. during earlier phases of the experi-
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Table 1. Fits to r (defined in the text)

Fig, 1 ' Confidence
Ref. r = level & Fitted Parameters -
CVN S 16(16%)  n = -0.083:0.032 v, = 0.04120.011
2,227 _ _
RSP ) 9u6h)  a%iso Pk 1070 v e 1,079 20,035
(14gyA %)
+8.

B " 94N n=0.0%20.028 =608 155

%it is made to data at all 4. This confidence level applies to
the sare best fit compared to data broken into 4 bands of w
[Fig, Y{a)].

qul{qzz) refers to q2 at 150 (56} GeV. This "propagator™ fit is
cnstrained to N = 1,0 with a gaussian error of :0.07. The best

£it A~2 corresponds to A > 10.7 GeV (90% confidence),

Fit is made to data at all v, This confidence level applies to
the same best fit compared to data broken into 3 bands of v
[Fig. 1(b}].
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Figure Caption

Fi.g'u:e.l. rva. {a) v, (b} w, {c} v{l-y}, (d) v/{1-y), (e vy, (E) y=v. v is
/2. Other scaled variables are proportional,. respectively, to (c) .2,
@ 0%, (&) v, (5) W <, vhich twith 1, u, v, M, and E) are defined in the
text. Errors are statistical., There is an additional normalization error of
7, Typical mms measurement errors are: qz, 17%; In w, 0.5; p,, 15%: 9, 5%;
A=y}, 16%; (y-v), 0.12; Bands of reconstructed w are assigned rms values
determired by the simulations. Solid lines in (a) and {b) are power-law fits
tD combined data. These fits are also drawn through data broken into bands

of (a) w and (b} v, in order to test the hypothesis that any scale-noninvariance
Cepends (a) only on qz, and {b) only on w, Fits to a constant are indicated
by dashed Lines in (c}=(f); "df" refers to "degrees of freedam.” In (a) and
{b), the effects of increasing E° at 150 Cav by 1% are indicated by dashed
iines, and th: effects of assuming scaling in w rather than w” in the Monte
Carlo by dotted lines,
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Figure 1.
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