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ABSTRACT

Proton-deuteron elastic scattering has been meas-
ured in the four -momentum transfer squared region
0.013 < |t] < 0.14 (GeV/c)® and for incident proton beam
momenta from 50 to 400 GeV/c. The data can be fitted
with the Bethe interference formula. We observe shrink-
age of the diffraction cone with increasing energy equal to
(0.9420.04)1In{s/1 GeVZ) (GeV/c) ®. This shrinkage is

greater than that observed in the pp elastic scattering.
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The ratio of the elastic to the total cross section is approxi-
mately 0.1 and independent of energy above ~150 GeV.

In order to extract information on pn scattering we fit
our data using the Glauber approach and a form factor which
is the sum of exponlentials. The values we obtain for the
slope parameter in pn scattering are sensitive to the details

of the inelastic double scatitering term.,

I. INTRODUCTION
In an experiment performed at the Fermi National Accelerator
Laboratory we have measured proton-deuteron elastic scattering
ptrd~p+td (1)

at incident proton momenta 5 < 400 GeV/c and at values of four-

< Prap
momentum transfer squared in the range 0.013 <{t| < 0.14 (GeV/c}Z. From
the measurements we have determined the slope of the diffraction cone, bd’
and its energy dependence. Using the Glauber approach we have obtained
information on the slope of the diffraction cone for p-n scattering, the deu-
teron form factor {S(t)|, and the energy dependence of the double scattering
term.

Previous measurements of pd elastic scattering up to 70 GeV/c
incident momentum at Serpukhovi showed shrinkage of the deuteron
diffraction cone with increasing energy and an analysis of these
measurementsz vielded a parametrization of the deuteron form factor. We

have extended these measurements to higher energy using the same basic

3 .
technique of a gas jet target™ and the detection of slow recoils by solid state
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detectors. 49 The jet could be pulsed at any desired time in the acceleration
cycle thus allowing data to be taken over a wide range of incident proton
momentum.

Diffraction dissociation of the incident proton

p+td—-X+d (2)

was measured simultaneocusly. The analysis of reactions (1) and (2} are
interrelated since reaction {2) forms a background which must be subtracted
when studying reaction (1). In addition knowledge of the deuteron form factor
obtained in (1) is used to interpret {2) in terms of nucleon-nucleon inelastic
scattering. Results on reaction (2) for the same t and incident beam momenta
regions over which (1) was measured and for mp2 < MX2 < 40 (GeV}'c)z are
published elsewhere. 10 Preliminary results on both reactions (1) and (2}
have been reported. 1

In sections II and 11! we describe the experiment and details of the
analysis. Owur final elastic data sample consists of 225 measurements at 10
different incident beam momenta. In section IV we discuss the results of
fits where the deuteron is considered as a single target particle. The
Glauber approach and fits from which we obtain information on proton-neutron

scattering and the deuteron form factor are discussed in section V.

II. EXPERIMENTAL PROCEDURE AND APPARATUS
Figure 1 is 2 schematic layout of the experiment. The circulating
Beam in the main ring of the Fermilab accelerator intercepted a low density
' gas jet deuterium target and recoil particles traveled 2.5 meters to the

detectors in the '"ion guide,' a vacuum tank connected directly to the
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accelerator vacuum system. The solid state silicon detectors were mounted
on a movable carriage go their angle could be changed. The energy and
angular resolution were sufficient to isolate the elastically scattered deu-
terons from background.

The t value was obtained from the kinetic energy, T, of the recoil
deuteron measured by total absarption in the silicon detectors:

[t} = 2m T. _ (3)
For elastic scattering the kinematics are given by
4md2[32$in2 w

lt] = , (4)
1 - ﬁzsin2 w

m,), the center -of-mass

where m , is the deuteron mass, B = plab/LElab +mg

d
velocity, and w is the recoil angle from 90°. For small angles (near 90" in

the laboratory) this becormes

[t} = 4mdzﬁzsin2w. (5)
The recoil kinematics are almost independent of pla;b; thus, this arrangement
is ideal for determining the shrinkage of the diffraction cone with increasing
energy.

The |t| region studied in this experiment, 0.013 < |t{ < 0.14 (GeV/e),
corresponds to recocil angles of 30 < o < 100.mrad, recoil kinetic energies of
3.5 < T < 37 MeV, and ranges in silicon of 80 < R < 4000u.

The typical jet operating conditions were density 107" glcmz, jet size
at the beam 12 mm, and jet pulse length ~ 200 msec. This density is low

enocugh that multiple scattering of the recoil deuterons was negligible.



Usually the jet was pulsed three times during an acceleration cycle as shown
in Fig. 2. The magnetic field in the accelerator was recorded every 20
msec allowing fine binning in the incident beam momentum.

The recoil deuterons were detected by a sandwich of two solid state
detectors. The front detectors were 200u totally depleted surface barrier
silicon detectors while the back detectors were either 2000y surface barrier
or 5000u Li drifted detectors. This choice allowed a measurement of kinetic
energies from a threshold of 1 MeV to 42 MeV. Deuterons that penetrate
the front detector have at least 6.3 MeV kinetic energy. Thick tantalum
collimators were placed in front of each detector stack to define the solid
angle. The stacks were spaced 17 mrad apart and mounted on a movable
carriage whose angle with respect to the jet could be adjusted from run to
run. One stac'k, however, was held at a fixed angle to monitor the interaction
rate.

A schematic di;a.gram of the electronics is shown in Fig. 3. Pulses
from detectors were amplified; one of the two amplified outputs was dis-
eriminated and served to trigger the peak detecting circuit. Typically, the
trigger for a peak detector was either a signal in the front detector or a
coincidence between front and back detectors. The eiectronics for each
detector stack operated independently and asynchronously fI“Ol'n the others.

When a trigger occurred the analog signal from each detector was
gated into a peak detecting circuit. Here the maximum pulse height was

retained as an analog voltage and a busy flag was set. A commutator scanned



b -

sequentially through the channels at 5 MHz, When it reached a busy channel
it stopped and the analog voltages were routed through a multiplexer into
two ADC's which formed eight bit binary numbers which corresponded to

the pulse heights in the detectors. These two numbers formed the lower 16
bits of a 24 bit event word which was stored in one of two fast buffer memory
units. Four of the remaining bits served to identify the channel. After the
event word was stored, the peak detector was reset and the commutator
resumed scanning for busy channels.

When onre buffer memory was full it was disabled and a PDP 11 com -
puter read it out. In the mean time the other buffer memory unit was enabled
and data taking continued without interruption. In addition to writing the data
on magnetic tape the computer generated the gates for the experiment and
recorded sundry data before and after each gate, for example the beam
momentum and intensity. Also while data were being collected the computer
monitored the operation of the detectors and the gas jet target.

The data rate in each channel was t}lrpically 100 to 150 counts per 200
msec jet burst. Each channel operated independently; an event in a channel
caused that channel to be off for typically 10 pusec, while the other channels
continued to accept data. The dead time losses in each channel were mon-
itored by scaling all coincidences in each channel including those which
occurred during the conversion time for accepted events. These scaled
number of triggers were read into the computer at the end of each gate.

The peak detectors were constructed so as to be able to accept pulses

with widely varying rise times. This was important because the charge
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collection time can differ substantially from detector to detector. For
example a 200u surface barrier detector collects all the deposited charge
in less than 200 nsec. On the other hand the 5 mm Li drifted detectors
usually require more than 1 psec to collect all of the deposited ionization.

The linearity of the electronics was checked by sending test pulses of
varying pulse heights into the test inputs of the preamps and recording the
output pulse heights. Since the test inputs are parallel to the detector inputs
these test pulses appear like events to the electronic system. Calibration
tapes were written in this way periodically in order to monitor changes in
linearity or gain. Fluctuations in electronic performance proved to be
minimal. The electronics were linear to 1 channel and the electronic
resolution was likewise within one channel. The electronic contribution to
the experimental resolution was entirely negligible.

The energy of the front detectors was calibrated using a 9t:)CmZ‘M
(5.806 MeV) a-source. The back detectors were calibrated using the elastic

peak and the measured angle of the detector stack, which are related through

Eg. (4).

III. DATA ANALYSIS
A, Extraction of Elastic Counts
Events detected in a stack can fall into one of three categories:
a) particles that stop in the front detector, b) particles that stop in the back
detector, and c) particles that cross both detectors. Figure 4 shows a plot
of front detector pulse height vs. back detector pulse height in a typical
stack. One observes that for events that stop in the back detector deuterons

and protons are well separated,
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1. Particles That Stop in the Back Detector

The mass of a particle stopping in the back element is given by the

empirical formula

(B-1)
- o g B
m-mp{dFMTF+TB) , TB} . (6)

where a = 0.0133, B =1.73, d_, is the thickness of the front detector in mm,

F
and TF(TB) the energy deposited in the front (back) detector in MeV.

Figure 5 shows a plot of m/mp for all events in a stack. The proton
and deuteron peaks are well separated. The resolution in the mass of the
recoil particle is primarily due to the relative precision of the dT/dx meas-
urement. This could be improved, at the expense of increasing the minimum
kinetic energy of recoils of type b, by increasing the thickness of the front
detector. The 200p front detectors represenied a compromise which yielded
adequate mass resolution with a felatively small threshold for counting in
the rear detectoz_j (T = 7 MeV). The event.s in Fig. 5 with very low masses
are due to particles from category (c). Deuterons were defined by the
following cuts: 1.5 < mlmp < 2.5 and 0,03 <|t]< 0.075 (GeVIc)Z for the
2000u detectors or 0.03 <|t] < 0.15 (GeV/C)Z for 5000, detectors. The lower
cut on |t| was to insure that the deuteron has recorded a back detector energy
sufficiently above threshold. The higher [t] cut avoided the region where a
two-fold ambiguity exists as to whether the particle has penetrated the rear
detector or not.

Figure é shows the kinetic energy distribution of deuterons at two dif-

ferent incident momenta. The peak is the elastic peak, Events at lower
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¢inetic energy are due to reaction (2). The width of the elastic peak reflects

:he angular resolution of the apparatus. From Eq. (5) we find

2m AT = alt] = 8m [pluse, (7)

where Hw = 3 mrad (HWHM) reflecting the 12 mm width of the jet and the
5 mm effective width of the detectors. Elastic events were counted within
£3 standard deviations of te

., where te was determined from the angle of

1 1

he stack [Eg. (4)]. Since our cuts defining a deuteron demand that _]t|&1 - 30
se greater than 0.03 (GeV/c)2 and ]t]el + 30 be less than 0.075 (Gre‘V/c)2 (for

a 2000u detector) or less than 0.15 {GeV/c)2 (for a2 5000u detector) we further
reguired that

0.035 <|t_ | < 0.07 (GeV/c)®

or

0,035 < |tell < 0.14 (GeV/e)Z.

The fixed detector was treated in the same way as all other detectors.
The number of elastic events in each detector, AN, in solid angle AQ, were

converted to do/dt as follows:

dg (AN __w (d_c) /(_A._bi) (&)
dt Faty) Zmd‘\Htl an fixed fae fixed

where {(dof dmfixe d and (AN/AQ) fixe

q arefor the fixed monitor. The correct

normalization was obtained in the final fits from the optical theorem and

proton~deuteron total cross sections.
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2. Particles That Stop in the Front Detector

For particles that stopped in the front detector no mass separation of
deuterons can be made. Consequently the analysis proceeded in a fashion
similar to that described in Refs. 1, 6, and 7 where only cone detector was
used to observe the elastic peaks. The peak sits on top of a background of
protons and minimum ionizing particles. We used the back detector to
remove fast particles leaving mostly low energy protons and deuterons and
significantly reducing the background under the peak. Moreover, we treated
the front and back detector together as a single detector (for deuterons) up
tolt Iel = 0.035 (GeV/c)® for cases where the elastic peak was contained
partially in the front detector and partially in the back. Thus no gap in the
|t| distribution appears and no biases are introduced because of partially

observed peaks.

To measure the remaining proton background under the peak we
assumed that it is angle independent over a small angular range and meas -
ured the front detector distribution at recoil angles closer to 90° (or even
beyond 90°). Since we normalized to a fixed detector, we could test the
assumption by comparing the cross section away from the elastic peak with
the background cross section., In all cases the agreement was better than
10% in the |t]| regions where we made the subtraction. Consequently we
assigned 10% uncertainty to the subtraction. Since the subtraction did not

exceed 10% the additional uncertainty was typically smaller than 1%.



] -

3. DParticles That Penetrate Both Detectors

In this case one could treat front and back detectors as a single
detector. Together they measure the dE/dX of a penetrating particle, which,
for elastic events, still shows a peak. However, this peak has significant
background contributions from inelastic events and minimum ionizing
particles that cannot easily be measured or subtracted without introducing

large uncertainties. Consequently, we chose to discard these data.

B. Inelastic Subtraction
At low momentum {i.e., 50 GeV/c), the elastic peak is well separated
from the threshold for single = production. At higher energies this threshold
moves to well within the elastic peak, reguiring that the inelastic events be
subtracted from the elastic events. To perform this subtraction we parame-
trized the inelastic cross sectionsio’ 11 with the formula
bt

2
. B \ 1 __B(M) 2 7x
= A(1 + ) — [1 e ]bx(Mx Je © F 1) 9

Piab/ M 2
p-4

dzc
dtdM 2
X

for Mx = mp +m_ and where A = 0.54 mb, B = 54 GeV/e, [B(MXZ)

2 P . .
=M - (rnp + mwo]] /2m_'r , and the slope b_is given by:

bx(Mx-Z) = 5.5[1_o+ 0'062 ] (10)
(My -1.36) +0.02

25.91tl+60ft]

F,,the "coherence factor," = 3.6 The factor 3.6 is approxi-

d
mately the square of ratio of the measured pd and pp total cross sections in

12,13 .
our energy range, This formula reproduces the behavior of the inelas -

tic cross section quite well, including the large peak at Mx = 1400 MeV with
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its steep t dependence, the (UM;) behavior at large masses, and the thresh-
old cutoff at the mp + m_ threshold. This cross section, transformed to a
fixed angle cross section and integrated within the elastic lt] cuts, was sub-
tracted from the normalized elastic cross section. This was an iterative
procedure since the inelastic measurements required knowledge of the
elastic ¢cross section for normalization.

We assign a conservative 10% uncertainty to this subtraction.

C. Systematic Errors
1. Angle
The absolute angle of the carriage was determined from the energy of
elastic peaks wholly contained in the front detector, for which accurate cali-
brations exist. The resultant angular uncertainty, due to uncertainty in the
peak channel, is £0.2 mrad.
2. Area
The area subtended by.each detector was determined by a tantalum
collimator, The relative areas of these collimators were measured with a
thick %AmM‘1 (5.486 MeV) a-source. The uncertainty in area ig +0.5%.
3., Dead Time
Dead time losses were monitored in each channel. Losses were
always S 2% and varied from channel to channel by 5 0.5%.

" 4. Nuclear Interactions in the Detectors

We assume that d-gilicon interactions (= 1 barn) are mostly stripping
reactions. These are energy independent so the probability of a nuclear
interaction is proportional to the range. When geometrical factors in our

setup are included we obtain
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921 =‘l‘11
dt qorrected dt 'measured

(1 + 0.46[t!1'73), (11)
where t is in (GeVIc)Z. Thus the maximum correction at [t| = 0.137 (G:eV/c)2
is 1.5%. We assign 15% uncertainty to this correction.

Some of these corrections are Piab and/or t dependent, In Table I we
summarize the various contributions to the error for data points at the

extremes of our Plab and t regions. Figure 7 shows the differential cross

section at two values of incident momentum.

IV. pd ELASTIC SCATTERING RESULTS
The Be-the interference fv:erula14 was used to include the small (5 2%
in our t-range) electromagnetic effects. This well known formula can be
written as:

do _ 2 2 2
a-i——{fl(t)u-t—p }+fc(t)

1.06% (12)
+ 26 (1) £ [p + 20 ln = ]}

RAT

where n = [(1/137.04){1/51&)], p is the ratio of the real to the imaginary
parts of the forward scattering amplitude, 51ab is the incident proton velocity,
and R is the radius of the strong interaction region. In our energy region
there are no measurements of p for proton-deuteron scattering. At lower

. . . i
energies ppd is approximately equal to ppp. 5 Therefore, in all of the pd
fits we set p(s__) = -0.61 + 0.10 Ins__, where s__ is defined as the center-

PP PP PP

of-mass energy squared in the nucleon-nucleon system expressed in units of

1 GeVa. This is a good approximation to measurements of p(Spp} in pp
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=
scattering in our energy range. In Eq. (12} the spin-flip amplitude 15 neg-

lected. )
. ) 17 3
In applying Eq. (12) to pd scattering we use’ R = 2.74/10 mb?. The
Coulomb amplitude is written as
* _2ntTw
fc = Gde, (13
where
G = 1 ) (147
p \2
4 -t
( -53)
and (25.9t + 60t%)
- 2 "
Gd = e . (14™)

The exact form used for the electromagnetic form factors is not of
consequence since these terms make a small contribution in our t-range.

In small angle pd scattering, in contrast to pp scattering, (do/dt) cannot
be well described by a simple exponential. Instead a more complex t-
dependence is needed to describe the observed "curvature” in the differential
cross section,

Barteney et al. ! modified the t-dependence of the nuclear amplitude to

include a quadratic term:

o {bt+ct2)
£ =2k . 2 (15)
I afvs

16
We used Egs. (12), (13), and (15) to fit" the data. We parametrized

b as bo +b 1 In Sp d where s__ is the center-of-mass energy squared in the

pd

pd system; b1 measures the shrinkage of the diffraction cone. We obtained

XZ = 414 for 225 data points and 13 parameters: 10 normalization constants,



-45-

one for each energy, b, b,, and c. The values obtained were b0 =32.8+0.6

0 1

- -2 -4
(GeV/e) 2, b1= 1.01+0.09 (GeV/fc) ~andc =54.0:0.9 (GeV/c) . The errors
in this and subsequent fits do not include a scale factor from the xz

A somewhat better fit can be obtained using a different empirical t-

dependence for fl. Anticipating the results discussed in Section V, we write:

141.5t)

26.1t" (iS.St
3 ) i

o { (
_ tot - 4 4
fl = 4—_\,,.._;-—-& 0.3%4e + 0.58¢ + 0.08e
t (16)

(b _+b, Ins__ )=
><e:0 1 pp 2

The choice of these particular constants is described in the next
section. - We also note that Eq. (16) avoids the awkward divergence as
't! - o present in Eq. (15).

We fit the 225 data points to Egs. (12), (13}, and {16) with.12 param-
eters: 10 normalization constants, one for each energy, and the parameters
b, and b, We obtained xz =274, by = 8.46£0.26 (Ge\.f[c:)“2 and b,
= 0.94+0.04 (GeV/c}_z. We conclude that Eq. (16) is a better description of
the data than Eq. (15). The shrinkage agrees with that obtained using the

guadratic form for the amplitude. However, the value is larger than

-2 . 7
b, = 0.5560.028 (GeV/c) = measured in pp scattering.

" We can also use Egs. (12}, (13), and (15) to fit each energy independ-
ently. ‘The form {15) is used in order to compare with the lower energy
e)q:ne:r‘irnent.1 Values of b and ¢ from these energy independent fits are sum-
marized in Table II and plotted in Fig. 8. We estimate that s -independent
errors such as angle calibration could result in an overall systematic shift

of +0.2 iGeV/ce) -2 in the b -values shown.
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In Table III are listed values of dg/dt for our 225 data points. Since
with the gas jet technique we do not obtain absolute cross sections we have
normalized our data using the optical theorem and the following expression

for the total pd cross section:

0y PA(mDb) = 99.73 -9 40lns_, + 0.829 1n°s (17)

pd pd’

This expression is a good empirical fit to the published pd cross sections of
Gorin et al. 12 and Carroll et al. 13 The normalization of the data in Table III
was obtained using Eq. {15} for fI.

In order to obtain the elastic pd ¢cross section we integrated the
nuclear part of the differential cross section over t. This was done using
parameters obtained at each energy by fitting our data to Egs. (12}, (13,
and {16). |

The integration was carried out to [t] = @. Values of [t]|> 0.14(GeV/c)s,
beyond our measured range, contribute ~1.4% to the elastic cross section.
An estimate of the high t tail using the Glauber approach and including d-wave
effects and the possible inelastic contributions to the double scattering term
gives a result similarto that obtained using Eqs. (12), (13), and(16), But this hig!
t contribution may be uncertainby as much as a factor oftwo., This uncertainty as
well as the systematic uncertainty in o oti 3 produce asystematic uncertainty in

t

theratio 091/012 of about 0,002, There is alarge contribution 1;0(5el from t

ot
values below our region of measurement ([t| < 0.013 (GeV/c}z]. Conse -

quently the integrated cross section is sensitive to the parametrization of

the differential cross section.
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Values of o , and Ge

el lcrt are given in Table IV and plotted in Fig. 9,

17,18

1 %tot

together with lower energy data. The errors shown in the table and on

the figure for our data do'not include the overall energy independent uncer-
bt + ct2

tainty. The values from Refs. 17 and 18 were calculated using e and

integrating from 0 = |t| £ 0.2 (Gevlc)2 and corrected for the high t con-

tribution. Our points are calculated using Eq. (16) and integrating from

0 s|t| = ®. The dashed curve shows how Uellctot for our experiment

2
changes if we use ebt+Ct and integrate from 0 = '|t[ £ 0.14 (GeVlc:)2 and

-

adding 1.4% for the contribution from high-t.

The ratio of Gellat is constant for p, . 2 150 GeV/c supporting the

ot
existence of a Van Hove limit and the geometrical scaling hypothesis.
’I‘_h).s constancy of cellctot for Plab > 100 GeV/c has also been observed in pp

scattering. 20 Thé smaller value of cellctot for pd scattering can be inter-

preted as a greater transparency to the scattering disk.

V. THE GLAUBER APPROACH AND PROTON-NEUTRON SCATTERING
In the Glauber approa.ch21 “24 elastic pd scattering is described as a
coherent sum of Coulomb, single nucleon, and double nucleon scattering.
Assuming s -wave scattering and only elastic rescattering (these assumptions

will be"discussed below) we can write:

do _ (_t_ 2 '
3t IS .4) [AC+ Ap_+ An] + AG , (18)
where
b L
A 2 1 hww e PP 2 em.

C " 137.04 By °
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iYep P bpp‘?l
= »C 1
Ap e P4N,._1‘T$(1+p_pp1e
i “bn bpn%
- Xcon p 3
An e TS (1+ ppn)e

. . g g
AG=81chanr-_; pp pn (i+p_Hitp_ )
(47 ) PP P
ttb__+b_ )
—PP__P0
X e 8 1G.
S(t) is the deuteron form factor, Bla.b is the incident proton velocity in
the laboratory, b__,b_,p ,p_ ,0_, 0 _A8are the slope parameters, real
PP pn "pp 'pn pPp pn

to imaginary forward nuclear scattering amplitude ratios, and total cross

sections for pp and pn scattering respectively, and n, xcp' Xen’ and xcpn

are phases between the amplitudes. IG is the Glauber integral defined as

~N] e

t
G = % fo 5(t) ebpp ebpn-z—dt. (19)
-

We calculate phases using the formulas in Ref. 24: Xep =.0.10, Xen
=041, X, =010, 1 = (2/137.03)[1n(2p1ab/~/'ﬁ1) - 0.577].

In our incident momentum and t range, n varies from 0.08 to 0.12.
The phases used in the earlier analysesZ'ZB differ from ours due to a dif-
ferent approach in calculating them but the effect of changing these phases in
our t-range is small. .

For the pp total cross section we use the following empirical formula

describing measured data:iz'”'
s) (mb) = 50.866 - 5.2303 lns__ + 0.5437 lnzs (20
tot : ‘ PP PP’

PP
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-
For ppp we use measured values. For bpp we use the published fit
to measured values:

b =823+ 0.556Ins__. (24)
pp pp

Spp is measured in units of 1 GeVZ.

27
In the following fits we have assumed ppn = p 26 ando__ =0

, PP pn pp’
Zolin et al. 2 using data below 27 GeV/c have fit data to the following form

factor: 3
(bt+ ct’)
s(i—) e ¢ ) (22)

We have applied this form factor to our data. If we assume b n = bpp we
obtain b = 26.5+0.1 (GeV/c).2 and ¢ = 62.7x0.8 (GeVlc)-4. This is in good
agreement with Zolin et al. 2 who obtained b = 25,9+1.2 (GeV/¢) ~2 and
c = 6045 (GeV/c) ™%, Our fit has x° = 495 for 213 degrees of freedom. If
bpn is allowed to vary in the fit and b and ¢ are fixed at the values of Ref. 2,
the xz is only slightly improved.

We note that Zolin et al. 2 used np, pp, and pd scattering data to obtain
their form factor, whereas ours is determined only from pd data with the
assumption that the pn and pp scattering amplitudes are equal.

An improved fit is obtained by using a form factor which is a sum of

. 24
exponentials:

Bit th B3t

ty 3 Z: P "
S“) = Aie + Aze + {4 Ai Az)e ; (23)

In Table V are presented the results of fits using Eq. {23) beth with
fixed values for Ai and Bi obtained from Ref. 24 and also allowing Ai and Bi

to vary. 28 These fits are done both with bpn = bpp and bpn allowed to vary
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and have an improved xz over the fit with the quadratic form factor (22). We
note that the errors in Table V do not include the error in bpp'

This straightforward application of.the Glauber formula results in a
neutron shrinkage that is significantly larger than the shrinkage of the proton.
Before one can conclude, however, that the behavior of the neutron is dif‘-
ferent from the proton we must examine possible contributions that have not
been included in Eq. (18} which may give such an effect. These contributions
include a t dependent real-to-imaginary ratio, deuteron d wave, and inelastic
double scattering. If our data were absolutely normalized we could subtract
Eq. (18) and directly measure these other contributions. We consider the
effects of these other contributions on the extracted values of b0 and
b .

If we remove the implicit assumption in (18} that the ratio of real to
imaginary parts of the scattering amplitude is independent of t we can pro-
duce a large shift in the values of b0 and bi' ‘But no experimental information
exists on this point so we assume the t-independence of p. To include

29

both s - and d-wave contributions would require us to fit™" our data to the

following equation: ‘

) t 2
3 - Io(3) 18e * A+ Aad* g |
2

|
d

1 1
+ 1 ]sz(z) A+ Agl+ Ag (24)

3 t 2
iy ‘Sz(z) (a,+ Al
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In Eq. (24) S0 and Sz are the spherical and quadrupole deuteron form

actors. AG and AG are the corresponding double scattering amplitudes.
s d

The second and third terms become relatively more important as t increases.
for example at [t] = 0.01 (Gevlc)z these terms contribute 0.03% to the

:ross section and at [t]| = 0.10 (Ge\flc:)2 they contribute 4% to the cross
iection. At larger t-values Ac is negligible and is fherefore not included in
hese terms.

To apply Eq. (24) to our data requires us to input information on the
‘'orm factors from other work. 30 We have done some fits using this approach
ind find that at each energy bpn’ the parameter of most interest to us, is
:hanged bj‘ £ 10% and the shrinkage is not appreciably changed. Therefore,
ve choose in what follows to neglect the d-wave contribution.

Another complication is that the douiﬂe sca..tter'mg term in Eqs. (18)
and (19} may contain contributions from inelastic intermediate states. This
sontribution has an unknown energy and t dependence. In an attempt to cal-
rulate these contributions we have fitted our data to Eq. (18) with bpn = bpp’
3(1) from Ref, 24, and with IG as a free parameter at each energy.

The reéults plotted in Fig. 10 show a slight increase with incident
nomentum but the statistical significance of this rise is weak. Between 50
ind 200 GeV/c the Fermilab total cross section experiment32 does not meas -
Ire an increase in IG obtained from wd total cross section measurements. In
analyzing their pp and pd total cross sectit:rn-dat:-:;.13 they use the value

}.035+0,004 mb “i. On the other hand, a recent a.na.l:;,rsis33 of the total cross

section data predicts a rise in the shadow correction.
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It is not expected that the inelastic and elastic contributions
to AG have the same t-dependence. This problem was considered by
Kwiecirfski et al. 31 for rd scattering. They calculate an inelastic contribution
rising with energy and with a t dependence s.teeper than the t dependence of
elastip double scattering. The rise with energy they calculate is consistent

with the value of IG measured at Serpukhov but not consistent with more

. a3
recent total cross section measurements at Fermailab, 2 which give an

energy independent value of 0.039x0.0041 mb -1. We follow the approach of

Ref. 31 and modify AG as follows:

AG = AG + A ' . (25)
el inel

where AG is given by Egs. (18) and (19) and
el
. 9t
AG. = 1(0.1 - 0.064 lnplab)e (26)
inel

For comparison

A, = -i (0.74)e>" 8, (2n
* el

. 10
We use our inelastic data ~ to evaluate.Eq. (26) by assuming that the

triple Pomeron coupling accounts for about 60% of the inelastic cross section
and has a t-dependence of eét. With this input we can now perform a fit with
the following 12 parameters: 10 normalization constants, and bo, b1 which

give the neutron slope parameter as a function of energy. The results are

2

x/DF = 267/213, b = 6.3%0.5 (GeV/c) ™, b, = 0.9220.09 (GeV/e) .

i

There is an estimated 100% uncertainty in the inelastic shadow cor-

rection given by Eq. (26). The value of bi is very sensitive to this correction.
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If the error in Eq. (26) is folded in i:)1 can vary from 0.7 to1.15. The former
value for neutron shrinkage is comparable to the proton shrinkage. The

latter value is that found with no inelastic correction and shown in Table V.

VI, CONCLUSIONS

Proton-deuteron elastic scattering has been measured using the cir-
culating beam in the Fermilab accelerator intercepting a thin gas jet target.
The recoil deuteron was detected with stacks of solid state detectors, The
t and incident beam momentum ranges covered were 0.013 <{t| < 0.14 (Ge\r‘/c)2
and 50 < p,_, < 400 GeVl/e.

From these measurements we have fitted the differential cross section
and observed shrinkage of the nuclear diffraction cone with increasing energy.
We find this shrinkage equal to (0.94£0.04) In (s/1 GeVZ)(GeV/c) * which is
greater than that observed in pp elastic scattering. The data are fit better
by a form which is the sum of three exponentials rather than a single expo-
nential with a 'quadratic term.

The differential cross section was integrated to obtain the total elastic
cross section and the ratio of elastic to total cross section. This ratio is
independent of energy above~150 GeV. Its value, a measurement of target
“"transparency, " is 0.1, less than for a proton.

We also have attempted to extract information on pn scattering using
the Glauber approach. This approach is compl_icated by spin effects, inelastic
contributions to the shadow contribution, and the uncertainty about the t-
dependence of the real part of the nucleon-nucleon scattering a.mplifude.
Depending on what is assumed for these contributions, it is possible to show

approximate equality of shrinkage in pn and pp elastic scattering.
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Table 1. Summary of Errors.

Plab (GeV/c) 49 49 384 384
2
{t] Gev/e) 0.013 0.128 0.014 0.137
do /dt (mb) 187.5 5.13 178.6 3.30
Errors ' % % % %
Statistical 0.7 1.2 0.5 1.1
Systematic:
Angle 6.6 1.3 0.7 1.2
Area 0.5 0.5 0.5 0.5
Dead time 0.5 0.5 0.5 0.5
Background Subtractioo 0.6 0.1 0.6 6.7
Nuclear Interactions 0.0 0.4 0.0 0.1
Total Systematic ' 1.2 i.8 1.2 1.6
Total ' 1.4 1.9 1.3 2.0
Table [I. Fits to Bethe Interf{erence Iormaula.
Py GeV/e Data Points b (C-haV/c)'2 c (GeV/c)-4 xz
49 31 37.7 £0.3 54.4 £ 2.5 47 2
T2 26 38.3+0.3 51.8 £ 2.4 29.1
148 40 38.% £ 0.3 47.7 % 2.0 53.5
174 9 40.6 £1.1 67.0 £10.1 145
221 24 40.7 £ 0.4 62.9 + 2.8 41 .1
248 19 39.4 + 0.4 53,8 3.0 65.1
270 19 40,2 £ 0.4 55.4 £ 2.9 22.9
289 g9 44.0 £ 1.4 65.2 =10.1 14.4
346 24 41,4 0.4 62.6 £ 2.8 48.6

384 24 40.7 £ 0.4 57.3 %+ 2.7 30.4
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Table IV. Total pd Elastic Cross Sections.

Pk (GeV/e)

49

72
148
174
221
248
270
289
346
384

o

el {(mb}

B T L ™ N R R BN

.45 £ 0.04
.25 £0.05
.07 £0,04
.09 £0.,05
.13 2 0.05
A1 20,04
.09 £0.05
.13 £0.05
.23 £0.05
7.

23 x0.05

/

oel

%tot

0.1018 £0.0003

0.0992 = 0.
0.0963 £ 0.
0.0962 # 0.
0.0964 £ 0.
0.0958 = 0.
0.0953 £ 0.
0.0957 = O,
0.0964 % 0,
0.0961 + 0.

0004
0003
0005
0004
0004°
0004
0005
0004
0004

Overall energy independent systematic uncertainty not included.
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FIGURE CAPTIONS

Fig. 1. Schematic layout of the experiment. The deuterium gas jet fires
vertically (perpendicular to the figure}. The detectors are on a movable
carriage and at a constant distance of 2.5 meters from the beam-jet inter-
section point.

JFig. 2. Typical operating conditions. The jet is pulsed three times, at
nominal incident momenta of 50, 175, and 250 GeV/c.

Fig. 3. Electronics schematic.

Fig, 4, Scatter plot of TF vs T, the energies deposited in the front and

B
back detector elements, In this ex'ample the front detector was 0.2-mm
thick, the back detector 2-mm thick.

Fig. 5. Mass of particles registered in a detector stack.

Fig. 6. Kinetic energy distribution of deuterons at 50 and 250 GeV/c
incident momentum.

Fig. 7. Differential cross sections at 49 GeV/c and 384 GeV/c.

Fig. 8-. b, and ¢, as a function of plab obtained from f{its to the Bethe

interference formula. 4 from Ref. 1. e this experiment. The cross-

hatched regions are a fit to our experiment only.

Fig. 9. / (pd) as a function of incident momentum. A are from

%e1’ %tot

Ref. 17, @ are from this experiment. The dashed curve is described

in the text.

»

Fig. 10. 1G, the Glauber integral as.a function of Piab
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