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- LHCb first run scenarios incl. calibration & alignment: Gloria Corti (CERN)
- LHCb trigger system: Eduardo Rodrigues (NIHKEF)
physics program:
- B→ρπ and →ρρ and the measurement of α: Stephane Monteil (Clermont)
- B->h+h- prospects: Angelo Carbone (Bologna)
- γ from B→DK strategies: Yuehong Xie (Edinburgh)
- Rare decays, radiative review: Stefano De Capua (Rome-II)
- Charm physics and rare tau decays: Raluca Muresan (Oxford)
-- Flavour tagging, including calibration & control: Hugo Ruiz (Barcelona)
Upgrade:
-LHCb upgrade plans: F. Muheim (Edinburgh)
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Introduction
LHCb is the dedicated B physics experiment at LHC devoted to the 
precision study of CP violation and rare decays.
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(nominal one year)

<L> ~ 2×1032 , 107 s
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LHCb should reach in 5 years unprecedented precisions
σ(>5 y) SM (expect)

φs(Bs→ccss) ~0.013 ~0.035
γ (DsK, D0K*0) ~1° ~60°(tree only)
γ (ΚΚ+ππ) ~2° ~60°(tree + penguin) 
Br(Bs→µ+µ−) ~0.7×10−9 ~3.5×10−9

b d, s
new

particles b d, s
new

particles

Searching for new physics appearing in the loop diagrams

Complementary approach 
to ATLAS and CMS: real 
versus virtual states

1. BBs s →→ DDssKK 2. B B →→ ππππ, B, Bss →→ KKKK 3. B B →→ DK*DK*
γγ NOT modified by        NOT modified by        
New Physics (NP) New Physics (NP) 

γγ modified by possiblemodified by possible
NP in penguinsNP in penguins

γγ modified by modified by 
NP in DNP in D--D mixingD mixing

Example: Inconsistent Measurement of γ:
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Good mass and propertime resolution: VELO + tracking system
Hadron identification: RICH system

L0 Lepton and Hadron pT trigger: Calorimeter and muon system

100 μb

230 μb

15 countries,
600 people, 
75 MCHF
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Recent view of the pit (IP8)

SPD/Preshower
Ecal
Hcal

Muon
filter

RICH-2

OT
IT

dipole
magnet

RICH-1

VELO

Status of the Experiment
IP point
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VErtex LOcator

1 m

collision 
point

(For Pile-up veto)

21 stations each with 2 
modules of Silicon 300 µ-
strip detectors that partially 
overlap, and as close as 
5mm from the beam 
(retractile, 172K channels)

r-φgeometry variable pitch 
[ r (40-102µ);φ(36-97µ) ]

•First section of beam 
pipe fixed to the 
VELO vessel at IP8.

•Assembly of first detector 
half starting now

Al exit window
of VELO tank

3 Berillium sections
1mm 1-2 mm 3-4 mm Stainless steel section

Beam pipe

real life         “real” reconstruction

Last test beam done with as 
much final hardware and 
software as possible
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Inner Tracker
~0.5 m2 around beam pipe 
(130k ch)

Outer Tracker
Straw Tubes
(56 k ch)

Trigger Tracker
~1.4×1.2 m2(144k ch)

Tracking …. 4 stations (TT,T1,T2 and T3), each with 4 detection 
planes (0o,+5o-5o,0o)

TT: 128 Modules
(7 Si sensors) •TT: over half of modules 

finished
•IT: testing of last module 
by Feb 2007
•OT: Module production
completed

IT: ladders with 1 
or 2 sensors

Magnet
Warm dipole
Bdl = 4 Tm

Similar sensors for TT & IT:
Si µ-strip with pitch ~ 200 µ

Velo + TT use residual 
B field for fast Pt 
measurement on trigger
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• Magnet is operational
• TT: installation of box in November
• IT: install detector boxes in December 
• OT: end Installation November

bridge
C frame

OT modules

TT & OT: retractable half-stations

1.3m

0.45m

Tracking at IP8 ...

IT frame
magnet

IT boxes
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RICH

RICH2: completed end 2006

RICH1: Switched from Be to C 
spherical mirrors

RICH-1 installation completed ~ 
March 2007

Installed:
Magnetic shield
Gas enclosure 
Seal-to-VELO
Beam pipe

RICH2: 
(CF4, 15-120 mrad)
at pit end with all its 
optics adjusted to 
<0.1 mrad !!

RICH1: 
(Aerogel&C4F10, 25-300 mrad)

Photon detector: 
HPD
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HPD

HPD Column 
mounting

Pixels
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500 tubes, each with a 
32x32 pixel sensor array, 
pixels size (500x500 μm2, 
operated at 20kV

very good QE

Test beam results
HPD:

Half of them in hand and 
tested (only 3% failure). 

Last HPD  - Feb 07

HPD Column mounting
Proceeding well,  at least 
one side of RICH-2 will 
be ready for test in Nov
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Calorimeter System

Pb- scintillator Shashlik 25 X0, 1.1 λ

Fe-Scintillator Tiles , 5.6 λ

19k ch read by WLS fibres to PMT or MaPMTs

All detectors installed

Ecal and Hcal being commissioned

SPD/PS cabling & electronics 
installation Nov’06

Scintillator/2X0 Pb/Scintillator

Hcal

SPD/PS
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Muon System

Projective readout to facilitate the search 
for m candidates

5 stations. MWPC’s used everywhere except in the inner part 
of M1 (rates > 100kHz/cm2) where triple-GEM’s are used

MWPC
(almost all 
produced & 
tested)

C
al

or
im

et
er

s
Fe shieldGEM: production 

ongoing 16/24

Cabling & Gas Piping 
started

MWPC support wall •installation < April 07

All electronics of all the subdetectors is 
progressing well
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“High pT” e, γ, hadrons, 
“High pT” μ, μμ
pileup info  

1 MHz

40 MHz
Trigger

1 MHz @ 30kB/event

All the detector data

Readout Network

CPU

CPU

… storage
device

Switch

...
CPU

CPU

Switch

...

Commercial components running 
HLT algorithms

L0DU

L0 Components production started:

L0 commissioning: Starts beginning 07 
Should be ready August 07

≈ 1800 boxes

Tell1: LHCb common

readout board

•All 350 Tell1 tested < Jan’07
•CPU Farm for 07: 100 dual dual-core boxes

1) L0 2) HLT
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Computing/GRID
LHCb computing model based on
- reconstruction, pre-selection and analysis at Tier-1 (CNAF, 
NIKHEF,GridKa,PIC,IN2P3,RAL) and CERN
- simulation at Tier-2
All the computing aspects are periodically tested through “Data 

Challenges”. 
Example: LHCb Data Challenge 2006 (using the LCG)
• Distribution of RAW data from CERN to Tier-1’s
• Reconstruction/stripping at Tier-1’s including CERN
• DST distribution to CERN & other Tier-1’s

Tier 1 / 2 @ 2008 (expected under review)
Tier1(expected/needed) Tier2

CPU-MSI2K 4.4/4.4 4.4/7.7
Disk (PB) 2.2/2.4 0.8/-
Tape (PB) 1.9/2.1
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Conclusions
• Construction of the LHCb detector is advancing well, and 

we will be ready for the LHC pilot run in late 2007

• The LHCb experiment can reach the nominal required 
luminosity  of ~1032 by summer 2008, allowing to exploit 
its full B physics potential from the beginning

• LHCb will be in the game of searching for new physics
looking for the effects of possible new virtual states


