Py A"
Al
LA

. L

i ¥ 5
2-.;_.-".‘.

ree

awte v




The quality of this scan reflects the qualty of the original,
paper copy, from which it was reproduced.


chastain
Typewritten Text
The quality of this scan reflects the quality of the original,
paper copy, from which it was reproduced.


le of Contents
Table of Contents
Conference Highlights 1
Conference Questionnaire 2
Results of Questionnaire 3
Video Tape Order Form 5
Table of Conference Video Tapes 6
Conference Speakers 10
Conference Presentations
Session 1: Requirements & Current / Proposed Architectures
S1-1 Introduction & Conference Goals 11
S1-2 CDF & DO Data Acquisition Systems 12
S1-3 SLAC & KEK B Detector Data Acquisition Systems 13
S1-4 STAR Detector Data Acquisition System 14
S1-5 PHENIX Detector Data Acquisition System . 15
S1-6 ATLAS, CMS & ALICE Detector Data Acquisition Systems 16
S1-7 Applications of Switching Networks and Meshes of Point-to-point Links in 17
Massively Parallel Systems
S1-8 Applications of Switching Networks & Point to Point Links in Other Physics Applications 18
Session 2: Switching Tutorial & Standards ... Tutorials & Status
S$2-1 High-Speed Switching Networks 19
S2-2 ATM/SONET 20
S2-3 Fibre Channel 21
S2-4 SCI 22
Session 3: Current & Planned R&D Efforts
S3-1 ATM Research Projects 23
S3-2 Fibre Channel Research Projects 24
S3-3 SCI Research Projects 25
S3-4 Other Research Projects 26
S3-5 Matrix of Projects and Standards 27
S3-6 New VME Standards For Physics Applications 28
Session 4: Integrated Circuits and Board Products
S4-1 Overview of ATM Integrated Circuits & Board Products 29
S4-2 Overview of Fibre Channel Integrated Circuits & Board Products 30
S4-3 Overview of SCI Integrated Circuits & Board Products 31
S4-4 Design of SCI-Class Interconnects 32
Session S: Switches
S5-1 ATM Switches for Telecommunications Applications 33
S5-2 High-Performance Switching in the MAN and Public Network 34
S5-3 Fibre Channel Switches 35
S5-4 SCI Switches 36
S5-5 Overview of Optical Switches 37
S5-6 Prizma Switch 38
S5-7 Phoenix Switch & Bell Labs Switch Research 39
S5-8 Switches for Point to Point Links using OMIHIC Technology 40
Session 6: Simulation Goals & Techniques
S6-1 Requirements & Goals of Simulation 4]
S6-2 Behavioral Simulation and High Level Modelling 42
S6-3 Review of SCI Simulation Results 43
S6-4 Review of ATM, Fibre Channel and Conical Network Simulation Results 4
Session 7: Software
S7-1 Software Issues When Implementing An ATM Network 45
S7-2 Data Acquisition Software Design Issues 46
S7-3 Software Protocols for Event Builder Switching Networks 47



Session 8: System Design

S8-1 A Scalable Fibre Channel Architecture for Event Building

S8-2 Pros and Cons: Commercial & Non-Commercial Switching Networks
S8-3 Event Data Flow Control Techniques

Poster Sessions

DAQ Simulation Library

A 155 Mbit/s VME to ATM interface with special features for event building apphcatnons
based on ATM switching fabrics

Performance Simulations of Networks with Point-to-Point Links

Application of SCI in the STAR data acquisition system

Event Building Using an ATM Switching Network in the CLAS Detector at CEBAF

The Event Builder of the ZEUS Detector

The CLEO III Data Acquisition System

DART Data Acquisition System

Sloan Digital Sky Survey Data Acquisition System

The KLOE DAQ System

A Continuous Time Stamping Time Digitizer Architecture for HEP Applications

SCI in Data Acquisition Systems

The 3D-Flow System as Programmable Switch for Moving and Reducing Data in DAQ Applications
An SCI Video DRAM Memory Module

FASTBUS CHI-SCI Link

SWIPP - Switched Interconnection of Parallel Processors - A General Purpose Heterogeneous
Multicomputer Optimized For Data Acquisition

Dual Port Memory

Performance Evaluation Tool for DAQ Computers (DAQBENCH)

Global Traffic Control System on High Speed Event Builder

Testing of the HP G-link Chip Set for an Event Builder Application

SCI with DSPs & RISC Processors for LHC 2nd Level Triggering

Vortex: A High Performance Parallel Processing Event Server with an ATM Interface
Prototype of an Event Building System Based on HiPPI

SyncC++, a Concurrent Language Based on C++

DSP based Data Acquisition Systems

Initial Experiences With a Network of INMOS C104 Packet Routing Switches

The G-2 Data Acquisition System

Fast Data Link & Modern RISC Processors for HEP Projects

List of Vendors
List of Attendees

The Conference Organizing Committee
The Local Organizing Committee
VME Standards for Physics Applications

49
50
51
52

53
54
55
56
57
58
59

61
62
63

65

67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
92

93



[ Conference HighLights

The First International Data Acquisition Conference was hosted by Fermilab, October 26-
28th, 1994. A mixture of industry and laboratory speakers presented talks on a variety of
subjects related to emerging standards for high speed data transport.  European
participation in the conference presentations was especially strong. The first day was
devoted to data acquisition requirements at current and future detectors, with a review of
research projects in data acquisition and tutorials on ATM, Fibre Channel and SCI. The
second day covered integrated circuit, board and system level products useful in
assembling large data acquisition networks. The final day included discussions of
software, simulation and system design issues in future data acquisition systems.

In response to a questionnaire, attendees rated the conference at 4 out of a possible 5 in
nearly every category, with almost unanimous agreement that the conference should be
continued on an annual or bi-annual basis. The organizing committee would like to thank
all attendees and everyone who contributed their effort to make this a successful conference
at Fermilab.



Bl e ___Conference Questionnaire

Conference Questionnaire

1. On the basis of the following general characteristics, how would you rate this conference?

Host Institute poor excellent

Fermilab 1 2 3 4 5
Poster/Vendor

Selection of Posters 1 2 3 4 5
Oral Presentations

Selection of topics 1 2 3 4 5

Selection of speakers 1 2 3 4 5
Panel Discussion

Mix of panel members 1 2 3 4 5

Topics discussed 1 2 3 4 5
Accommodations (one hotel)

Holiday Inn 1 2 3 4 5

Red Roof Inn 1 2 3 4 5
Social Events

Dinner at Fermilab 1 2 3 4 5

Dinner at St. Charles Place 1 2 3 4 2

Wine & Cheese Reception 1 2 3 4 5
Conference Taxi Service 1 2 3 4 5

2. Did you have adequate time to visit the Poster/Vendor Area? Yes No

3. Was the Poster/Vendor area too isolated from the oral
presentation area of the conference? Yes No

4. Should this conference be continued on an annual basis? Yes No
a. If yes, select the next host institute.

Comments:
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Results of Questionnaire
(202 Attendees)
(42 Attendees Responded)

1. On the basis of the following general characteristics, how would you rate this conference?
Host institute
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Selection of Posters

Topics Discussed




R ~ Results of Questionnaire 1

Accomodations
Red Roof inn
16] ,
L
14
R le Response i= 16.0C
e LT Al w278
s s‘ Standard Deviation )p- 1.12
P P s +
° ° |
n n
s s
° °

Social Events
Dinner at Fermi
20 7
|
|
o |
R l | Response |= 31.00 R
® Aversge (= 2.97 ™
s | Standard Deviation = 1.03 s
® 10 4 P
L] j o
n J n
s ! s
e ' .
L

e® 300 ®e

2. Did you have adquate time to visit the Poster/Vendor Area? 37 5
3. Was the Poster/Vendor area too isolated from the oral
presentation area of the conference? 25 17
4 Should this conference be continued on an annual basis? 26 12
Of the attendees responding w/NQ; 11 stated every other year.
a. If yes, select the next host institute. Europe 6, CERN 7 _



Video Tape Order Form

The Data Acquisition Conference was recorded on 14

VHS video tapes as shown in the following

tables. These tapes are available in NTSC (USA) format at a cost of $10.00 per tape or $140.00

for the full 14 tape set of the conference. They are also
$40.00 per tape or $560.00 for the full set. To order,

make your check payable to:

Fermilab
PO Box 500
Batavia, I1 60510

Tape 1

Quantity

Price Each

NTSC / PAL
$ 40

available in PAL (European) format at
please enclose the following order form and

Item Cost
(Qnty x Price Each)

/
Tape 2 7
Tape 3 /
Tape 4 /
Tape 5 /
Tape 6 $10 /7 $40
Tape 7 $10 7 $40
Tape 8 $10 / $40
Tape 9 $10 /7 $40
Tape 10 $10 7 340
Tape 11 — 310 / $40
Tape 12 $10 /7 $40
Tape 13 310 7 $40
R S
Full Set (Tape 1 thru. Tape 14
(Tape Lepe 14 Sub-Total
Shipping and Handling
(per Tape) $1.00

Total Order Cost




Date

Tape 1

Session 1: Requirements & Current And Proposed Architectures

Time

Session

Tile

10/26/94 | 8:30 S1-1 | "Introduction & Conference Goals”

(Joel Butler - Fermilab)

8:45 S1-2 | "CDF & DO Data Acquisition Systems”
(Paris Sphicas - MIT)

9:05 S1-3 | “SLAC & KEK B Detector Data Acquisition Systems”
(Walt Innes - SLAC)

9:25 S1-4 | “STAR Detector Data Acquisition System”
(Mike Levine - BNL)

9:40 S1-5 | "PHENIX Detector Data Acquisition System”
(Cheng-Yi Chi - Nevis)

9:55 S1-6 | "ATLAS, CMS & ALICE Detector Data Acquisition Systems”

(Livio Mapelli - CERN/LBL)

Date
11/26/94

Tape 2

Session 1: Requirements & Current And Proposed Architectures

Tinge

Session

Tule
"Applications of Switching Networks and Meshes of Point-to-

point Links in Massively Parallel Systems"
(Mark Fischler - Fermilab)

11:00

"Applications of Switching Networks & Point to Point Links
in Other Physics Applications"
(Marvin Johnson - Fermilab)

11:15

"High-Speed Switching Networks"

(Don Peterson - Bell Labs)

Date
10/26/94

Time

Session

Tape 3

Session 2: Switching Tutorial & Standards ... Tutorials & Status

Title

13:30 S2-2 "ATM/SONET"
(Jean-Yves LeBoudec - EPFL)
14:10 S2-3 | "Fibre Channel"

(Roger Cummings - Storage Technology)

Tape 4
Session 2: Switching Tutorial & Standards ... Tutorials & Status
Date Time  Session Title

IISCI"

(Hans Muller - CERN)
15:50 S3-1 i "ATM Research Projects"

. (Jean-Pierre Dufey - CERN)

16:22 S3-2 i "Fibre Channel Research Projects"

(_Ei( van der Bij - CERN)




Session

Tape 5
Session 3; Current & Planned R&D Efforts

Title

"SCI Research Projects"

(Fred Wickens - Rutherford)
17:20 S3-4 | "Other Research Projects"
- (Masa Nomachi - KEK
17:50 § " S3-5 | "Matrix of Projects and Standards"
(Robert McLaren - CERN)
10/27/94 | 8:30 S3-6 | “New VME Standards For Physics Applications”

(Robert Downi% University of Illinios)

10/27/94

Tape 6

Session 4: Integrated Circuits and Board Products

Session

S4-1

Title
"Overview of ATM Integrated Circuits & Board Products"
(Lee Goldberg - Electronic Design Magazine)

S42

"Overview of Fibre Channel Integrated Circuits & Board
Products"
(Murray Thompson - University of Wisconsin)

Tape 7

Session 4: Integrated Circuits and Board Products

Session

Title
"Overview of SCI Integrated Circuits & Board Products"
(Volker Lindenstruth - LBL)

"Design of SCI-Class Interconnects"
(Wayne Nation - IBM)

Session

Tape 8

Session 5: Swilches

Tule
"ATM Switches for Telecommunications Applications"
(Ian Mahood - Alcatel)

11:45

S5-2

"High-Performance Switching in the MAN and Public
Network"
(Barry Phillips - Adger Smythe Corp.)

14:15

S5-3

"Fibre Channel Switches"
(Clint Jurgens - AnCor Communications)

14:45

S5-4

“SCI Switches"
(Bin Wu - University of Oslo)




Table of Conference Video Tape:

Session

Tape 9
Session 3: Switches

Tite
"Overview of Optical Switches"
(Larry McAdams - Optivision)

16:05 S5-6 | "Prizma Switch"
(Ton Engbersen - IBM Zurich)
16:35 S5-7 | "Phoenix Switch & Bell Labs Switch Research"
(Andre Wiesel - EPFL
17:05 S5-8 | “Switches for Point to Point Links using OMIHIC
Technology”

(Emst Kristiansen - SINTEF)

10/28/94

Session 6;
Session
S6-1

Tape 10

Simulation Goals & Techniques

Title
'Requirements & Goals of Simulation"
(Steve Tether - MIT)

9:00 S6-2 | "Behavioral Simulation and High Level Modelling"
(Mike Haney - University of Illinois)
9:30 S6-3 | "Review of SCI Simulation Results"

(Andre Bogaerts - CERN)

Tape 11

Date

10/28/94 | 9:55

Time

Session

Session 6;

3

i

Simulation Goals & Techniques
Title

{ "Review of ATM, Fibre Channel and Conical Network
{ Simulation Results"

(Irakli Mandjavidze - CERN/Saclay)




Table of Conference Video Tapes

10/28/94

10:55

Session

S7-1

Tape 12

Session 7: Software
Tite
“Software Issues When Implementing An ATM Network”
(Henry Dardy - Naval Research Laboratory)

11:20 S7-2" | "Data Acquisition Software Design Issues"
(Bob Russell - University of New Hampshire)
11:50 S7-3 | "Software Protocols for Event Builder Switching Networks"

(Irakli Mandjavidze - CERN/Saclay)

Session

Tape 13 7
Session 8: System Design

Tide
"A Scalable Fibre Channel Architecture for Event Building"
(Bill Greiman - LBL)

14:50 S8-2 | "Pros and Cons: Commercial & Non-Commercial Switching
Networks"
- (Alexandro Marchioro - CERN)
15:20 S8-3 | "Event Data Flow Control Techniques"

(Mark Bowden - Fermilab)

Date
10/28/94

Tape 14

Session 9: System Design Panel Session & Conterence Wrap Up

Time

Session

Title
Panel Discussion (System Modelling & Design)
(Irwin Gaines - Fermilab)

Conference Wrap Up Talk
(Segio Cittolin - CERN)
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Shown in photo left to right,
front to back:

Robert McLaren (S3-5), Jean-
Pierre Dufey (S3-1), Jean-Yves
Dufey (S2-2), Joel Butler (S1-
1), Roger Cummings (S2-3),
Erik van der Bij (S3-2), Livio
Mapelli (S1-6), Hans Muller
(S2-4), Fred Wickens (S3-3),
Walt Innes (S1-3), Marvin
Johnson (S1-8)

Not Shown:

Paris Sphicas (S1-2), Mike
Levine (S1-4), Cheng-Yi Chi
(S1-5), Mark Fischler (S1-7),
Don Peterson (S2-1), Masa
Nomachi (S3-4)

Shown in photo left to right,
front to back:

Bary Phillips (S5-2), Clint
Jurgens (S5-3), Larry McAdams
(85-5), Murray Thompson (S4-
2), Lee Goldberg (S4-1), Bin
Wu (S5-4), Wayne Nation (S4-
4), Robert Downing (S3-6),
Ernst Kristiansen (S5-8)

Not Shown:

Volker Lindenstruth (S4-3), Ian
Mahood (S5-1), Ton Engbersen
(§5-6), Andre Wiesel (S5-7)

Shown in photo left to right,
front to back:

Mark Bowden (S8-2), Andre
Bogaerts (S6-3), Bob Russel
(S7-2), Bill Greiman (S8-1),
Irakli Mandjavidze (S6-4, S7-3),
Steve Tether (S6-1), Mike
Haney (S6-2)

Not Shown:
Henry Dardy (S7-1), Alexandro
Marchioro (S8-2)
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International Data Acquisition Conference
On Event Building & Event Data Readout

In Medium & High Energy
Physics Experiments

October 26th - 28th, 1994
Fermilab

Batavia, Illinois

Conference Overview

No Parallel Sessions
Oral Presentation Topics
*System Requirements & Implementations
e Tutorials ... Switching Networks &
Network Standards
Data Acquisition R&D Activities
VME Standards Activities
Products ... ICs, Boards, Switches, Etc.
System Design ... Simulations
System Design ... Software
*System Design ... Buffering, Queuing,
Event Data Flow Control &
Commercial/Non-Commercial Switching
Network Comparison
. System Design ... Panel Session
o General Discussion With Attendees

Conference Questionairre:
*Please fill out and return to Registration
Desk by early Friday morning



Organizing Committee Tight Schedule

Ed Barsotti Fermilab Lights
Mark Bowden Fermilab Questions
Sergio Cittolin CERN Shut off!

Robert Downing University of Illinois

‘]ean-Pierte Dufey =~ CERN

Bill Haynes Fermilab
Maribel Herrera Fermilab
Marvin Johnson Fermilab
Walter Knopf Fermilab
Patrick LeDu SACLAY
\Livio Mapelli CERN/LBL
Robert McLaren CERN
Hans Muller CERN
' Masa Nomachi KEK
Ruth Pordes Fermilab
Paris Sphicas MIT
Sonya Wright Fermilab

The Local Organizing Committee:
Elizabeth Brown Fermilab

Denise Bumbar Fermilab
John Elias Fermilab
James Franzen Fermilab

Cynthia Sazama Fermilab
Colleen Yashikawa  Fermilab




Conference Schedule

| * Wednesday:

\ J Morning Oral Sessions
8:30 AM - 11:50AM
\ . Poster Presentations & Vendor Exhibits

11:50AM - 1:30PM

\ Afternoon Oral Sessions

1:30PM - 6:05PM

\ ) Wine & Cheese
\ (With Poster Presentations & Vendor Exhibits)

6:05PM - 7:30PM

Dinner At Fermilab

7:30PM

\‘ * Thursday:

Morning Oral Sessions
8:30 AM - 12:20PM
. Poster Presentations & Vendor Exhibits
12:15PM - 2:15PM
Afternoon Oral Sessions
\ 2:15PM - 5:35PM
. Wine & Cheese

\ (With Poster Presentations & Vendor Exhibits)
5:35PM - 7:30PM
\ o Dinner At Galleon In St. Charles
\ 7:30PM

* Friday:
. Morning Oral Sessions
8:30 AM - 12:15PM

Poster Presentations & Vendor Exhibits

12:20PM - 2:20PM

Afternoon Oral Sessions

(1West Conference Room) (***** & overflow area*****)

2:20PM - 5:45PM



Friday Afternoon
Meeting Room Change

Due to a scheduling conflict, we will meet for
oral presentations in the 1 West Conference
Room Friday Afternoon. This meeting room
is located in Wilson Hall on the west side of
the first floor, adjacent to the cafeteria. TV
monitors will be setup in the cafeteria area
for 1 West overflow Friday afternoon. All
other oral presentations are as scheduled in
Fermilab's auditorium.

Cateteria

] E

Travel

Auditorium

u ] f
Wi

Conference
Room

Rest
Rooms

Credit

! Union

Main Entrance




Fermilab Cafeteria Hours: Transportation:

Share a ride; see sign-up sheets at the
* Breakfast: 07:30 - 10:15

Registration Desk
* Lunch: 11:30 - 13:30 e Fermilab taxi service
*  Schedule (refer to the conference
program)
Travel Department:

 Wilson Hall, east side of first floor

Terminals:

* Wilson Hall, west side of Eight floor, near
the elevators



For Assistance

Phone: 840-2915
FAX: 840-2783

Social Events:

* Wednesday:

e  Wine & Cheese, 15th floor of Wilson
Hall immediately after the oral
presentations

(Poster presenters & vendors present)

*  Dinner, Fermilab cafeteria at 19:30

* Thursday:

* .~ Wine & Cheese, 15th floor of Wilson
Hall immediately after the oral
presentations

(Poster presenters & vendors present)
* Dinner, Galleon in St. Charles at 19:30



Morning & Afternoon Breaks
Wednesday, Thursday & Friday

We ask that you NOT go to the poster/vendor
area on the 15th floor during breaks. It takes
far too long to get to and return from the
poster /vendor area. |

Poster presenters and vendors are not
requested to be present on the 15th floor
during breaks. |

e
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Conference Proceedings

Attendees only

Old/new papers &/or transparencies
* Turn in old/new papers &/or transparencies
at Registration Desk by early Friday AM

Conference Questionnaire

1. On the basis of the following general characteristics, how would you rate this

conference?

Host Institute
Fermilab

Poster/Veador
Sclection ot Posters

Oral Presentations
Selection of topics
Selection of speakers

Panel Discussion
Mix of panel members
Topics discussed

Accommodations (one hotel)
Holiday Inn
Red Roof Inn

Social Events
Dinner at Fermilab
Dinner at St. Charles Place
Wine & Cheese Reception

Conference Taxi Service

2. Did you have adequate time to visit the Poster/ Vendor Area?

3. Was the Poster/Vendor area too isolated from the oral
presentation area of the conference?

4. Should this conference be continued on an annual basis?
a.If yes, select the next host institute.

Comments:
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CDF & DO
Data Acquisition Systems

* Introduction, requirements
» History & Current Architecture
* Implementation

* Results
* Planned Upgrades
» Conclusion
Paris Sphicas/MIT
Oct 26, 1994
Requirements | Requirements Il
450 kBytes @ DO 250 kBytes @ CDF
Interaction Rate: Digiters, Scanners, VBDs
300 KHz
Level-1 Trigger: YVYYVYY ¢ Y
accept 0.3-5 kHz 150 Hz @ DO 30 Hz @ CDF
Digiters, Front-End Memories

Level-1.5, 2 Trigger:
£ 30-150 Hz Processor Farm (Level 2/3)

Digiters, Scanners, VBDs

To Processo4 Famm (Level 2/3)

e




History I: Old System (CDF)

History II: Option | (CDF)

Event Bullding Bottieneck

PROCESSOR FARM

EVENT BUILDER
1 FASTBUS CRATE)

3
=60 FASTBUS
CRATES

A
= 120 RABBIT
CRATES

1

Need a Large # of Ports

PROCESSOR FARM

[ 1]

NETWORK ROUTER

g

= 60 FASTBUS
=120 RABBIT CRATES

CRATES

History lli: New Data Path

History IV: New Architecture

PROCESSOR FARM (8 NODES)
t

L3 L3

/ SCANNERS (6)

'SCPU oo

ScrPU
E"I'I“A" ° ‘ A A
N N
FastBus Data FastBus Data

« Gather Fastbus Data into 6 VME crates

- Send Data to Processor Farm in
unassembiled form,
let farm build the event.

- Use a commercial network for the data
path between VME memories and SGi
CPUs

« Use a centralized intelligence for Event
Fiow Controi = Need fast control path,
use Reflective Memories

¥ — s S e




CDF DAQ System DO DAQ System

(D8 DETECTOR)

Fthernet

N

Reflective Memories Event Flow Control (CDF)

Special Hardware Detects any write CDF:

access to the memory and sends write Ultranet transfers data
action over optical network SCRAMNET transfers Control information

Do:
!: 8 parallel cables transfer data
Same cables (Token Ring) for Control

Link Performance:

CDF:
point-to-point @ 13.5 MB/sec

serial links, @ 40-48 MB/sec

Parallelism:
CDF:
utilize "concurrent” event fragment

sending
DO:
none: links are fast enough

Sample Network of 5 VME Crates,
connected via 5 Reflective Memories (RMs).

e

===t~




Level-3 Trigger (Processor Farm)

CDF: (Level-3 Trigger, 50 Hz — 5 Hz)
UNIX; SGI (4 X 4D/80 + 4X Challenge XL)

DoO: (Level-2 Trigger, 150 Hz — 5 Hz)
Vaxein; = 50 Vax 4000-60

Common Functions:

» Receives event fragments from SCPUs
- Bullds events out of fragments

- Creates detector banks

 Runs (special) trigger algorithms
based on offline reconstruction code

» Sends accepted events to Server

« No Central L3 Control

Differences:

« Event Building:
6> 1@CDF,32->1@0D0

f_;.J VMS HOST « Input Rate @ CDF: depends on L2
Machine Input Rate @ DO: constant at 150 Hz
T i B—— . B
DO Processor farm Ulitranet (CDF)

Layout of Level-2 Node

CPU
Memory VAXstation 4000/60
VS40
Data-cables 2 sext Level-2 nade
sext Lavel-2 node
plciM|M|IMIM]|YV
Y B
: i |P|P|P|P p | YME-Crate
PIM MMM,
A|R
previsus Levei-1 nade
Deta-cabies from previous Level-2 node

« Proprietary high-performance network
« Point to Point Links via a central hub

« Serial Links into/out of hub: 250 Mbit/sec
» Maximum Speed: 1 Gbit/sec

- Host adapters for VME CPUs

» Software drivers for VxWorks, IRIX

- Peak VME transfer speed: 13 MB/sec

« TCP/IP protocol

- Standard Berkeley sockets
Fy P Peceils
Dy Peitnes
Link Adapter

£

l 4 links -..

® e S0 S




Data and Control Flow (CDF)

— Data Flow
Control information Flow

Event Dats to Uitrenet iud
Csvred tram Seenner blenaper VME TO
From 3
Scanner
— Manager — s
L.m. e .L..,.. e | e I .-
(Mazinusm of 16 Festbue Crutes per SCPU)
tr—w= e
Results Planned Upgrades (i)
— - (a) Both CDF & DO plan major
upgrades to their tri; ems.
Max. input Rate to L3 110 240 gger syst
b) Also associated changes to (parts
Limited by L3 CPUs L1.5 Trig (c) No (major) changes to the event
building schemes are anticipated
Example:
DO at low luminosity: Way to Achieve (c):
L1 accept: 600-700 Hz
L1.5 accept: 150 Hz DO: event size will decrease:
L2 accept: 3 Hz 450 Kbytes — 130-130 KBytes
DO at high luminosity: CDF: add more scanners for new
L1 accept: 350 Hz detector elements, thus increasing the
L1.5 accept: 150 Hz total throughput via Ultranet
L2 accept: 3 Hz
TR ¥ =




Conclusion

« Problem soived by CDF&DO via:
— L1 Trigger: 300 kHz — = 1 kHz
— CDF: L2 Trigger: — ~ 30 Hz

DO: L1.5 Trigger: — =~ 150 Hz
— Processor Farm: — =~ 3-5 Hz

- Two ways to send the subevents to a
single intelligence:
— ULTRANET : (logical) switch
— Parallel cables with high
throughput

- Control is done via ring "networks":
— Reflective Memories
— Token Ring (special hardware)

° CDF & DO are taking data,
doing physics and publishing...

—e e
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B Factory Data Acquisition,

~¢/DAQ Environment at PEP 11

BELLE and BABAR : * Double ring asymmetric machine: 9 GeV on 3.1 GeV.
i
' * High Luminosity -> Crossing Period: 4.2 ns
For DAQ purposes this is continuous
* “Physics” Rate: 30 to 100 Hz
* Physics event size: 25 kilobytes
| Walt INNES .
| Backgrounds
SLAC

e Synchrotron radiation is well controlled

. . I * Non-local lost particle background is collimated
including contributions from p § ¢

[T PN

* Dominant background source is beam particles which
interact with the residual gas between 3 and 50~m

Masa NOMACHI | from the IP

o EM showers of these lost particles cause occupancy.

- mam——

KEK

: * Electro-production causes triggers.

N ——————

L o oma—

DAQconf.  October 26, 1994 ! Walt funes DAQconf.  October 26, 1994 2 Wah fimes
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BELLE DAQ Statistics

subsystem No. of channels  words per event
Sivertexdet. -~ 100k © 2000
Drift ch. 10k (Aand T) 1500
Cherenkov c.” 2k (A) 200
TOF c. 500 (A and T) 200
Csl cal. 10k (A) 2000
KUmu ch. S5k(AandT) 300
Others 1000

total approx. 30kB/ev.

* Selection of PID device has not been done.

Beam cross rate
Max. beam current

~ Max. luminosity

- Max. trigger rate (L1)
Max. data flow rate
Max. data rate on tape

508 MHz

1.1A (HER) + 2.6A (LER)
1x10* /cm? /sec

500 Hz

15 MB/sec

10 MB/sec

04-10-07 22:21  FRON KEK COMPUTER CENTER

.\--\

T

3§}

P03

‘1_
=




(WAL 2220 TROK KR COMPTER CNTER ru 94-10-07 22:27 FRON KEK COMPUTER CENTER

Digitization Scheme Readout Scheme
Q measurements
, self-iriggering Dual port mem.
o Qo-pulse width [~ FasTBUS - x8
p4h chambers converner ™C Event builder
orimeters . CPU interface
TOF (pulsc height) (LeCroy MC68040
Cherenkov counter > MTD132) VxWorks 'y of—— 3 To Event bulder
timing measurements and online farm
VME
-t FASTRUS
TDC's
FASTBUS |
wm=={- - -TOF(timing) -1 1uL !
R Local processor

Optical defayline i I based on MC68030
2usec

‘ o] TDCs
500 nsec ADC
S} vertex sampling > Hicfioding > Loctl i
analog memory logic event butlder ]
. : | Ij:_-'
o} TDC's
i | |
First level trigger :
2 usec decision time |
up to S00 Hz |
Sty
” [

oy — © e emeaaeareeessasienns e e .



Question: Given that we must have a hardware trigger,
should we make it sophisticated enough to do the
complete level | trigger?

This would require good tower sums in the calorimeter.
and a good Pt measurement for tracks in the DC.
Fair z pointing would also be useful.

If there is a processor based level | trigger, how do the
trigger primitives get to the processors? It could be
done via dedicated path or via the same LAN as the
DAQ.

Using the LAN is simpler, but requires a LAN which can
handle a high rate of small transactions.

i —_— A————————

DAQconf.  October 26, 1994 6
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Event Building

Question: Do we build an event for every Level | trigger?

The alternative is for the level 2 processor to ask for a
small portion of the data and use that to refine the
trigger decision.

o Advantage: Lower load on the DAQ board processors
which have to extract the features form the datu.

* Disadvantage: A higher transaction rate on the LAN,
less efficient use of the LAN, and a more complicated
data flow architecture.

Question: What LAN to use? This is bound up with the
questions above.

s e ateset

DAQconf.  October 26, 1994 7 Walt s
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STAR Data Acquisition

M. J. LeVine
Brookhaven National Laboratory

Overview

Q the STAR detector
O event sizes/rates

Q processing requirements
Q architecture

STAR Data Acquisition FNAL Data Acquisition Conference

October 26, 1994

OCF 9-20-93

STARDETECTOR

ELECTROMICS RACK

ENC ELECTROMICS

EXTERNAL TinE
PROJECTION CHANMBER

~—BEAN PIPE



STAR DETECTOR

Subdetector # channels status
TPC 140 000 funded
TRG 240 funded
SVT 103 000 R&D
EMC 2000 future
XPTC 22000 future
TOF - 8 000 future

STAR Data Acquisition FNAL Data Acquisition Canference October 26, 1994




# pads

time samples/pad

total "pixels*”

outer pad rows
inner pad rows

average

encoding overhead
9.5 MByte + overhead

STAR Data Acquisition

140 000
1024
135M

Occupancy
5%

15%
1%

After pedestal suppression

~30%
13 MByte

FNAL Data Acquisition Conference

Event size (TPC only)

8 bits, compressed

October 26, 1994

Event Rates

Beam crossings - 9 MHz
Input - up to 1000/s (physics)
Output - ~ 1/s (tape limited)

STAR Data Acquisition

FNAL Data Acquisition Conference

October 26, 1994



Triggers

Level 0

Generated by beam crossing
Q output rate 9 MHz
Q decision time 0

Level 1

Uses preliminary information from TRG detectors
Q input rate 9 MHz
Q pipelined
Q output rate < 2 kHz
Q decision time ~ 1 psec
Q opens TPC gating grid
Q starts writing into SCAs

Level 2

Uses preliminary information from TRG detectors
Q input rate < 2kHz
Q output rate < 100 Hz
Q decision time < 10 msec
Q causes digitization cycle to abort

Level 3

Uses tracking information from TPC
Q input rate < 100 Hz
QO output rate < 1 Hz
0 decision time < 40 mscc
0 causes event builder to discard/retain event

STAR Data Acquisition FNAL Data Acquisition Conference October 26, 1994

Distribution on a TPC sector

# receiver boards:

outer 4

inner 2

# pads:

outer 3940

inner 1750

Au-Au central collision:

# hits/receiver board (outer) 6K

# pixels/receiver board (outer) 43.0K

# centrolds 1.2K

hit summary info (@20 bytes) 24.0K bytes
STAR Data Acquisition FNAL Data Acquisition Conference

October 26, 1994



| : Level 3 processing Dataflow scenario

\ Background facts -

. . Data produced: Typically 50 kB/ receiver board
All processing following digitization Assume 100 CPUs required
| Pedestal (zero) suppression to perform Level 3 in 10 msec

O isolate data belonging to one hit
O use centroid as space point

\ " Quick" hit finding
\ QO fails where hits overlap

Q choose TPC region where this works Distributed Level 3
(outer 16 pad rows) Buffer few events on receiver boards
(few X 50 KB each board)
Tracking based on hits found Transport 4 receiver boards/sector to 4 CPUs/sector

Perform level 3 decision in 100 €CPUs—
O RAM required - | GB (7 unsuppressed events)
O Aggregate bandwidth required - 240 MByte/s
| Q Local (CPU) bandwidth required - 10 MByte/s
\ Q Sector bandwidth required - 10 MByte/s

\ Physics cuts based on tracks found Transport remaining data only for accepted events

\ STAR Daus Acquisition FNAL Data Acquisition Conference October 26. 1994 STAR Data Acquisition FNAL Data Acquisition Conference October 26, 1994



STAR Architecture (baseline) |STAR Receiver board

photodiode
GLINK (deserializer)

TPC receiver board PCI
TPC sector VMEG64 backplane

TPC sector interconnect SCI

STAR Data Acquisition FNAL Data Acquisition Conference October 26, 1994
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DAQ hardware organization
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PHENIX DETECTOR DATA
ACQUISITION SYSTEM

By Cheng-Yi Chi
(Nevis Lab)
(Columbia University)

For PHENIX On-line Group

PHENIX Detector

Beam-Beam Counter

Muttiplicity/Vertex
Detector h

Drift Chamber
Pad Chambers

Ring-imaging 4
Cherenkov Detector -4

Time Expansion
Chamber

Time-o'-Flight
Detector

Electromagnetic
Calotimeter

MUON MAGNET
Muon (dentifier

S
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PHAENIX

| PHENIX Collaboration

Brasil: (3) Russia: (102)
U. Sao Paolo 3 IHEP-Protvino 28
INR-Moscow 7
Canada: (9) ITEP-Moscow 8
McGill U. 9 JINR-Dubna PX]
Kurchatov Inst. 9
China: (33) PNPI - St. Petersburg 26
CIAE 13 Individual 1
IHEP-Bei m% 8
Inst. Mod. Phys. 8  Sweden: (8)
Peking U. 4 Lund U. 8
Germany: (7) U.S. A.. (151)
U. Muenster 7 U. Alabama 4
BNL 25
India: (6) UC-Riverside 5
BARC-Bombay 6 Columbia U. 14
\ Florida State 3
Japan: (45) Georgia State K|
iroshima U. 8 Idaho NEL 4
INS, U. Tokyo 5 lowa State/Ames Lab. 9
'KEK 9 LLNL 10
\' Kyoto U. 2 LANL 16
Nagasaki 2 Lousiana State 4
Nat. inst. Rad. Sci. 1 6
U. Tokyo 6 SUNY - Stony Brook 12
Tokyo U. Agr. Tech. 1 ORNL 17
U. Tsukuba 1A U. Tennessee 4
Vanderbilt U. 4
Korea: (12) Yale U. 9
Chung-ang U. 1 Individual 2
Seoul Nit U !
eou .
\ Soong-Sil U. 1 Total 376
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PH3¢ENIX
(Potential Signatures of Quark-Gluon Plasma )
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Key Design Issues:

(A) ~200K channel counts

(B) 112ns beam Clock

e Max. <L1> trigger rate = 25 KHz
L . . .
==> Similar to commercial/custom
1884 L IntRate (I ADC/TDC Speed .
— —_
185 Tracks/ir ==> Front-end system need to be
Pipeline + Simultaneous R&W
1E4 M ‘_r;a_cks/m ==> AMU type system need AX+Bi(cells)

Dip from artificial Iy
MB/sec correction

(C) System has to be I/0 & Processing Efficient.

==> Data Driven Principle
(Data itself contain enough information to be
processed )
==> Control, Monitor. Main Data Flow are orthogonal

°" ) ¥ < 1 g 1 . 1 v L 1] T 1 1 ] | 1 ' ' ‘ L lo eaCh Others
e e p st-.s)l(us) Cur Cous) mg?o(cn) s"sgcu-'gu(cn) Hﬁmm«:n)
p8i pAu  SLCu(MB) S-AUMB) Aw-AuMB)  p-p(Cn) (D) Fully corrected data needed after Level | trigger.
Nuclear System

(E) Data taking at Year 1999...

==> Base on the existing technologies and trends
Make system scaleable and easy upgraded.




PHENIX Online System Overview

AMU type FEM Direct ADC

I AP AP

ADC
| 1)
GL1

N R7Y 1B
AB ] !

ADC B B ?
Y——— 4
S S
P B P
| A —y
B L2 LL2 B

I 2 |
{' ‘ ‘ i
B l oL2 [ B
Y/N R
¥ ]
Event Builder
Level 2.5 Processor Farm
Tape system or L3 processors

L1 delay
40 beam clocks

<Ll> rate
25kHz

511 event Buffer
at FEM

2-3GB /Sec

20 MB/sec

Event Builder

* input bandwidth
1Gb/

sec

-‘(D_"-"CU -om:m(mccw

Router Box to Level 3 or Tape system

A A A
A A A
No. of processors
-+ processor | | F+{processor| { |+ processor 1000...
i processor H |e{processor| | |l processor |
-+ processor H i—- processor J L processor H

L

\ 4

Buffer

Y

® B B

Buffer

)
. .
)

Buffer size is 64K*32 bit wide
Event bulider Is 40 legs * 40 Legs
Number of buffers —> 40 *40

v
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Conclusions/Outlook....

(1) PHENIX DAQ system’s design is driven by the physics
need.

(2) The design of the system have the following characters:
(a) Fully pipelined, data driven
(b) Scaleable
(c) Combining FPGA +Buffer+Processors(DSP) to
achieve both Flexible and Efficient means of
processing.
(d) Using both “ROI" and Processor Farm architecture
to accommodate the complex RHIC env.

(3) Processing needs at Data Collection Module level are
driven by the detectors.
Event Builder are driven by the Physics
How one can keep EVB expandable and scaleable???

(3) The design still in its preliminary stage. How one
integrate/control/monitor the overall system will be
one of the biggest challenges












Trigger and DAQ plans at the LHC
ATLAS - CMS - ALICE

Livio Mapelli
CERN

* Requirements
¢ Trigger/DAQ Architectures
¢ Conclusions

DAQ Conference - FNAL
October 26-28, 1994

L Mepeh - FNAL DAQ - Oct 4

Requirements

* Physics - Accelerator
* Rates - Data Volume
* LHC Detectors

t Mapek  CHEPB4 - A B4



Physics - Accelerator

Rates - Data Volume

°pP-p
small x-section + QCD background
--> rejection up to 10"

(10% for the Z at the Tevatron)

* Pb-Pb
not significant

. -> tructure

°p-p
14 TeV (mb's x-sect) - > 10**cm?s’' (40 MHz2)
~ 40 pile-up events / bunch xing (@ max lum)
--> pipelined front-end

* Pb-Pb

6.1 TeV/nucleon - > 10?7 cm?s™!
interaction rate is much lower than bunch xing frequency
-> no need of pipelining

L Mopeh - FNAL DAQ - Oct 8¢

es > t e
*p-p
event rate: 2 GHz
(or 40 MHz of 40 overlapping events)
prompt trigger rate:
dominated by QCD jets faking electrons in calorimeter
-> 40-50 kHz aggregate
* Pb-Pb
event rate: 4 kHz
prompt trigger rate (central collisions)
-> 50 Hz

tors --> data volumes
*pP-p
selection of interesting events in bulk of QCD
background

0(107) electronics channels (excluding pixels)
multi-fevel trigger selection

-> Tbit/s L1 throughput
--> MByte/s recording
* Pb-Pb
has to cope with huge particle multiplicity
8000 charged tracks/event

only minimal trigger possible
--> Gbyte/s L1 throughput
--> Gbyte/s recording

LMepel  FNALDAQ - Uctte



LHC Detectors

°p-p A Toroidal LHC ApparatuS
Compact Muon Solenoid

» Technical Proposal in preparation (Dec 94)

No, Channels ATLAS CMS
Pixel 145+10° 80-10°
Inner Tracker 7.110% 1610°
Preshower+Calorimeters 0.19+105 0.76+10°
Muons 1.2+10° 108
* Pb-Pb A Large lon Collider Experiment
* unique heavy-ion experiment at LHC
No. Channels ALICE

TPC 0.52+10°

Inner Tracker g9e10%

Part {dentification 3.2¢10%

Calorimeter 20+10°

L Mspen  FNAL DA - On da

Trigger/DAQ Architectures

* DAQ Logical Structures
* CMS

* Region-of-Interest

* ATLAS

* T/DAQ Components

* ALICE

L Mapeh - CHEPSS  aor M



Data acquisition logical structures

ATLAS
Detectors

Front-end pipelines
(= 107 channels)

Region of interest
{5/event)

Readout buffers
(= 2000 units)

Event builder
(16 1616 swilch)

Processor farms
(=106 MIPS)

CMS

Detectors

Front-end pipelines
(= 107 channels)

Readout buffers
(= 1000 units)

Event builder
(10° » 10° tabric switch)

Processor farms
(=4 105 MIPS)

40 MHz

105 Hz

10° Hz

102 Hz

40 MHz

105 Hz

102 Hz

CMS TnDeq Beseins Ocrober 1904

CMS

* CMS DAQ Parameters
« CMS DAQ

* T/DAQ Subsystems

* DAQ Main Units

¢ CMS Virtual L2

L Mages - CHEPSS - Agr B4



CMS DAQ parameters CMS two physical levels

Number of channels and data volumes (at 10* luminosity) _ ¢ Reduces the number of building blocks simpler design,

easier maintenance and upgrades

Detector No. Channels Occupancy% Event size (kB)

Pixel 80000000 .01 100 * Simplities the data flow

InnerTracker 16000000 3. 700 e Exploits the commercial components ‘state of the ant’

Preshower 512000 10 50 memory. switch, CPU

Calorimeters 250000 10 50

Muons 1000000 A 10 i ¢ Upgrades and scales with the machine performances

Trigger 10 fiexibility in logical redistribution of resources
* Makes full use of the computing power anyway needed

~ Average event size -1MB ‘ i for the off-ine analysis

Level-1 trigger rate 100 kHz

No. of Readout units (200-5000 Byte/event) 1000

Event bullder (1000+1000 switch) bandwidth = 500..1000 Gb/s (*)

Event fliter computing power = 510 MIPS Technology ansatz

Data production = Thbyte/day

No. of readout crates =300 ' .

No. of electronics boards ~ 10000 * The CPU processing power increases

by a factor 10 every 5 years (at constant cost)

* The memory density increases by a
factor 4 every two years (at constant cost)

e The 90's are the data communication decade

(*} In order to achieve the data acquisition figure of 100 kHz event rate after the level-1
trigger, the tracking data must not be moved into the readout network until the associated
event has passed the test of the high trigger levels based on the information from the other
detectors. This operation (called virtual level-2) is expected to reduce the event rale (for
the tracker data) by at least one order of magnitude.

CMS Tn-Dag Bassine Ocicber 1904 ) €15 T Daq Basatne Ocover 1994



CMS data acquisition Daia acqusition pasiz un:

DATA ACQUISITION BASIC UNIT | Readout Bus
- Up to 100 KHz event rearou:

- 100 (400 MB + .
l—'-—% - Event iragments ol 1000 {4000 Bvie-.,

[ Detector Frontend j
Hiah speeds mav ne requirea in lunchion ot in.

Monior bus (VME)
Level-1 _— event building level-2 and level-! RDPL
Frontend readout tevelt— | | partihoming
l Dual Port Memory
ROPM

E Flo Statusy -—— Multievent buftenng (100 M Too A .
vecmu Mmlw Switch Fabric Event builder EFC -1 Data link (one or more)

-

500 to 1000 Gt s at switeh ing

- Level-2 RDPM aperates at 100 k2 vve

oupt L
- Level-3IRDPM aperates al kov. t Lt ¢ i
Event hiter 10000 H-

[ Mass Storage ] | e oo oo v 1|
tector Frontend| St buondwils '
Level-1
Frontend readout. The readout is performed by (=1000) data acquisition units Event Flow ) .
composed of frontend driver boards and microprogrammable dual port memories Control Switch Fabric
driving a data link to a switch fabric. Each unit is able to handle an event rate of :
100 kHz and has the capability of multievent buflering (~ 100000 events %ﬂ‘jﬁ
fragments). . o [ Mass Sl‘orage i
In order to achieve the global data acquisition figure of 100 kHz event rate after
the level-1 trigger, the tracking data are not moved into the readout network until
the associated event has passed the test of the high trigger levels based on the
information from the other detectors. This operation (called virtual level-2) is
expected to reduce the event rate (for the tracker data) by at least one order of Frontend data acquisition. event data formatting. muiti-event butiering.
magnitude. The readout is performed by a local interconnection between the DPM and one

or more Frontend drivers. The bus is simple and can sustain few 100MB:s.
A descriptor contains the data access information and the event number in the
order of generation.

Event builder. Switch fabric network (=1000+1000) capable to assembly event
fragments from readout sources into farm memories.

Event filter. The event filter performs the high level trigger tasks and event The output is driven by external control and the events are selected bv event
analysis. It consists of (=1000) processor farms each connected to a switch number and named by destination task number. The external control can hol
output. Events are assembled into each farm by a switch interface at a rate of clear. read and read a clear a given eveni

about 100 Hz. Data are sent out to one or more output hink:

CWS Tn-Deq Besemne Octcber 1994 ..
ST LG Basewg Gzt er Ba



Event filter basic unit

[ Detector Frontend ]
Level-1
E",'c;"md Switch Fabric
Mass Storage ]

Status m

Control and Mass-storage

Internal

EVENT FILTER BASIC UNIT

«@——F—T Switch Farm Interface

- Event bultenng (handhng)
- Level-2 input event 100 Hz rate { 20 MB'’s)
- Level-3 input event 10 Hz rate ( : 10 MB/s)

—T Farm

« Multiple CPU workstation (= 4000 MIPS)
- Farmoutput : .t Hz

A multiprocessor system with fast input output.
When CPU and memory resources are available, a message is sent by the SF|
unit to the Event Fiow Controller.
Event are built either into the SFI memory or the CPU memory. The solution
depends on the architecture of future computer servers.

Selected event are archived by global service network facilities

CMS Tn-Dat Sessing Octover 1994

CMS trigger and data acquisition

l COMPUTING SERVICES }-—-‘ P

Two readout levels:
= 1000 micro data acquisition units. Frontend readout, multievent buflenng
= 1000°1000 switch fabric. Partial/full event assembly into prbcessor farm
= 5¢10¢ MIPS tarms. High trigger levels based on commercial processors

40 MHz

100 kHz
(max 300 kHz)

500.. 1000 Gb/s

100 kHz (LV-2)
20 kHz (LV-3)

5 10 MIPS

100 Hz

CMS Tr-Uag Besene Uctober 1934



High trigger levels

P ¥ S—

1) The level-2 selection uses the 2) The rest of the event data is
calorimeter, muon and preshower data. sent after the level-2 decision if
The sub-events are built using a fraction the event is accepted

of the switch bandwidth (e.g. 30%).

The two operations take place in parallel. .
The sharing between the level-2 data sources and the rest is such as to match

the event builder bandwidth with the level-2 acceptance rate.

- Up to 100 kHz with virtual level-2 mode
- Up to 50 kHz reading the full event data

CMS high level trigger simulation results

Level-2 and level-3 balanced data source (ATM 4¢4. RD-31 |. Mandjavize)
512 Level-3 DPM. 266 Mb/s 128 Level-2 DPM. 44266 Mb/s

d Bty The output intertace
demultipiexes events
into a 4 hnks farm

1024+1024 266 Mb/s switch

iR |

Level-1 event rate R+ 100 kHz Level-2 reductionfactor  F 10
Level-2 amount of data D :: 80000 Bytes { - 600 Bytes/DPM, input - 60 MB's. output 120 MB's)
Level-3 amount of data D - 700000 Bytes (= 1400 Bytes/DPM, input - 140 MB’s. output 30 MB/s)

LV1 rate (KHz) Switch (n*n) Link (Mb/s) Load (%) Latency (ms) Mode

100 10241024 256 54 20.100  Shaping
100 10241024 640 22 10.100  Shaping
100 1024+1024 640 22 4.20 Flow Crl.

256 Level-3 DPM. 622 Mb/s 128 Level-2 DPM. 24622 Mb/s

17 T i

512¢512 622 Mb/s switch

T ]

Level-1 event rate R = 100 kHz tevel-2 reduction factor  F - 10
Level-2 amount of data D = 80000 Bytes (= 600 Bytes/DPM. input : 60 MB s. output 120 MB's)
Level-3 amount of data D = 700000 Bytes (- 2800 Bytes/DPM. input - 300 MB's. output 60 MB/s)

LV1 rate (KH2) Switch (nen) Link (Mb/s) Load (%) Latency (ms) Mode
100 512512 640 43 8..30 Shaping
100 5120512 640 43 40 Flow Ctrl.

CMS Tn-Dog Bessine October 1904
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Region-of-Interest

e Assume we can drive the L2 trigger with the L1 system
* by passing 'Region-of-Interest' coordinates
low threshald calo clusters and muon candidates

 Adopt ‘Local/Global' scheme

for L2 processing FROM PIPELINE YesMNo
*suggested by nature of event ‘4__
event selection RO
processing is mostly on
‘pieces’ of events BUFFER |«g-p
+jocal processors jeatures
extract Rol's ‘features’
* global processors -4
Yes/No
event topology ana|y5's 70 READOUT
* Data reduction for Rol analysis
*No. of Rols / event

ATLAS Jet generation, 35 GeV threshold, full n coverage (6 units):
No. 5 Gev (isolation 5 GeV) = 2.6 average, tailup to 7
No. 6 GeV (no Isolation) = 3.7 average
-~> Take 1 Rol/n-unit
* Rol size:

On calo (electrons): Anxa¢ = 0.2x0.1 or 0.1x0.2.
--> 0.1 % of total calo area

*In inner tracker detectors, Rol projection size increased by z,,,
spread

--> 1-4% of total InDet area
(ignoring un-matched detector granularity and non-optimised readout)

*Rol data volume
does not exceed a few percent of total data volume
even assuming that all detector in full contribute to L2

L Mageit - FNAL DAD - Oct 84

ATLAS

¢ ATLAS DAQ Parameters

o ATLAS T/DAQ Architecture

* ATLAS Triggering and Data Flow
* T/DAQ Elements - DAQ Crate

* T/DAQ Elements - T2 & T3

L Mopem - CHEPSS - Ape B8



ATLAS DAQ Parameters

EVENT RATES DATA RATES
(@ 10* cm%s") (@ 10* cm?s™)
40 Mhz event
(20 events/b-c) ~-1MB
pipeline
Level 1: memories
hardwired
processors
10-100 kHz derandomizer  _ 4 Thits/s
multiplex,
compress dala
Level 2:
Q bufler memories
analysls
100-1000 Hz 1-10 GB/s
Readout
Event buildin
;:::' 3: full-event buffers,
analysis general purpose RISCs
10-100 Hz 10-100 MB/s

L Mapen FhALDAQ - Om e
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ATLAS Triggering and Data Flow

BEADOUT SEQUENCE

I_’ Det. 1 2 = Det. n | Dats stays in on-detector
1|T'l 1L [ 1111 L Lill pipelines for T1 istency
T1 drives T2 with Rol Titmancy =218
coordinates Ro! MTPX MTTX MTPY
Rol = low threshold calo
cluster or muon ——l
T T | - All raw data transfered 1o
VIR L] o Corde g | ocon | I e wucord R/O cards after T1 accept
"y I b i Ik technology, protocot.
i I s I e
101 111 data format irelevant
02 1 12 1o archecture
‘ S——— i 2im st max undormiy
= ity
12 1
12 = Switchine Matriz . l x) \[
based on e .
‘Local-Global' scheme Switching Matris__

Rol data transfered from

al 83078 extrac!
Local proce! DAQ crates 1o T2 system

Rot teatures’
Global p r
event 1opology analysis

lacal
(¥, 1.91| = = =| 11§ rareecing]
o

Full T2 accepted events
transiered to EB and T3

Data Ssorapc

]

T3 operates on full event
event buildng
tull event reconstruction
physics analysis

T/DAQ Elements - DAQ Crate

Det. ]
7] Ll
R
Rol MTPX
PRy Y
Ml ] “«’n
DAQ CRATE 18 Gbit/s - 200 units
Functionsl unit (e.g. VME 64)
- CPU:
0OS (RT-Unix)
initialisation, control. monitoring
- Trigger VF: 100 kHZ
T1 - Rol coordinates —> DPM address ~> T2
T2 - event ID --> DPM address ~> T3
-T2 Link: 150 - 600 Mbit/s
one or more / crate (ATM, FC, SCI, ...)
- T3 Link: 150 - 600 Mbiv's "
- R
- Readout Cards 1 Gbit's - 2000 cards one or more fibres depending on
optorecerver, DPM. CPU, ‘bus"” interface 1 technology/detecior
- Buffer memory 1000 events - 1 MB svrg
Dual (Triple) Port Memory
- On-board CPU i
- ‘Bus' interface 10 Mbits (T2, T3)
output port to T2 and 73

Ladeget Fua DAC Oet0e



T/DAQ Elements -T2 & T3

Det. 1
7] Ll
IGGER

- S

vk

T2 System istency: 1-10 ms

- Data Link: 150-800 Mb/s - 200 units
1 or more / DAQ Crate (up to 1 / RO Card)
(ATM: 155/620 Mbvs - FC: 2001000 Mtvs - )

- Switch 6 GB/s
no full sources-—->destinations required
possibly 2-stage as T3

- Local Processors 1-3 105 Mips.
specisl / general purposa (or mixture of)
paraliel processing ai detector and Rol levels

- Global Processors
match testures and topology algorithms

= Local/Global Net 1 Gbivs

T3 System
possibly same technologies as T2
- Event Buiider: 3 GB/s - 200 sources
two siages - detector builders (16 16x16)
- tull evertt builder (16 16x16)

- Processor tarm  10° Mips

fow biwidth (eature event builder .
paralel analysis of full events
- T2 Supervisor . clusters of processors at each EB port
~ - T3 Supervisor
N
U Mapeh  FNA; A7) OreSe
T/DAQ Components
DAQ COMPONENTS : ATLAS cMS
Average Event Size 1.5 MB 1 MB
Max T1 Rate 100 kHz 100 kHz
No. Readout Cards 2000 1000
No. Readout Crates 200 300
No. electronics boards 10000
I )
3 x (16x16) 1000 x 1000

Switching Fabric (T2+73)
Switch biwidth (1243)
Processing power (T2+T3)
T2 inputRate

T3 InputRate

100 Gbivs
1.5¢10° Mips
100 kHz

1 kH2

$00-1000 Gblivs
5¢10° Mips
100 kHz

10 kH2

L Slaget - FMAL DAD - Qe &




ALICE

¢ Data Volume
* Data Rate

o ALICE DAQ Architecture

(Mages CrEPld A 4

O

ALICE @ LHC } N

LHC in pp collider:
90 % of the time

LHC as Heavy lon collider:
10 % of the time

N

PP
: el

ALICE

CMS

Pb Pb

ATLAS

DAW 94 - ALICE Oct-94

P.Yande Vywe / CERN-BCP



f ( Data Volume E \
Time inner Particle Electro
Projec tion |Tracking |IDentification | Magnetic MB/ |
Chamber |System |(TOF-RICH) CALorimeter | Event
# Channels 520103 (91076 |170-3200 10*3 | 20 10~3
Time slices 1073 5 1 1
# bits 8 16-32 8 14
Occupancy 5%
Data volume 520 MB 520
Zero suppression | 22 MB 1MB 0.2-1.6 MB 0.035 MB 25
Cluster finding 13 MB 15
K Partial tracking 2-7 MB 4-9 /
DAW 94 - ALICE Oct-84 5 P.Vende Vyvre / CERN-ECP
/ ( Data rates ] \
LHC LHC

" Heavy lon Collider

Proton collider

Event Rate 50 Hz 500 Hz
Event Size 15-25 MBytes 20 KBytes
Data volume / sec. 750-1250 MBytes/s 10 MBytes/s
Data volume / year 1 month 10 month
1000 TBytes 100 TBytes

DAW 94 - ALJCE Oct-84

P.vande Vywre / CERN-ECP



Conclusions

Trigger/DAQ architectures for LHC experiments
Still need
finalisation of detector configuration
better understanding of requirements from detectors

Top-down designs starting
Need better view of suitable technologies

Event Building
10 - 100 GB/s required
107 - 10° sources-to-destinations
Industry standard or HEP development?
Still no clear solution

LHC experiments specify different requirements
Ditferent architecture approaches
Difterent Event Building loads
Ditferent complexity of control

Whether one or both approaches work
Technology solution can be common

en  Fra  CAC Came
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Title: Applications of Switching Networks and Meshes of Point-to-point
Links in Massively Parallel Systems

Presenter: Mark Fischler, Fermilab

Abstract:

Communications networks designed for massively parallel computers have many
properties desirable in networks used in data acquistion, event building. and
trigger processing. Supercomputer communication tabrics tend to have high
bandwidths, good switching flexibility, low connection latency, and robustness
against the failure of single components. An outline of various MPP
communications strategies is presented. We discuss various classes of
state-cf~the-art switching and supercomputer conmmunications fabrics

currently products, concrete pioduct plans, and conservative custom-laylt
options. Custom designs are contrasted with commercial products which may In
applicable off-the-shelf or with trivial adaptation effort.

<For this transcript, 1 have put the material on transparencies 1n UPFER (ASE.
Some indented material may not be presented at talk due to time cunstraints,

Switching Networks - |
We will discuss the concept ot

USING MASSIVELY PARALLEL PROCESSORS
(or at least their Interprocessor Connection Fabric)

FOR SWITCHING AND/OR PROCESSING
IN DAQ SYSTEMS

By Massively Parallel Processors (MPP) we mean collections which can go to
thousnands of CPU’'s, with some nature of tight interprocess communication.
That communication "backbone® can be exploited in a DAQ system as a super

switching netwoik.

MPFs can be obtained commercially. and we will desciibe what s emerging there.
There are also systems designed by smallish aroups tor specitic types of
applications, and some of these have sufficiently tlexible switching to t»: of

interest for DAQ.

This switching network can be of use in e1ther an

| L2 build tlie event’
EVENT BUILDER [ L2.% TRIGGER
o1 L3 _ record the event.

By "level 2.5 we mean that the full event 1s available but maybe not built an
one place; the output is a decision to discaid the event or the assembled event

to record.



Switching Networks - Switchiny Hetworks ’

Computer companies, driven by the requirements of some users, are making S
these backbones (sometimes called *switching fabrics®) WHO MAKES THESE SYSTEMS

There are the vendois, and although I've listed just their current products,

HICH BANDWIDTH
the trend is toward much better switch tabrics in intended product:.

FLEXIBLE

VENDORS SPECIALIZED
RAPIDLY RECONFIGURABLE for complex data movement . ooTTEERRTO o TTmTEmmm
. (oH) Col\MBI ot . st
and ROBUST because errors in an MPP system quickl, INTEL {PARA:ON VMBI (Howman whnst
make the entire system worthles... CRAY [Tih FERMILAB (ACPMAP.
“ONVEX EMPLA 1 GF
WHY WOULD AN EXPERIMENT CONSIDEF CONVEX [EXEMPLAK e (eEn
USING THESE SWITCHES It THEIR DAY. s61 {CHALLENGE) ISTE CITALY
ONLY IF YOU... 18M (SP2y QChEAN CIAPAM)Y
NEED BIG BANDWIDTH T™C (CM %) (rest an peace! SWITCHES DESIGNED FUR

GENERAL D us | !
AND (either) N L DAQ E (FNAL

- And there are groups creating dedicated system:. -- the key area 1s Lattice QCI
machines. Important examples are Notman Chrast’s at Columbia (always at ot
COMPLEX | NEED near the top in raw power), and our ACPMAPS at Fermilab, based <n crossbai
DATA OR INTEGRATED switches and emphasizing flexibility talthouah tor the past few years we have
MOVEMENT ! COMPUTING been at the top in power as welll.

PATTERN | POWER
There have alsoc been eftforts to cireate generval switche: to e used 1n
many HEP experiment DAQ systems. For example, Ed Barsottl et. al. at
FNAL developed such a switch system a couple of years agc. These have
generally not caught on, perhaps because until recently DAQ switching
needs were not as severe as they will be in the future.




Switching Metworks - 4

To evaluate these fabrics for DAQ use, it is important to understand the
strategies and models they employ:

STRATEGIES FOR COMMUNICATION
AND
PROGRAMMING MODELS
The connections can be nearest neighbor of global. A physical grid ot neighbor
connections can still logically be global if automatic routing is done in
hardware.

Programming models supported by hardwate ate listed in order ot 1nCteas:in
flexibility:

NEIGHBOR GLOBAL
LOCKSTEP COLUMBIA GF1}
MESSAGES iPSC (earlyt PARAGON
IBM SP2
REMOTE CM-2 CRAY TID
ACCESS ACPMAPS
GLOBAL XXXXXXXXX SG1 CHALLENGE
SHARED (makes no CONVEX EXEMPLAR
| MEMORY sense)

By °lockstep®, we mean all processors communicate at the same time
(not quite as restrictive as completely single instuction stream SIMD).

The important feature of message passing is that the target has to be prepared
to receive each message.

Remote access is the mode] chosen at FNAL for ACPMAPS. We base ours on crossbar
switches. Intel and Cray use grids with sophisticated routing chips at each
intersection -- the grid approach is a strong trend among vendors.

Hnally.' there is Global Shared Memory, whcih today is done via a shared bus or
SCI ring (which is a limitation). But it won't be limited that was forever.

Systems with neighbor connections, or based on message passing or lockstep
communication, are less suitable for use in a DAQ context.

Switching Networks - S
Today's leading-edge and most of tomorrows commercial system have some

COMMON FEATURES

HIGH BANDWIDTHS because vendors have learnt that no programming
tricks can overcome a net bandwidth deficiency

100+ - SEVERAL HUNDRED MB/S

today over each link, and these are bidirectional.

In practice, you get only half that bandwidth at most. Note that we always talk
1n MegaBYTES petr second; °“real men® don't use Megabits/second.

SOPHISTICATED ROUTING

* BASED ON ROUTING CHIPS: SMALL CROSSBAR + LOGIC
to handle routing decisions and
cache coherency issues.

* STRUCTURED AS GRID (in general, with variations)

* SIMPLE PACKET PROTLCOLS

ROBUSTNESS
* ERROF CHECKING AND/OR CORRECTION
* ALTERNATE ROUTING TO SURVIVE SINGLE COMPONENT FAILURES

VERY HIGH EXTERNAL °1/0° BANDWIDTH
¢ MULTIPLE INTERFACES FOR A VARIETY OF BUSES
PCI, ATM ...

This 1/0 connectivity is crucial for DAQ applications unless you choose to
directly mimic the internal switching protocol (which is probably unwise).



Switching H.-tworks - o

WHAT TECHNOLOGY CAN WE GET
FROM OTHERS THAN MPP VENDORS

That 1s, other pecple’s roll-their-own superccmuter projects
WHAT IS THERE TO EXPLOIT?

OPTICAL INTERCONNECTS

For one thin, optical connections aie emerging that allow you te 5 o-jnae tricky
liine-length and packaging issues X

++> DOIM

Dense Optical Interconnect Modules do hundreds or even thousands ot m.-qabytes
per second by combining multiple tibers.

OFF-THE-SHELF OR SEMI-CUSTOM
CROSSBAR SWITCHES

ALthough the coherency and packet switching logic in vendors‘ grid touting chips
would be tough to duplicate, with off-the shelf parts or routine semi-custom
logic one can create large simple crossbars --

++> 64-WAY 1S PRACTICAL TODAY

One example of how you would use these is in the active crate backplane ot
ACPMAPS, where processor or crate in terconnect modules plug into a ls-slot
backplane. You can then assemble many crates to form a system. Trace routing
problems limit this geometry to about 16 modules per backplane.

(Picture: The backplane has 16 connectors, multiple crossbar chips, and a
routing PROM plus logic.)

4

N

7
77

LWItSRI L T wer ks
“e 1llustrate what can bLe yone atong these lines today ty .

POSSIBLE FUTURE CROSSBAR SWITCHING GEOMETFY
developed by Don Husby at Fermilab.
The technical i1ssues to bLe resolved are how to route the switching puatd, t.
avoid crosstalk problems with the high clock rates needed.

FOUTING, CROSSTALF -- - SMALL BOARDS WITH A FEW CROSSBAR < HIFX
Phe solution as to product small boards tor shert pathu, with cnly o few
1oosbar chips on ecach 1. aveld trace touting nightmales.. tourse, eah

small board can only handle a nybble ci sG, but these can te stacked re give
1°0 Megabytes/second ot mct~ on each path.

III MO[ULEZS HAVE VERTICAL «OHHETTICH.
' 'To ZIDE: CF ZEVEFAL H R1TONTAL

am SAITCHING BOAR[:Z
(=2

‘fou can put together a system with an arbitrary numoer ot such stacks, with as
many links between them as are needed. because there can be many paths between
stacks, the routing logic should deal in terms of sets of links iather than
specific links. Thas will minimizes contention traffic jams.

A MINOr 1mprovement 1: to nse nd-sided ol clrcular stacks ot crewsbar toatd,

T allcw the piug-1n moaures #Xtra chilp helght over most L thelt

ate ..




Switching Networks - 8

WILL THESE SWITCH FABRICS BE AVAILABLE?
WITH COMPUTER -- YES $858555588S$

Of course the vendors want to sell their product, but it may be expensive
overkill.

WITHOUT (MASSIVE) CPU POWER -- OK SOME THOUGHT

It will generally be possible to save money by configuring a low powe:r,
relatively low memory, high 1/0 and connectivity balance, it appropriate.

COMMERCIAL FABRICS ALONE
-- SOME NO, OTHERS YES
-=- TAKE REAL EFFORT

Few if any will sell their routing fabric cheaply as a standard product. But
colaborative innovative efforts are welcomed by some companies.

SPECIALIZED MPP INTERCONNECT HARDWARE
-- IF SPECIFIC PROJECT MEETING NEEDS

This is practical if some project has switching technology that meets youi
needs. Then you can by trom a company that is manutacturing boaids fot that
project, or replicate designs -- most projects will welcome that. Ot cours.,
to know what these projects are doing takes some attention.

== CAN DESIGN YOUR OWN
SHOULD BE LAST CHOICE

Put many times there are no alternatives; you do what is needed to make the
experiment fly.



Using Massively Parallel Processors
For Data Movement (Switching)
and/or Processing in DAQ Systems

and/or
L2 build the event?
Event Builder | L2.5 Trigger
L3 record the event?
SWITCHING FABRICS:

e HIGH BANDWIDTH
e FLEXIBLE
e RAPIDLY RECONFIGURABLE
e ROBUST

Why would an experiment consider using
these switches in their DAQ system?

Only if you need

BIG BANDWIDTH AND...
Complex Need
Data Integrated
Movement Computing

Pattern Power.



Who makes these systems?

Vendors Specialized
Intel (Paragon) Columbia (N. Christ's)
Cray  (13D) Fermilab (acrmaps)
Convex (Exemplary IBM (GF11)
SGI (Challenge) APE (Italy)
IBM (SP2) QCDPAX (Japan)
TMCR «mMm-5 Switches desgined for
general DAQ use (FNAL)

Strategies for Communication

and
Programming Models

Global
Lockstep LA ~GFI11
Messages S il -Paragon; IBM'SF2
Remote CRAY T3D;
Access ACPMAPS
Global Shared 2| SGI Challenge
Memory g¢| Convex Exemplar




Common Features
High Bandwidths

® 100+ = several hundred Mbytes/sec
Sophisticated Routin

* Based on routing chips: §mall crossbar + logic
* Structured as grid (with variations)
e Simple packet protocols

Robustness

e Error checking and/or correction
¢ Alternate routing to survive single failures

Very high external “I/O” bandwidth

* Multiple interfaces for a variety of buses
(PCI, ATM, ..))

What technology can we get from
projects other than MPP vendors?

What will specialized systems be able to exploit?

Optical Interconnects
= DOIM  (Dense Optical Interconnect Module)

Off-the-Shelf
Semi-Custom
= 64-way is practical today

} Crossbar Switches

rout
PROM
&logic

........
R




Possible future crossbar switching geometry:

Trace routing
Crosstalk

I Modules have vertical connections to sides
1 of several horizontal switching boards
=2

} Small boards with a few crossbar switches

-

m

Possibly 64-sided stacks to provide
extra chip height on modules

Arbitray number of links between pairs of stacks
Routing logic in terms of SETS of interstack links

Will these switch fabrics be available?
With computer — YES $5555
Without massive CPU power — OK

ut some thought needed

Commercial fabrics alone

— Some NO, others YES
— Requires real effort

Specialized MPP interconnect hardware
— If specific project (or its switching) meets your needs

— Can design these on your own
That should be the LAST choice




How to decide

flexibility }7
compute power| °

Do you need the {

Is there a {Fess| that meets needs ?
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Use of Switches and Point to Point Networks
for Intermediate Level Triggers

Marvin Johnson
Fermilab

Abstract

This paper discusses the use of switches and fiber optic links in
intermediate level (Level 2) triggers.

Introduction

The trend in high energy physics experiments is to look for ever rarer
events which usually means ever higher rates. The amount of data that can
be written to storage media is limited by both the physical media constraints
(bulk, cost and so on) and the amount of labor available to analyze the data.
The best solution to this problem is to be more selective in choosing data o
record which requires more discriminating triggers. The advent of
microprocessor farms for level 3 triggers and various types of event builders
have significantly improved the overall performance of the trigger system.
However, making decisions earlier reduces the demands on the data transfer
system and usually increases the system bandwidth. This paper describes
some current level 2 systems discusses some possible future developments.

Level 2 triggers are defined as the non dead timeless trigger between the
dead timeless level 1 and the processor farm. Processing times are typically
between 10 and 100 ps.

Better triggers require more information which usually means using data
from different parts of a subdetector or different detectors. In other words,
they will use some type of event building. Several experiments already use
these techniques. Section I discusses some existing trigger systems built in the
last few years. Section II describes the use of passive optical splitters and cross
bar switches in future experiments.

l.'.Some Examples From Current Experiments

There have been several trigger systems built in Europe using INMOS
transputers. Transputers have several built in communication ports so it is
fairly easy to build systems that communicate locally between nearby sections
of a detector as well as with an overall processor. Fig. 1 shows a diagram of a
level 2 proportional wire chamber trigger system based on transputers from
UAG6 at CERN!. This device finds tracks in proportional wire chamber data.
The Receiver Memory Hybrid (RMH) devices read out wire chamber data
from the detector and send the data to the Parallel Crate Acquisition module
(PCA) devices which are transputers. Two of the four 1/O ports connect to
adjacent transputers so that data from nearby wires can be combined to find
lines and points. The other two ports are connected to the analysis network

Analysis Network

Rosn PCA .#
Pl e =
ot CA
T
Nods® T T T ‘ z
-
&€

¢yl -
E‘J.,A. The UA6 Transputer-based data acquisi-
tion and trigger system for multiwire proportional
chambers.

H1.  ANALYSIS NETWORK

I
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which is also composed of transputers. The analysis network is essentially
the level 2 trigger system. The PCA transputers are used to find lines and
points in the wire chambers. These data points are then sent to the analysis
network which then fits them into trajectories. This is event building on a
local level which is not too different from many level 3 systems. The switch
in this case is software in the transputers.

The second example is from the Zeus detector at HERA®. Fig. 2 shows a
black diagram of this transputer based system. This one closely follows an
event builder type of approach. All of the boxes in the figure include two
transputers.  The white ones are part of the general event building network
for the detector and the black ones are dedicated to the second level trigger
(SLT). Both systems are organized in a tree like structure and both employ a
loose form ot pipelining (each row is processing a different event but there is
no time synchronization). Front end data is brought into the transputer
board from the front ends. Data is shared between the event builder and the
trigger by shared memory. Data is not transported to level 3 unless there is a
positive second level trigger so data does not flow through the system in
parallel. Rather, the front end buffers hold the data while it is sent through
the various levels of the trigger system until a level 2 accept is generated.
Each layer of the tree computes part of the second level trigger and sends it on
the next layer. The switch is again software inside the transputer.

1. Future Trends

The next example is a proposed second level impact parameter trigger for
DO . 1t uses data from the silicon and fiber tracker detectors as well as different
regions of the same detector. This system is similar to the Zeus system
described above but differs in several important areas both in architecture and
hardware implementation. The main architectural difference is that the
normal DAQ system and the level 2 trigger system get the same data at the
same time rather than retransmitting the data from the DAQ system.

The DO system uses fiber optics to transmit the data from the front end to
the DAQ system. The present design uses GLink fiber drivers from Hewlett
Packard3 . These devices take in a 16 bit word every 18.8 ns and send it out
over a fiber optic cable (over 800 Mb/s on the cable). Trigger data is obtained
by splitting the optical signals with a passive splitter into two identical parts
with one going to the DAQ event builder and the second going to the trigger.
Each receiver uses a separate GLink receiver. The GLink driver can
synchronize any number of receivers as long as they receive an adequate sized
signal. At the moment the driver can drive only two receivers. This system
can accept additional level 1 triggers when level 2 is running so event data
must be buffered before sending it to the level two processor. This buffering is

done directly after the level 2 receivers. Figure 3 shows an overall block
diagram of the system.



Fiber readout Silicon Readout
Module Module
Passiveoptical
splitters
Level 3 Bufter L Level 2 Tngger Level 3 Butler

Trigger
Supervisor

Fig. 3. Block diagram of a possible level 2 trigger system using fiber optic
cables. Passive optical splitters are used to share the data between the normal
processor farm buffer and the level 2 trigger system.

The DO system uses programmable hardware in the form of field
programmable gate arrays to do high speed data selection. Data from the
fiber tracker is completely processed to determine roads in the silicon data.
This data is then loaded into static RAM based gate arrays which then select
any silicon hits associated with this road. Different sections of the silicon
readout may contribute data to a given track. The data from these different
sections are collected together via a cross bar switch in a manner identical to
that of a switched based event builder. Impact parameters are reconstructed
via digital signal processors. DSP's are used over general purpose computers
because of their superior speed. Fig. 4 shows a more detailed block diagram.
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Fig. 4. This figure shows a more detailed block diagram of a possible silicon
trigger system. Data from the fiber and silicon system is used to select hits in
roads in the silicon data. Hits from different detector segments are combined
into one DSP by a crossbar switch. The DSP then computes .an impact
parameter.

DSP's are very powerful computational engines. However, they work best
on a specific type of calculation; namely the sum of scalar products. in order
to get the best performance from DSP's, the algorithm should fit into this
form. Punzi and Ristori have suggested a method of linearizing constraint
equations They do this by calculating the parameters at the center of every
road and then using a Taylor series expansion to first order about the center of
this road. The authors show that this method gives results that agree well
with that obtained by a non linear least squares fit.

Summary



Fiber optics has sufficient speed and density to allow signals from many
different detectors to be brought to a single printed circuit board for level 2
triggers. Splitting the optical signal with passive splitters allows data to go to
the trigger system at the same time that it goes to the normal DAQ system.
This simplifies.both the DAQ and the trigger board.

The rapid progress in field programmable gate arrays now allows very
complex logic to be embedded in a single integrated circuit. Many of these
devices are also based on static RAM so that the trigger logic can be modified
by downloading new equations without removing the boards.

The computation speed of DSP chips is increasing quickly. These devices
give their best performance when evaluating scalar products so some
algorithm development may be necessary to get the best performance from
these devices.

1 C. Comuat et al,Atransputer-based second-level track trigger in the SppS
Coltider for the CERN UA 6 experiment, Proceedings of the Eighth Conference
on Real-Time Applications in Nuclear, Particle and Plasma Physics, June 8-13,
1993, Vancouver, B.C. P 419.

2 5. M. Pawlak and J. Milewski. The Design of the Zeus Backing Calorimeter Data
Acquisition and Trigger System. Proceedings of the Eighth Conference on
Real-Time Applications in Nuclear, Panicle and Plasma Physics, June 8-13.
1993, Vancouver, B.C. P 450.

3 HDMP-1000 Tx/Rx Pair, Hewlent Packard Co.










Comgarison of the ATM Switching Fabrics

Don Peterson

AT&T Bell Laboratories
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Traffic Characteristics Analysis
I

ATM Switch Fabric should be capable of handling a wide range of
traffic characteristics simultaneously:

constant bit rate traffic
bursty traffic

at high link utilization and low cell loss rates.

h%m

Burstz Traffic Example

Incoming Outgoing
Cell Streams Switch Cell Streams
Output IFO
[T 4 N N\ A\ ]
Output FIFO
) . N 1 1 1 1 |

i Same Cell Loss Probability and Buffer Si
el (e Tncoming Cell Barst Tensth Decy eases Throughput

Shading represents source of cell

H_—
=7\
—




Traffic Characteristics Analysis
= I

Burst Length: 20, 100, 200 cells

Link Utilization: > 80% w/o instability

-10
Cell Loss Rate: < 10
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Small Module ATM Architecture Concepts

Self Routing -> Real Time Interpretation of Routing Info

Output Queuing - > Best Delay/Throughput Characteristcs
assuming infinite buffers

Result: Focus of ATM System Design is on Output
Queuing Architectures that make Efficient Use of
Buffering.

Small Module ATM Architecture Classification
]

1) Input Buffering

2) Cross Point Buftering

3) Dedicated Output Buffering

4) Shared Output Buffering




lngut Buffered Architecture

Input [B]

Input

[ ] L] O  cmm—

L 4 [ ] O  ce—

Crassgoint Buffering Architecture

Input

Input |

5
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Output

ﬁf

Output




Dedicated Outgut Buffering Architecture

Input - FIFO Output

Input _ FIFO Output

Input ‘;':i:-'{:j = Output

Input e Output
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8x8 Fabric Buffer Size Corhparisons.

Fabric Shared Shared Dedicated Cross
Type Output Input Output Point
Buffer Buffer Buffer Buffer
Buffer 650 1200 3520 8700
Size
-10

80% Load, Mean Burst Length of 5,10 Cell Loss Rate




| 8x8 Fabric Allowed Utilization Comparisons

Fabric Shared Shared Dedicated Cross
x Type Output Input Output Point
Buffer Buffer Buffer Buffer
\ Allowed 88% 2% 45% 10%
‘ Utilization
I
-10

Total Buffers 8000, Deterministic Burst Length of 100 Cells, 10  Cell Loss Rate

\ 4
| System Performance _
\ 10
Nonblocking
Output
8 Banyan Input
Buffered
Buffered
\ Mean Waiting 6
\ Time (Cells) 4
2
\ 0
0 0.2 0.4 0.6 0.8 1.0
’ Offered Load (p)
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Benes Alternate Routing Fabric Architecture

Stage 1 Stage 2 Stage 3
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Benes Blocking Scenario

Stage 1 Stage 2

Stage 3

|
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Stage |

Stage 2
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Stage 3
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Clos Alternate Routing Fabric Architecture
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Kez Results

Shared Memory Architectures Achieve the Best Delay/
Throughput Performance

Shared Memory Architectures Require the Least Buffering

Growable Architecture Achieves Near Ideal Performance for
Large Fabrics
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Aspects of ATM for Data Acquisition
Systems
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Abstract:

ATM is the technology chosen by International Telecommunication Union tor the
Broadband ISDN, but it has also been embraced by the compuier networking
industry as the next generation standard for both local and wide-area high speed
networks. ATM network products are appearing on the market, with the promise of
high volume production and the associated benefit of low cost and large feature
sets.

The talk aims at providing a sufficient background in order 10 be able to decide
whether it is worth investigating in the direction of ATM or not. The talk will
explain what ATM is as a core concept, but will also inroduce a number o
neighbouring concepts that cannot be dissociated from ATM: physical kiver and the
role of SONET/SDH, Adaptation Layer. and the issue of cell los: .
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Prof. Dr. Jean-Yves Le Boudec

EPFL-LRC Tel +41 21 693 6611
Labo Rescaux de Comm Fax +41 21 693 6610
IN Ecublens leboudec@di.epfl.ch
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1.

Asynchronous Transfer Mode : the industry choice for broad-
band and multimedia

ATM stands for "Asynchronous Transfer Mode™. It is a standard defined by the
ITU (Intemational Telecommunication Union) for the broadband ISDN, namely,
for integrated services networks at speeds above 2 Mb/s which are assumed to
emerge in support of multimedia services. ATM defines a sct of interfaces between
network provider and attached equipment, but also defines 1o a very large extend
the rechnology that is used for building the broadband, integrated services
networks.

In the ITU's view, ATM is to be used as the strategic technology for broadband
services, however, this would not necessarily be sufficient for muking ATM a
success, as is testified by the current situation in computer networking, where
dominant technologies are not based on ITU standards. The key event was the
perception by the majority of providers for local area network solutions that ATM
would be the basis for their next generation of products. Beyond this, ATM has
now become the hasic strategy for almost all computer networking product
vendors, as far as broadband and multimedia products are concemed, for both the
local and the wide area [1].

ATM is intended to support traditional data equipment, as well as vidco, audiv and
multimedia sources.

Figure 1. ATM is a fixed size, packet switching technology supported
data, audio, video and multimedia sources.

In this paper, we highlight some aspects of ATM that, in our understanding, are
relevant to support the decision whether to use ATM or not in a data acquisition
system.



2. What Is ATM ?

ATM is a packet swilching technology, as are traditional computer networking
technologies (Intemnet, Eu lic data services using X.25, proprietary computer
networks using SNA, DECNET, etc.). However, it differs from those traditional
packet switching technologies in two respects :

- ATM uses fast packet switching protocols
- ATM uses fixed-size packets, called cells.

Fast Packet Switching

is an evolution from traditional packet switching that emerged in the cighties |2].
Traditiona) packet switching is based on analog lines and software processing of
packets in the network nodes; at every network node, packets are processed
extensively in order to perform such functions as comect transmission errors, limit
the number of packets being sent in order to avoid congestion (flow control), or
fnfgmenl packets into smaller size packets. This extensive processing is possible in
software, but is not suited to hardware implementation, which would enable much
higher network performance. On the other hand, it is less necessary where high
quality digital links are used. These considerations paved the way to fast packet
switching protocols, whose characteristics are :

« intermediate nodes perform no ervor correction or flow control (their essential
function is thus reduced to understand a packet's address and forward it to the

appropriale output por);

o all links in the network support the same maximum packet size, so no
fragmentation is required at intermediate nodes;

¢ all error correction and flow control functions are performed in the end systems.

Another interesting feature of fast packet switching is that, since the neiwork nodes

do not perform the traditional data network functions, it is also well suited to

;\;ppo;’t' audio and video traffic, for which error recovery via retransmissions is not
sirable.

Fast packet switching gave birth 10 the Frame Relay standards, a set of interfaces
that support public data networks at speeds up to several Mb/s; fast packet
switching is also implemented in the latest SNA versions called APPN/HPR. ATM
is, as mentioned carlier, also a fast packet switching technology (3).

Fixed Size Celis

ATM differs from the other fast packet switching technologies mentioned above in
that it uses fixed size packets, called cells. The motivation for fixed size cells comes
from hardware considerations : implementing a cell switch is simpler than a variable
length packet switch, and can support higher bit rates [4]). The standardized cell size
(48 bytes of user information, plus 5 bytes of overhead) is a compromise beiween
large cell sizes (64 bytes and above), supported by data overhead considerations,
and small cell sizes (32 bytes and below), supported by the requirement to avoid
excessive packetisation and other delays for voice services. Indeed, when voice is
transmitted in packet form, the time required to build a packet grows lincarly with
the packet size and adds to the averall delay; voice services are very sensitive to
delay because of echoes. The current cell size imposes a 5.75 psec delay per
packetization for voice coded at 64 kbys.

Label Swapping

An ATM link carmries a number of conncctions over the same physical link.
Different connections are identified by a label, called Virtual Path Identifier / Virual
_Cha;nel Identifier (VPI/VCI). The VPY/VCI is 24 bits long at the user to neiwork
interface. -

Figure 2 shows the basic operation of an ATM switch. The label in a cell from one
input link is used to determine the correct output link, by consultation of the
switching table. The label values are purely local to links, so two different
connections on two different physical links may have the same VPY/VCL

Figure 2. Label Swapping in an ATM switch



Therefore, the ATM switch needs, in general, to modify the label when transferring
cells from input to output links (this is called "label swapping"). The switching
table contains the new label value and is therefore also called swapping table. Note
that figure 2 is a conceptual vue and in many architecture the switching table is in
reality distributed in a number of data structures located in input or output adapters.
Before a connection can actually be used, the labe! swapping tables need to be

configured (by a signalling or management system). This is the fundamentally
connection oriented nature of ATM

Label swapping is one of many possible ways of identifying different data tlows in
a network. It is used by computer network technologies such as APPN, but many
other technologics use different concepts. With the RS VP protocol for instance,
every packet carrics the address of the destination (coded on 32 bits) plus a flow
identifier that all together uniquely define the connection. This contrasts with label
swapping where the label is a local identifier, that has no end-to-end significance.
One overwhelming reason for selecting label swapping in the case of ATM is the
small cell size that forbid the necessarily longer global addresses.

3. The Physical Layer

Like any packet technology, ATM requires a bit transport mechanism to camry the
cells over a physical medium. The ATM reference model defines a physical layer
with a very large variety of options, that can be classified in one of three categories:
framed, asynchronous, or cell based physical layer, depending on which method is
used to recognize cell boundaries in the bit or byte stream. Bit rates vary from 1.5
Mb/s to 622 Mby/s.

Framed Physical Layer

This is the case when an SDH, SONET 155 Mb/s or DS3 45 Mb/s byte transport
mechanism is used. In such cases, the physical layer system offers a frame
structure with a 125 psec period. This frame structure can be used to identify cell
itions. With DS3 systems, ccll boundaries always occupy the same position
nside the frame, so alignment on the frame boudary (a DS3 system function) is
sufficient to be able 1o read the cells. With SDH/SONET systems, there is not an
integer number of cells per 125 psec frame; a pointer in the SDH/SONET path
overhead is used instead to help determine cell boundaries (together with the self
delineating method of the cell based physical layer below).

9 og|;ctr. 26l octet g !:I_ ot
o sall
-1 |au-s e JEl 74 LS [ veed
B 53 [
d | s 1 |
al
= \
o b 722 DI
B ;
At (:"_]} 24 ,
A = D 2
4 ¥ Tingearr s
L Vve-a IO
53 octets

Figure 3. ATM over SDH

Asynchronous Physical Layer

Some other physical layer systems, for short, local area links, take advantage ot
line coding technologics used for instance for FDDI. This is the case of the 100
Mb/s physical layer definition; it uses 4B/5B line coding, whereby non data
symbols can be sent on the linc. As shown on figure 4, when there is nolccll o
transmit, idle symbol pairs (JK) are serit. The beginning of a cell is marked by
sending a TT pair. This physical layer is asynchronous in that the start of a celf can

occur at any time.
HONDATA DATA DATA :
SYMBOLS SYMBOLS SYMBCLS

R 1 p
1 TP
|La—— 53 bjtas ——> ——— 53 byles ———»~

dikir 1 K|K

Figure 4. ATM over 100 Mb/s physical layer

Cell based physical layer

Another possibility for detecting the cell boundaries on a bit transport mechanism is
to use m?headcryerror code (ElEC) for the ATM cell header. Every cell header
carries 4 bytes of header information, plus one byte of cyclic redundancy check. As
a result, a correct 5-byte header belongs to a specific lincar code (the polynomial

5



written from the 5 bytes must be a multiple of X8 + X2 + X + 1). This can be used
to detect cell boundaries since it is very unlikely that a sequence of words in the
ATM cell payload consistently carries 5-byte words that belong 1o the code ihis is
actually only true after scrambling the cell payload). This principle is applied for
instance to ATM cell transport over the (little widespread) interface definition that
uses the cell format as a framing structure (the “pure ATM imerface™). segments 3 48 bytes [

ATM and SDH .
It appears from the above that an ATM network can actually use a large vanety of ncefts 3 53 bytes
interfaces, among which are SDH/SONET interfaces. Like in any packet switched ATM-SOU type
n

network, it is quite possible (and usual) 1o mix different physical interfaces in the
same system. There is no need for SDIH in order 10 build an ATM system. even
though it is likely that this will be one of the dominant types of interfaces. In any
case, if SDH interfaces are used in a local, private environinent most of the
complex SDH operation and maintenance functions intended for public networks

need not be impiemenicd. Figure 6 : Segmentation with AALS

AALS is imglememed in end-systems, for example on workstation adapters in
pmrfnmmab e hardware or dedicated circuits. Segmentation and re-assembly are
4. The Adaptation layer performed only at both ends of an AAL connection, not in the intermediate
switching points, which handle only ATM cells headers without (in principle)
. having to know about the cell contents.

ATM uses short, fixed size cells, whereas data protocols generate variable length,

longer packets. The necessary adaptation is fortunately well defined in a now stable

standard : the ATM Adaptation Layer S (AALS). As illustrated in Figure 6, AALS There exist other AAL types. AAL1 supports the emulation of digital circuit
takes as input a variable length message (up 10 64 bytes), add 8 bytes of control and lnnsxon (for example DS1 at 1.5Mb/s or E1 at 2 Mb/s). AAL 3/4 is an altemnative
error checking pads the message to make it an integer number of 48 bytes, and to AALS that uses more overhead (for instance 4 bytes out of 48 in every segment),
transmits the resulting segments in ATM cells. In order to perform re-assembly at but supports muliiplexing of several AAL connections on one ATM conaection. [t
the receiving side, the last segment is differentiated by a bit set in the ATM cell is less widespread than AALS.

header. This set of function is called segmentation and re-assembly (SAR). It is
very efficient in that it uses extremely little overhead. AALS ofters a connection

ice, with a one to one mapping with the underlying ATM connection. The complete AAL is not only segmentation and re-assembly. Additional functions

can be defined to make the AAL connection reliable (HDLC -like functions), or 10
make it emulate existing services such as the frame relay care service. It is worth
data ame < 64 KB dan frame < 64 KB g noting that an ATM equipment, with AAL adapters and ATM switches, offers

connections for ransferring very large blocks of data (up to 64 Kbytes) even
1] though the ATM building block (the cell) is smaller.

Adapaion AAL connection Adspiaton 5. Cell losses
Layerin - —— - — - - = = - | Layerin
Adapmer Adapter

As any packet switching technology, ATM requires buffering cells at intenmediate

D D D X >< I I l I I | ‘ points, and potential cell losses may occur when a buffer overflow. ATM networks

avoid cell losses by one of two methods.

ATM swilches
« contract based connections,

* be ions.
Figure 5 : ATM Adaptation Layer Connections support the transfer of st effort connections

large data blocks . -
Both types of connections can exist in the same network, and many networks today

offer only contract based connections.
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Contract Based Connections

Figure 7 : Source Policing, or Usage Parameter Control

With this method, every connection comes with a traffic contract, negotiated at call
establishment between the network and the user. The waffic contract specifies such
things as the maximum peak rate, and maybe a maximum sustained rate and burst
size. For example, a connection may be specified with a peak rate of 10Mby/s, a
maximum sustained rate of IMb/s, and a burst size of 1 Mbyte (meaning that at
most 1 Mbyte of data can be sent at a time at the full peak rate of 10 Mb/s). In
reality, the parameters are defined in a slightly more complex way, using a formal
definition, called the generic cell rate algorithm (figure 8).

This contract enables the network control software to decide whether the connection
can be supported by the current state of the network. Based on offline buffer
modelling studies, this guarantees that cell losses occur only rarely (usually with a
probability less than 10-9), In some cascs, a network may offer several qualities of
connections, with lower quality connections suffering from a higher cell loss
probability (10-5). In all cases, the contract also guarantees the user a specified
throughput, much like in a circuit-switched system.

This method requires that the connection behave, at worst, according to the
network control's expectation. Since connection rates are limited only by the
physical link rates, it is necessary for the network to implement a mechanism to
enforce the contract. This is called Source Policing, or Usage Parameter Control
(UPC). UPC is implemented at network boundaries, on the network side of the
user-network interface. Cells that violate the contract (cells in excess) are discarded,
or are marked with a lower priority using one bit in the cell header (cell loss priority
bit). Cells with Jower loss priority are discarded first in case of buffer sawuration,

The combination of UPC and network control software is thus able to guarantee
quasi-loss free operation. One key aspect of network control is the amount of
capacity that need be allocated 10 every connection : for a connection with, say a

cak rate of 1 Mby/s, susiained rate of 10 Mb/s, the network will allocate a value
ying somewhere between 1 and 10 Mbys, depending on a number of parameters
such as link buffer sizes, maximum burst duration for the connection, and the
aggregate characteristics of the other existing connections |5].

GCRA for Sohrce Policing

t: arrival time

Te : peak interval

tau : tolerance

tat : theoretical arrival time

it (t < tat - tau)
result =NONCONFORMANT ;

else |
tat = MAX (t, tat) ¢+ Te;
result=CONFORMANT;

}

Figure 8. The generic cell rate aigorithm

In cases where the peak rate is large (10% of link rate or more), it is however
difficult 10 allocate signifiantly less than the peak rate; in other words, the statistical
gain with this method is low for very bursty sources. This and other reasons
motivated the introduction of best-effort connections.

Best Etfort Connections

This type of connection is not associated with a contract guaranteeing some
throughput. In contrast, the actual throughput attainable on such a connection
depends on the instantaneous states of the network. The ATM Forum calls this
service “available bit rate (ABR)", which indeed means that best effort connections
are intended to utilize the network capacity that is either unallocated, or allocated but
unused.

The available capacity is thus shared between best effort users, dynamically, and
without reservation. Of course, if nothing is done, buffer overtlows are likely 10
occur as soon as the network is not extremely lightly loaded. Cell loss avoidance
mechanisms are thus necessary.



Proprictary solutions by DEC (credit based) or IBM (backpressure based) exist for

Eree operaiion. A protecal bwecn wior ot moebors hanisms, nd tlow 3 loss. " Commers m's"ﬁm,,,‘:”:,"’:“m:‘l‘::‘e‘l’h“‘“”' = ‘Aﬁ‘;:na’:cm‘;:‘?‘smé’f:“y‘ o
. user and network regulates the admission i i j

cells (credit or stop and go), and once a cell is admine‘d. the network wiﬁ ngl K,,b,mym y him‘h in p i Mu;wdsz’_mdmmdl complete netw B soluions

discard it for reasons of buffer overflow. Inside the network, a buffer to buffer ( 1y, s B Vanous sizes ' 9

protocol (implemented in hm”lwm) avoids cell losses, possibly at the expense of

spreading congestion from a "hot spot” area back to the sources. Faimess among « SDH/SONET is suited to transport ATM cells but is not the only available
connections is guaranteed by implementing the protocol on a per- connection basis. transmission technology.

Of course, if such protocols guarantee loss-free operation, there is, in contrast, no

guaraniee about the delay for individual cells to traverse the network.

« Loss-free, best effort ATM services are available for the local area; guasi-loss
free, contract based services exist for wide and local area.

CONGESTION ATM is an industry and services consensus, and even if somc aliernalive
T} packPRESSURE ’ technologies exist, the advanced standardization status of ATM, together with its
VAT ~ } intrinsic benefits and its complete network solution, will very like}y guarantee high
7T (P>t [estry! L] >~ volume, if not low cost, development of components and solutions. ATM is
' B ISP = 8 g as the unchallenged next generation high speed local area network, and
T A R will be dominant in network backbones, both private and public. It is less clear, in
= contrast, whether ATM will also make the last step and penetrate the workstation
e [ Ra— world as Ethemet and Token Ring did. :
—— .'~.. No Backprasgure
|/ T 7. How to know more
o The interested reader should start by getting the "Frequently Asked Questions”
p 02 04 08 08 10O

(FAQ) list about ATM, available by FTP from cell-relay.indiana.cdu. This FAQ
contains an updated list of specific and tutorial documents. Various courses arc also
organized throughout the world (cpit@di.epfl.ch).

Figure 9 : Backpressure protocol supporting loss-free operation for the
best-effort service

These solutions do not scale well to networks with very long links (they require
large buffers). Solutions that use more dynamic buffer allocations are being
researched. Aliernative to the hop-by-hop solutions mentioned above are the end-
to-end, or edge-to-edge soludons used for instance in Frame Relay or APPN/HPR ¢
the ends of best effort connections sense the amount of traffic and the delay
chanacteristics, and adjust their rate in reaction. Such solutions are believed to
provide reasonably low loss probabilities under reasonable traffic assumptions.

For data acquisition systems, it is probably worth remémbering at this point that
local area ATM networks are able to provide loss-free best effort services.

6. The ATM perspective

In this very short overview, we tried to highlight a few features of ATM as of end
of 1994 that are relevant to DAQs.
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What is ATM ? For whom is ATM ?

(Qtechnology QLAN
(Q service interface Q private WAN
() standard ) public WAN
ATM Cell e

_A:‘:- Hgader ATM Payload
50 (VPINC')

1cell = 53 bytes

. Fixed Size
. Packet (cell with VPI/VCI)
- One Physical Channel at one interface
. All services
. Simple Protocols
— Losses not corrected




Switching Table

o Portin VPI/VClin| Portout: VPIVCI Out
ATM = fixed size, packet switching 1 a W16 o -
Q hardware 1 b 2 d
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Q label swapping

(Q connection setup
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(Q services ATEA Adaptaticn Lav:
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(Q management I i _
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Q control ATHA v;
- just beginning —
‘ Physical Lave TC
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PHYSICAL LAYER

Physical Layer

SONET Cell Based

622.08 Mb/s Block Coded S

100 Mb/s
155 Mb/s

E3, DS3, E4
45 Mb/s
139 Mb/s
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Data Maintenance Idle
Cell Cell Cell

. Cell Synchronization on Header
Idle cells for slip or stuffing
Different links not bit synchronized
PDH, CM|, ...

Framed Physical Layer
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NON-DATA DATA DATA
SYMBOLS SYMBOLS SYMBOLS
p A, P
J3(313[3(3]33|T T
~+—— 53 bytes - - 53 bytes ——»
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* FDDI - PMD at 100 Mb/s;

« MUNI at 25.6 Mb/s is similar;

ADAPTATION LAYER
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Adaptation Layer for Data

data frame < 64 KB data frame < 64 KB

Adaptation AAL connection Adaptation
Layer in e S ) e e T o | Layerin
Adapter Adapter

OO0 s > OO0

ATM switches

« part of ATM standards

* hardware adapters

« available today

« performed only at end-systems

g e e

ageintimes 48.bytes i iliatr:

last first
n segments a 48 bytes [: |
+ type 1 +type 0

ncellsas3bytes | | |

ATM-SDU type
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CELL LOSSES

CELL LOSS AVOIDANCE

ATM network avoid cell losses by one of two ways

« contract based connections

« best-effort connections

Both can exist in paraliel on one network

FL-11



CONTRACT BASED CONNECTIONS

Usage
Parameter

Pescarsnsm

- contract at connection setup
- maximum peak rate
- maximum burst size

- enforced by source policing

« network control software guarantees quasi-absence of buffer overflows

« guaranteed throughput to user

FL-13

BEST EFFORT CONNECTIONS

- no guaranteed throughput - best effort

- capacity shared dynamically without reservation

- flow control being specified at ATM-Forum for loss avoidance local area

- products based on hop-by-hop backpressure or credit are loss-free



Backpressure

Desired Features

— No buffer over-runs

— No buffer under-runs

— Fairness

~ No deadlocks

— Robustness

— Reserved-bandwidth
traffic not affected

- VC-level granularity

CONGESTION

Cells/ )
gmeslol With Backpressure

.. \o fB'ackpreséurc

. aa
---------

PRODUCTS

Implementation Issues

— Flow control signal in GFC
field or private cell

— UNI: Implementable with

SARA chjpset
— Complexity of flow control
and scheduling at VC level



Enabling

Software

CONCLUSION



CONCLUSION

ATM the consensus on high-speed packet switching
hardware and large scale benefits
"ATM" is cell switching + adaptation layer + physical layer + signalling

loss-free, best effort local areas exist

quasi loss-free, contract base wide and local area

SDH / SONET one of several bit transport mechanisms suited to ATM

- ATM does not require a uniform bit transport mechanism
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INTERNATIONAL DATA ACQUISITION CONFERENCE
FIBRE CHANNEL INTRODUCTION

Roger Cummings
Chair, ANSI TC X3T11 {IPl, HIPPI, FC)
Senior Advisory Engineer, StorageTek

October 26, 1994

TOPICS

*  Architecture and details of Fibre Channel
¢  Where did Fibre Channel come from?
e Data Acquisition applications of Fibre Channel

e  Summary
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FIBRE CHANNEL ARCHITECTURE

e Composed of two entities:

= Functional definition of a Fabric - an active, intelligent

interconnection mechanism:

s Complete definition of interface between Fabric and user

equipments {Nodes)

¢  Functional model ensures that Fabric internals are transparent to

Nodes

s Change system cost/performance by changing only Fabric - no

change to Nodes

£C iredustion Reger Curnminge
Pege J mmk Octobar 2R, 1004
FIBRE CHANNEL ARCHITECTURE
Fabrc
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FIBRE CHANNEL FABRICS

e  Supports many different topologies, not just switches:

= Arbitrated Loop for iow-end cost-effectiveness (virtual Fabric)

s Switched Fabrics for high system bandwidths {many parallel
transfers) and excelient expandability

= Many other appiication-specific Fabric possibilities

e Key to the architecture is that Fabric provides management, control
and monitoring functions

s  Nodes are just data sinks and sources

FC Intreduction Reger Cumminge
Page § swngmk October 28, 1904

FABRIC OVERVIEW

e  Fabric provides three classes of service:

s Class 1 Dedicated Connection and Ports (i.e wire)
Guaranteed delivery, end-to-end flow
control

o (Class 2 Multiplexed, switched, Many to Many Ports

Guaranteed delivery with buffer-to-
buffer & end-to-end flow control

= (Class 3 Datagrams
"Ship and Pray", delivery not
guaranteed

e  "What goes in must come out” (down to frame level)

e Single-level address domain {24 bit address)

FC Intreductien Reger Cummirgs
Pege 8 Stongmk Ostober 20, 1984
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e Separates management and control from "users”:

* Facilitates putting Node interface functions in hardware:

FC intreduction

Pege 8

WHY THIS APPROACH?

Many protocols to be carried on FC were designed for short
cables only, not network management

Locates management in Fabric where information is available
Avoids the "chain effect” {only as strong as weakest link)

Single implementation of segmentation/reassembly, flow control &
error recovery for all protocols

Leverages capabilities of VLSI for cheap interfaces

Allows high utilization of gigabit and faster links

Reger Cummings
October 28, 1004
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INTERFACE ARCHITECTURE
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FC Intreduction _ Roger Cummings
Poges Shngm October 26, 1904
INTERFACE ARCHITECTURE

e FC provid® a transparent delivery service:
s Protocols define "data blocks” in memory

into a Sequence of frames

by the interface cards, transparent to the software

FC intreduction

Poge 10 . Storagdlek

=  FC interface card fetches data from memory, disassembles data
Sequence transmitted thru Fabric to destination
Destination interface card reassembles frames and recreates the
original data block in the destination machines memory

e All flow control, error handling and most levels of recovery performed

Reger Cummings
October 26, 1994




INTERFACE DETAILS

e  Four data rates supported - 133, 266, 531 & 1062.5 megabaud (data
carrying capacity of 12.5, 25 50 & 100 megabytes/s)

e Optical variants use led & laser transmitters, muitimode and single
mode fibre:

= Shortwave laser variants most popular & cost effective
(2km@266, 1km@531, 0.5km@ 1062.5 megabaud|

e Electrical variants use ECL transmitters, video coax, subminiature coax
(all rates) & STP (266, 531 only)

e Philosophy is that FC will run over what's available

FC Intredustion Reger Cummings

Page 11 w Octeber 26, 1004

COMPATIBILITY

s  Proliferation of variants causes little incompatibility in the field:
s All parts of an FC subsystems do not have to operate @ same
rate, use the same technology
= Only F_Port has to match N_Port technology

e De-facto child card scheme simplifies transceiver interchange in the

field:
s Available at all rates and with all technologies
s Gigabit Link Module spec in public domain
s All high-speed serial paths restricted to module
s Simple parallel TTL-level interface to rest of interface card °
FC intreductien Reger Ciammings

Poge 12 Sbumk October 20, 1804




INTERFACE DETAILS

e  Cading scheme is 8B/10B (same as ESCON, IBM patent generally
available for FC):

=  One Special character used in first byte of four byte structure
gives simple byte and word alignment mechanism
a  Simple encode and decode in paraliel logic

*  Framing protocol uses variable-length frame structure with fixed
format 24 byte header:

*  Specifically designed for implementation in hardware
s Each frame is self-describing

FC Intreduction Roger Cummings

Page 13 smsmk Octeber 26, 1904

FC FRAME FORMAT

| Dh2112 b b

End

e | (Oponl et + Poad W ane o

S
W Frame Dl Fie

Frame

FC imreduction Reger Curvwmings
Pege 14 shum October 26, 1984




INTERFACE DETAILS

e Powerful look-ahead flow control for high-performance long distance

operation
o Class of Operation controlled by Start of Frame only
e Fixed format 24 byte header includes:
24 bit source and destination addresses
Type of protocol encapsulated in data field

Identifiers for Sequence and Exchange Constructs
Optional gather and scatter support

e Data field size holds 2K of data plus its own 64 bit header

FC intreduction

Pege 16 StorngeTok

Optional extensions for security applications, 64 bit addresses

Neger Cummings
October 20, 1904

EXCHANGE CONSTRUCT

e  Peripheral command sets have half duplex command flows:

s Use identifiers to relate received info to previous transmissions

s Each protocol uses different details

e Exchange provides generic construct to support protocols designed for

bidirectional but half duplex bus schemes:
Explicit passing of permission to transmit data

Helps ensure distance-insensitive operation
Direct index into control structures at each end

Single, optional interrupt upon completion, or chaining

FC Intreduction

Page 10 StorageTric

Facilitates use of existing drivers with new FC interfaces

Allows complete Operations to be performed in hardware

Reger Cumminge
Octeber 26, 1994
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FC intreduction Reger Cumminge
Pege 47 Shnmk October 28, 1984
MULTIPLEXING ‘

¢ Frames, Sequences and Exchanges can all be muitiplexed:

*  Frames from one Sequences interleaved with Frames of other

Sequences
| §
[ ]
[ ]
= Controlied in
e
FC intreduction
Poge 18

Multiple Exchanges active to a Node
Oriented to protocols that support deep command queues
Integrated with the flow control scheme

real time by hardware

Leverages the abilities of multi-threaded DMA

October 20, 1804




FC SUMMARY

* Designed from the beginning to achieve high-performance by
hardware-intensive means

* Integrated flow control and muitiplexing to achieve huge system
bandwidths even in widely distributed systems

e Supports a large variety of existing and future protocols and types
{e.g. peripheral command sets, network protocols) with a single
infrastructure

e Scalable in both performance and cost/performance over a wide range,
expandable aimost without limit

FC imreduction Reger Cummings
Poge 10 sbngm October 26, 18004

WHERE DID FC COME FROM ?

e  ANSI Technical Committee X3T11 began work on FC in 1988,
development of actual standards in 1991:

e  First FC standard (FC Physical and Signaling Interface, FC-PH) close to
publication

¢ Fifteen other FC-related projects presently underway, in three groups:

Basic definitions {FC-PH, FC-EP, FC-IG)

Fabric definitions {Generic, Switched, Loop, Services)
Protocol mappings (SCS!, IP1-3, Block Mux, 802.2 LLC, AAL5)
"Foreign™ transports (HIPPl, ATM etc.)

FC intreduction . Reger Cummings

Page 20 StorageTek October 26, 1994




FC STANDARDS PROJECTS,
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FC intredustion Reger Cummings
Poge 21 StorageTek Octeber 26, 1004
FC FUTURES

Higher speed physicals still in 19951

X3T11), generic guide in process

FC intreduction
Page 22

Starting work on FC-EP (Enhanced Physical):

Storagelek

2 & 4 gigabit physicals - s/w laser mm and single mode
Twinax cables to 1 gigabaud
Fractional bandwidth allocation (virtual connections)
Hunt Groups, Striping
Class 3 Broadcast & Muiticast {unreliable)
256 levels of priority

More protocols and types of protocols (do not have to be done by

Reger Cummings
Octeber 26, 1984




FC APPLICATIONS

e  Scalability of cost/performance and system size, Class 1 and Class 2
operation plus the number of protocols supported leads to a wide
variety of applications using the same infrastructure

e  Mass storage applications range from an interface to a 3% inch disk
drive to large disk farms

e Network applications range from terminal networks to router and
gateway interconnects to backbones to supernets

e  Many more areas - real-time, simulation, avionics, conferencing,
imaging, broadcast studio, etc.

FC intreduction Reger Cumminge
Poge 23 . smmk October 20, 1804

ADVANTAGES OF FC FOR DATA ACQUISITION

e Hardware-only first level sensor interface muitiplexing:
s Leverage existing components - low cost, high performance

e C(Class 1,2 & 3 allow very small to very large data blocks to be
efficiently transferred using the same infrastructure:

= Change the mix of Classes between experiments based on
latency and throughput requirements

Obtain high bandwidth utilization numbers in all situations
Class 1 & 2 provide lossless, deterministic operation
Support all types of protocol - network, channel etc.

Easy to support special and vendor unique protocols

FC tntreduction

Page 24 W Ostober 26, 1904




ADVANTAGES OF FC FOR DATA ACQUISITION

* FC designed from beginning to coexist with other technologies:

= Mappings to/from ATM & HIPPI exist
= SCI recently requested, type codes allocated for both SCI &
Futurebus :

* FC allows systems which are cost-effective, scalable and expandable
across a wide range of data rates and system sizes

e Even possible to design a special switch:

s Maest FC-PH Fabric model
s Remain compatible with COTS FC-PH equipment

FC lnreduction Reger Cummings
Pove 28 StorageTek Octoner 26, 1004

DATA ACQUISITION EXPANDABILITY (1)

Workstaion Sensct interface

FC ntreduction Reger Curnmirgs

Page 20 smmk Octeber 26, 1004




DATA ACQUISITION EXPANDABILITY (2)

Up 10 1208 sensor interfaces

FC Intreduction Roger Cumminge
Poge 27 w October 20, 1904

DATA ACQUISITION EXPANDABILITY (3a)

Up 1o 128 senscr interfaces

FC intreductien Aeger Curnmings

Pose 28 Storagelek Octeber 26, 1904




DATA ACQUISITION EXPANDABILITY (3b)

Osteber 29, 1984




SUMMARY

Fibre Channel allows small low-cost systems to be expanded
seamliessly to very large systems:

Hardware focus lead to good utilization even @ high data rates
Excellent interconnection flexibility with Loops and Switches
Supports a wide range of traffic types with the three classes
Deterministic operation in Class 1 & 2

Fibre Channel architecture allows special equipment to be used
seamliessly with existing COTS products:

s 15 sources of FC Silicon (and GaAs)
#  FC interface cards for VME, EISA, MCA etc. already exist

FC Intreduction Aeger Cummings

Fae 1 stor.gmk October 20, 1004

SUMMARY

Fibre Channel has been adopted by a wide spectrum of computer
industry:

=  Significant product announcements already made (workstations,

disk arrays etc.) with many more to come
=  Commitment to FC as interface of choice by HP, Sun, IBM
s "The next generation disk array”
= Supercomputer support as welll

Fibre Channel was designed from the beginning to interoperate with
other technologies such as HIPPI, ATM etc.:

= Allows the best technology to be applied to the task in hand

FC intreduction
Pege 32

Reger Cummirge
smm October 26, 1004
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SCl far DAQ I'NAL DAQ Conlerence

Scalable Coherent Interface

Applications to DAQ

DAQ Conference FNAL October 26-28

Hans Miller

CERN /ECP-EDA
RD24

Hans Muller CERN RD24

SCI foe DAQ FNAI. DAQ Conference

SCI for HEP experiments

A uniform
high performance

LOGGER

INSIDE:

-ringlets TAPE
-switches
-bridges
MEMORY —» PROCESSOR
Nodes  Mowmniehiodss  Nodes
tens of Gbytes/s
0’s: (* n

High bandwidth (up to 1 Gbyte/s per node)
Sharing of address space is system wide (64 bit)
See front-end memory nodes like local memory
Avoid data copying, use caches

Fully symmetric communication

Packets protected via CRC, Retry packets
Mix inversely directed data streams

store& forward routing, low latencies

Copper and Fiber optics

Price per node falling towards 100$ US
Quacacled  debi oty v‘, pocleeh

Hans Muller CERN RD24
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for DAQ FNAL DAQ Conterence

# of re;

SCP’s marketplace is very small today
...but SCI solves a general problem of

MPP: Memory sharing and low latency
Most of SCI is in R&D Labs.. cooking takes time
Physical layers need work...1SO-1EC, WG 15
Fiber links for 1 Gbyte/s nceds initiatives.. there are
Support chips ( Cache, Memory Controller)

. still missing (?)

SCI bridges: currently only SBUS .. wait for PCI

SCI switches: still haven’t seen one ( ..N month ?)

.
~
\\

Cons
\\[\‘\

|

i
1

today

v

irements of HEP Experiments;

Crate/node power loss: keep ringlets alive
Cabling requirements : "harsh environment"
N->1 event data synchronisation

Hans Muller CERN RDM

SCl for DAQ

=

FNAL DAQ Cunference

Status of the standard

[ ANSI/ IEEE approved

“I[qered [«

~,

i Not only a performance |.
|issue, also long lifetime +
,teclmology mdependencell

B oow 20 ov o0 0 o B - - -

'
ﬁ '
I ] |

[
1 DAQ will need cached data |1

4

=2UAI24 0D PR |

] 'cceSS’ whether coherency is ' Mem()l'les d()li&‘ D“al Poﬂ Ram* :

' needed is not clear. Howeven ‘¢
" ! if needed the bit fields are oo
! there in each SCI packet. s

ERTRETL)

fprocessors done: R3000, 680407,

Standard 1596-1992

+ newly approved ISO/IEC 13961
WG 1S: SCI in harsh environments
Substandards:
P1596.1 Bridge Architectures
P1596.2 KiloProcessor Extensions

P1396.3 Low Yoltage Differential
P1596.4 RAMlink

P1596.5 SCI Data Pmn,m
P1596.6 SCI/Rceal Time
\

A Related Standards +Technologies
%\ [IEEE 1212 CSR Architecture
« P1394 Serialbus
({ulckrmg (LVDS) by National
, Semiconductors

' d

A

)

o Sparc* PA-7100*
' " DSP: C40 in VME
coming' pPC60x* ~

bldlrecﬁomﬂ Fqu

"‘cache-coherent
-Video RAM -

Buses IBdldges dnne-VME* SBUS*,.
’I\lrboChannel o

oS ming' PClbus*(})
ATM?, Fastbus* !

L-...'..‘.'..---..---..--..-..-_-l

* are commercial products, all other research item

Huns Mutler CERN K24




SCI for DAQ FNAL DAQ Conterence

SCI gives us:
computer-bus-like services
over distance and between many nodes
Astandard with built-in scalability.
An SCI Ringlet example:

RLUCEIVING -
: ’§bNDlNG

Ringlets are implemented via SCI cables or Fiber Optics

Ringlets on average can take bandwidth of 2 Nodes ( up 2 Gbyte/s)
Receiving nodes may be intermediate nodes to further ringlets
Send buffers are kept till echo from next node is returned

Hans Muller CERN RD24

SCl for DAQ FNAL DAQ Conference

FLAG

16xDATA

CLOCK

SCI packet encoding on 16 bit wide links

=
=1 I T
|
Hay NN :’ B B W
Ininln Lo L L

E : 4{; 2ns (500 MHz) . |

| | 1

'2 byte DATA @ 2ns = 1 (:Byl“cAs

- ]!

1 | | |

| I | i

L RE

! i SCI packet ': :‘

|

HEADER DATA RC

l 16, 64, 250 bytes
ADDRESS (64 bits) + COMMAND
ard, ECL

GaAS nodechips Dolphin, ECL ~ -> 500 Mbyte/s
GaAS nodechips Fujitsu, ECL -> 700 Mbyte/s

Vitesse Datapump ,2*2 switch LVDS -> 1Gbyte/s
IBM BiCMOS Lincchip, LVDS*  -> 1Gbyte/s
LSI Logic CMOS nodechip -> 125 Mbyte/s
Linc Controller ..... -> 200 Mbyte/s

Hans Muller CERN.RD24



SCl{o DAQ FNAL DAQ Conterence SCl for DAQ FNAL DAQ Conference

SCI packet: S n :
a sequence of 16 bit SYMBOLS

Request /Response packet Echo packet () Inter- M)

——= Responder

Ons

2ns

4ns

Ons

8ns
o Request -> Response: between any
requester and responder (latency is
mostly responder property, min 1 us

@ Echo Subactions: between pairs of
intermediate SCI nodes ( depends
on link distance and speed ).
Echos for buffer propagation
Echos carry retry information.

Requiest Request Echo Idle Response Fcho
~ REapid—F2—> _ Split transactions allow for bus-like connection,
time on SCI linc however simultaneous ( no WAIT signal ) )

Huns Muller CERN RD24 Hans Muller CERN RD




SCI for DAQ FNAL. DAQ Confcrence

Measured/reported SCI latencies

CERN GaAS ( 500 Mbyte/s chip ) latency (ns)
DMA, dmove6d write 560
RIO R3000 MIPS firmware IF for 1700
‘“dataless” dmove64
RIO R3000 MIPS firmware IF for 21 300

dmove64 "real data” write+read

Apple ATG GaAS ( 500 Mbyte/s chips ) latency (ns)
Inter Quadra 68040 memory-memory 5000-7000

Convex GaAS (700 Mbyte/s chips ) latency (ns)
memory access (best local - worst remote ) S00- 18000

CERN CMOS ( 125 Mbyte/s chip ) latency (ns)
DMA, dimove64 write on CES® SCI18224 2800
Sbus memory-memory CERN 4000

RAL/Manchester( 125 Mbyte/s chips ) latency (ns)
DBV44-SCl interface, between user buses 2500

* GaAS 1/2 Gbyte/s speed Chipﬁ approach already
1 ps latencies

* Extrapolation from 1/8 Gbyte/s CMOS chip to
coming LVDS ( 1/5 .. 1 Gbyte/s) chips: | ps = normal
—pp SCI latencies are really bus-like

Hans Muller CERN RD24

SCI for DAQ FNAL DAQ Conference

LVDS Low Voltage Signalling
P1596.

New line driver/receiver standard for high speed with
much interest in Telecommunication Industry.

Compromise: low Voltage and high noise immunity

* lower voltage swing than PECL/ECL:
differential signals centered around 1.2 Volt (GTL)

* constant current ( 3.2 mA) with Z,,, matched to line

* Receiver Common Mode range between 0 and 2 Volt

* termination Ry on receiver device around 100 OHM

* Power dissipation in termination much reduced as
compared to ECL-> no external termination resistors

Test Chip 1.2 u CMOS at 400 Mbps

Vregeiver ?0.05-2.3 Volt Common mode on R
- <) a WRNEE
i FPPPORKECORA TS
P ! 1 at receiver ¢
1 l‘_ \ 4

—
25ns 300 MHz over 3m of 8 pair Twinax Cable tested

LVS Chips;  SCSHII cable 50 MHz
* [IBM’s S00MHz BiCMOS: LVDS at 1.0 Volt
* Vitesse's S00OMHz DATAPUMP uses LVDE
* Dolphin’s next LC uses LVDS .
* National: New TTL-LVDS Quad Rx/Tx chig

* RAMLINK uses LVDS

Hans Muller CERN RD24
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ission_interconnec

\ Caaes + CGoumecTons + St?uoﬂ, Cl over i r trans

Use of HP full duplex Gigalink Chips HDMP-1002/1004
\ Helral

soofB/s  3IM Sme Je o —)wnx.qq-- sets
( rppusive + }mf;.'lz)

NODE | Laser transmitter 1300 nm

125T8/s 3Mels AT T
( Fq,gll,e ) anrelialle )
- Mo Lol 2 Aaans et b ok

\ AMPLIVUTE SO 4+ §O

SCl over Fiber (1.4 Gbaud) )

Shus-
SPARC

SCI- in HP_Gli
\ 17 bit parallel ( 16 data 1 Flag) -> serial 20 bit frames (CIMT coding)

PLL locks on user supplied frame ra.. clock ( also low speed applications)
To be kleol - - - 65 MHz 16bit parallel in -> 1040 Mbit/s serial bit rate ( 1300 Mbaud)

Extended operation rates, chips typically work up at 2 Gbit/s, future 3 Gbit,

-~ cal lowss Sc ) Cost 117 USD for 1 € 18
Mo1ec :;’j(jz alisus 0:4 wl GAI , 24:?;\'4- % Optical modules: BT&D and Finishar use Glink with Laser optics

\ _§ HM S € S"- M Su l.“ ‘?- (Qm 4 ( L‘. Hans Muller CERN RO



SCI for DAQ FNAL DAQ Conference

SCI BRIDGES and Adapters

FASTBUS VMEBUS
( Struck) (Dolphin )

—r

v
\
4

NODE l SCI-SCI

< TS
1

P
- —

SBUS PCI bus
(Dolphin) ( High interest 1)

RD24, Star, CES, Struck,Dolphin, BiRa,Apple,..
Exists:

SBUS-SCI: SCI development kit (Dolphin)
includes Unix drivers.
RD24 shared
memory tests on Sparcstations

VMEDbus: Expected early 95 uses Cypress
VIC chip and LSI Logic nodechip

Hans Muller CERN RD24

SCI for DAQ FNAL DAQ Conference

First Two ringlet bridge with

n mor :

Use of CMOS Nodechip bridge feature

Unix WS 1 Unix WS 2

Shus-SC°t

Ringlet B ? g 4 S Ringlet A

Requester A 22 Requester

Responder A 4 Respondet

All transactions pass the bridge error-free
transfer latency is 1.8 microseconds

Hans Muller CERN RD24
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FNAL DAQ Conference

Tested: SHARED MEMORY via SBUS

USER SPACE

KERNEL SPACE

| Remoiely Mapped eally

from mapped
. Node2 | e ff Node2

Mmap

common
shared
memory

SCI

Example is applicable to N nodes and any distance

TRANSPARENT ACCESS
NODE 1 NODE 2
td - open(“/dev/scil”, 0 REMOTH MAF) td = open(®/dey, i 1,0 LOCAL MAP)

ioctl (£d, CONNECT, Nodeld) ioct 1 (1, CONNRCT, Hodel:d)

ptr = mmap(fd, 1024);

Apte = 1203

close(fd);

ptr - mmap(td, 1074);
princt (N it i 1 5% e

close(Fd);

Hans Muller CERN RD24
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DAQ - ARCHITECTURES USING SCI

A.
RINGLIETS

- ——

PRODUCER
. NODIES

—J

=0

R e & .

CONSUMERS

Note however that:

Ringlets do not sca<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>