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ConferenClWlIighLignls ...

The First International Data Acquisition Conference was hosted by Fennilab, October 26­
28th, 1994. A mixture of industry and laboratory speakers presented talks on a variety of
subjects related to emerging standards for high speed data transport. European
participation in the conference presentations was especially strong. The fIrst day was
devoted to data acquisition requirements at cUITent and future detectors, with a review of
research projects in data acquisition and tutorials on ATM, Fibre Channel and SCI. The
second day covered integrated circuit, board and system level products useful in
assembling large data acquisition networks. The fInal day included discussions of
software, simulation and system design issues in future data acquisition systems.

In response to a questionnaire, attendees rated the conference at 4 out of a possible 5 in
nearly every category, with almost unanimous agreement that the conference should be
continued on an annual or bi-annual basis. The organizing committee would like to thank
all attendees and everyone who contributed their effort to make this a successful conference
at Fermilab.



.•.•.... Conference Questionnail"e.. 5 .....

Conference Questionnaire

1. On the basis of the following general characteristics, how would you rate this conference?

Host Institute poor excellent
Fermilab 1 2 3 4 5

PosterNendor
Selection of Posters 1 2 3 4 5

Oral Presentations
Selection of topics 1 2 3 4 5
Selection of speakers 1 2 3 4 5

Panel Discussion
Mix of panel members 1 2 3 4 5
Topics discussed 1 2 3 4 5

Accommodations (one hotel)
Holiday Inn 1 2 3 4 5
Red Roof Inn 1 2 3 4 5

Social Events
Dinner at Fermilab 1 2 3 4 5
Dinner at S1. Charles Place I 2 3 4 5
Wine & Cheese Reception 1 2 3 4 5

Conference Taxi Service 1 2 3 4 5

2. Did you have adequate time to visit the PosterNendor Area? Yes No

3. Was the PosterNendor area too isolated from the oral
presentation area of the conference? Yes No

4. Should this conference be continued on an annual basis? Yes No
a. Ifyes, select the next host institute.

Comments:

2



Results of Ques~ionnaire
(202 Attendees)

(42 Attendees Responded)

1. On the basis of the following general characteristics, how would you rate this conference?
Host 1nslllU8 Selection of Poelera
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2. Did you have adquate time to visit the PosterNendor Area? 37 5
3. Was the PosterNendor area too isolated from the oral

presentation area of the conference? 25 17
4 Should this conference be continued on an annual basis? 26 12

or the attendees responding w~; 11 stated every other year.
a. If yes, select the next host institute. Europe 6. CERN 7_
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The Data Acquisition Conference was recorded on 14 VHS video tapes as shown in the following
tables. These tapes are available in NTSC (USA) fonnat at a cost of $10.00 per tape or $140.00
for the full 14 tape set of the conference. They are also available in PAL (European) fonnat at
$40.00 per tape or $S6O.OO for the full set. To order, please enclose the following order fonn and
make your check payable to:

Fermilab
PO Box 500
Batavia, II 60510

T 1

Tapt.> Quantity Price Each Item Cost
NTSC I PAL (Qnty x Price Each)

Tape 2 10 / 40
Tape 3 10 / 40
Tape 4 10 / ; 40
TapeS 10 / , 40
Tape 6 10 / .~4O
Tape 7 10 / .40
TapeS 10 / .40
Tape 9 10 / ~4O

Tape 10 . 10 / ~40

Tape 11 10 / 40
Tape 12 .10 / S40
Tape 13 10 I 40
Tape 14 ~1O / 40
Full Set (Tape 1 thru. Taoe 14) $140 I ~S60

Sub-Total
Shipping and Handling

(per Tape) $1.00
Total Order Cost

5



Tape 1
Session 1: Requirements & Current And Proposed Architcctures

Dale Time Sc,sion Title

• i (Joel Butler· Fennilab),,

I
8:45 I SI-2 "CDF & DO Data Acquisition Systems"

9:05-1--sr:3
_~aris Sehi£!S....:...~ __._____

"SLAC & KEK B Detector Data Acquisition Systems",
(Walt Innes - SLAC),

!

I 9:25 l SI-4 "STAR Detector Data Acquisition System"

I I (Mike Levine - BNL)

I 9:40 ! SI-5 "PHENIX Detector Data Acquisition System"
! (Cheng-Yi Chi - Nevis)! I

I 9:55 I SI-6 I"ATLAS, CMS & ALICE Detector Data Acquisition Systems"
(Livio Maoelli - CERNILBL)

61

Tape 2
S('~sion 1: Rcqlli~m('nt, & Currenl And Proposed ArchitecTurcs

Date Tim\: Session Tille
11/2 94

1
10:45 I Sl-7 "Applications of Switching Networks and Meshes of Point-to-

point Links in Massively Parallel Systems"
I (Mark Fischler - Fennilab),

I
11:00 SI-8 "Applications of Switching Networks & Point to Point Links

in Other Physics Applications"
, (Marvin Johnson - Fermilab)

I 11:15 I S2-1 ''High-Speed Switching Networks"
I <Don Peterson - Bell Labs)

T<tp(' 3 - -
Session 2: Switching Tutorial & Standards ... Tutorials & Status

Date Time Session Title
•

Tape 4
Session 2: S\\'irchin~ Turorial & Standards ... Tutorials & Sr:lrus

Date Time Session - Tille
10/26/94 i 14:50 i S2-4 ! "SCI"

...._._._.._._.._..j _ _L _. IJ!!~~M;.;;;u;;ll;;.;;e r --CERN)=~r...-_--- . -t

i 15:50 i S3-1 i "ATM Research Projects"
1 l 1(Jean-Pierre Dufev - rJ:1HJ\..........-- - -..- -- -.-.- - },; - --..-.---~ -"::.~:::.~--,--_._-------__t
1 16:22 l S3-2 1''Fibre Channel Research Projects"
1 1 ! (Erik van der Bii - CERN)
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Tap(> 5 .
Sc~sio!l 3: Current & Planned R&D Effons

D.IlC Time Scssintl Title
10/2./94 I 1•.50 < S3-3 I SCI Research Projects

I 17:50 S3-5 ''Mattix of Projects and Standards"
I (Robert McLaren - ( ~"'.K N

10/27/94 I. 8:30 S3-6 "New VME Standards For Physics Applications"
, ! (Robert Downin2 - University ofIlJinios)

Tap£' 6 - - .
Scs!-ioll 4: IIHC!!raICd Circuits and Board ProdllcL<;

Date Time Sessio!l ~ Tilk

9:2 S4-2

10/27/94 8:45 S4-1

I

10/27/94/

·----r-l=""=0,....,,:5=0-+---cS4-4
I
~

Tape 8
S('~~il)l1 5: SWiLChc,",

DJte Tmlc Session Tille

14:15 S5-3

14:45 S5-4

MAN and Public

7



I ....

- . . - - - .. .' .. "Tape 9 -.- .,. -- .- -" -.- ..~ .-............ - -~----- -. i

Session 5: Switches
Date Time Session Titltl

10/27/94 1 15:15
!
•

55-5 "Overview of Optical Switches"
(Larry McAdams· Ootivision)

16:05 55-6 II ''Prizma Switch"
; (Ton Enabersen - mM Zurich)

__.. .._L_._~.~_~_~_~ .~._~~.~~__J_~=~~:~~~U Labs S~_itc~.~:::~~~....__.__._..._._.
1 17:05 I 55-8 ! "Switches for Point to Point Links using OMIIHIC
1 I I Technology"

\ I (Ernst Kristiansen - SIN I Cl" J

I---~-~ ---.__ . .. "" Tape 11 -.- - - -- - -_. - -.-

. S~ssion 6: Simulation Goals & Techniques -
Dare Time Session Tille

10/28/94 9:55 S6-4

8
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!

"Software Issues When Implementing An ATM Network"
e Dard - Naval Research Labora

S7-2 ''Data Acquisition Software Design Issues"

_ _ __ J~.2b Russ~.!!.:..!!.!!ivers!!rEf ~~~ ..!!.~P.s.~.~ .._._ __.
S7-3 "Software Protocols for Event Builder Switching Networks"

I Ii Mand'avidze .. CERN/Sacla

T~lp~]3~' .... -... _.- .. -- ..... -._.-.._.~ ,

Session 8: System Dc."sign
Sessi,m TilleDate Time.:., .

!
14:50T-S8-2

I
15:20 I S8-3

"A Scalable Fibre Channel Architecture for Event Building"
ill Greiman - LBL) _

I''Pros and Cons: Commercial & Non-Commercial Switching
Networks"
A1exandro Marchioro -

''Event Data Flow Control Techniques"
ark Bowden - Fermilab

Tapl' 14 - .
Session 9: System Design Pand Session &. Conference Wrap IIp

Date Time Session Tirlc
10/28/94 1

!
!
!

16:20 I
17:30 !

!,

S9-1

S9-2

Panel Discussion (System Modelling & Design)
(Irwin Gaines - Fennilab)

Conference Wrap Up Talk
(Ser~io Cittolin - CERN)

9





Shown in photo left to right,
front to back:
Bary Phillips (S5-2), Clint
Jurgens (S5-3), Larry McAdams
(S5-5), Murray Thompson (S4­
2), Lee Goldberg (S4-1), Bin
Wu (S5-4), Wayne Nation (S4­
4), Robert Downing (S3-6),
Ernst Kristiansen (S5-8)

Not Shown:
Volker Lindenstruth (S4-3), Ian
Mahood (S5-1), Ton Engbersen
(S5-6), Andre Wiesel (S5-7)

Shown in photo left to right,
front to back:
Robert McLaren (S3-5), Jean­
Pierre Dufey (S3-1), Jean-Yves
Dufey (S2-2), Joel Butler (S 1­
1), Roger Cummings (S2-3),
Erik van der Bij (S3-2), Livio
Mapelli (S 1-6), Hans Muller
(S2-4), Fred Wickens (S3-3),
Walt Innes (S 1-3), Marvin
Johnson (S 1-8)

Not Shown:
Paris Sphicas (S 1-2), Mike
Levine (SI-4), Cheng-Yi Chi
(S 1-5), Mark Fischler (S 1-7),
Don Peterson (S2-1), Masa
Nomachi (S3-4)

Shown in photo left to right,
front to back:
Mark Bowden (S8-2), Andre
Bogaerts (S6-3), Bob Russel
(S7-2), Bill Greiman (S8-1),
Irakli Mandjavidze (S6-4, S7-3),
Steve Tether (S6-1), Mike
Haney (S6-2)

• Not Shown:
Henry Dardy (S7-1), Alexandro
Marchioro (S8-2)
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International Data Acquisition Conference

On Event Building & Event Data Readout

In Medium & High Energy
Physics Experiments

October 26th - 28th, 1994

Fermilab

Batavia, Illinois

Conference Overview

- No Parallel Sessions
- Oral Presentation Topics

-System Requirements & Implementations,
-Tutorials ... Switching Networks &
Network Standards

- Data Acquisition R&D Activities
• VME Standards Activities
• Products ... les, Boards, Switches, Etc.
• System Design ... Simulations
• System Design ... Software
• System Design ... Buffering, Queuing,
Event Data Flow Control &
Commercial/Non-Commercial Switching
Network Comparison

- System Design ... Panel Session
• General Discussion With Attendees

• Conference Questionairre:
•Please fill out and return to Registration
Desk by early Friday morning



Organizing Committee

lEd Barsotti
IMark Bowden
Sergio Cittolin
Robert Downing
Jean-Pierre Dufey
Bill Haynes
Maribel Herrera
Marvin Johnson
Walter Knopf
Patrick LeDu
Livio Mapelli
Robert Mclaren
Hans MuUer
Masa Nomachi
RuthPordes
Paris Sphicas
Sonya Wright

Fermilab
Fermilab
CERN
University of Illinois
CERN.
Fermilab
Fermilab
Fermilab
Fermilab
SACLAY
CERN/LBL
CERN
CERN
I<EK
Fermilab
MIT
Fermilab

Tight Schedule

Lights
Questions
Shut off!

The Local Organizing Committee:

Elizabeth Brown
Denise Bumbar
John Elias
James Franzen
Cynthia Sazama
Colleen Yashikawa

Fermilab
Fermilab
Fermilab
Fermilab
Fermilab
Fermilab



Conference Schedule • Friday:

•

•

•

•

Morning Oral Sessions
8:30 AM - 12:15PM

Poster Presentations & Vendor Exhibits
12:20PM - 2:20PM

Afternoon Oral Sessions
(lWest Conference Room) (........._. & overflow area-"-"')

2:20PM - 5:45PM

•

•

•
Wednesday:

Morning Oral Sessions
8:30 AM - 11:50AM

Poster Presentations & Vendor Exhibits
11:50AM - 1:30PM

Afternoon Oral Sessions
1:30PM - 6:05PM

• Wine & Cheese
(With Poster Presentations & Vendor Exhibits)

6:05PM - 7:30PM
Dinner At Fermilab

7:30PM

•

• Thursday:

•

•

•

• Morning Oral Sessions
8:30 AM - 12:20PM

Poster Presentations &1 Vendor Exhibits
12:15PM - 2:15PM

Afternoon Oral Sessions
2:15PM - 5:35PM

• Wine & Cheese
(With Poster Presentations & Vendor Exhibits>

5:35PM - 7:30PM
Dinner At Galleon In S1. Charles

7:30PM
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Friday Afternoon
Meeting Room Change

Due to a scheduling conflict, we will meet for
oral presentations in the 1 West Conference
Room Friday Afternoon. This meeting room
is located in Wilson Hall on the west side of
the first floor, adjacent to the cafeteria. TV
monitors will be setup in the cafeteria area
for 1 West overflow Friday afternoon. All
other oral presentations are as scheduled in
Fermilab's auditorium.

Main Entrance



Fermilab Cafeteria Hours:
• Breakfast: 07:30 - 10:15

• Lunch: 11:30 - 13:30

Travel De"artment:
• Wilson Hall, east side of first floor

Terminals:
• Wilson Hall, west side of Eight floor, near

the elevators

Transl'ortation:
• Share a ride; see sign-up sheets at the
Registration Desk

• Fennilab taxi service
• Schedule (refer to the conference

program)



For Assistance

Phone: 840·2915
FAX: 840-2783

Social Events:
• Wednesday:

• Wine & Cheese, 15th floor of Wilson
Hall immediately after the oral
presentations

(Poster presenters & vendors present)
• Dinner, Fermilab cafeteria at 19:30

• Thursday:
• Wine & Cheese, 15th floor of Wilson

Hall immediately after the oral
presentations

(Poster presenters & vendors present)
• Dinner, Galleon in 51. Charles at 19:30
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Morning & A.fternoon Breaks
Wetfnes4ay, Thursday & Friday

We ask that you NOT go to the posterIvendor
area on the 15th floor during breaks. It takes
far too long to get to an~ return from the
poster/vendor area. .

foster presenters and vendors are not
r~uested to be present on the 15th floor
(luring breaks.



Conference Proceedings Conference Questionnaire

•
I. On Ihe belsis of .he fulluwing gener••1charactcristks. huw wuuld you rale 111I~

conference?Attendees only
• Old/new papers &/or transparencies
• Turn in old/new papers &/or transparencies
at Registration Desk by early Friday AM

Uosllnstitutc
I:ermil.•b

11(lsler I Vl'l1dlIr
Scll'(:tlon llf I'llster~

Or"ll'fl'St.'l1t,.till"!'o
Selechlln of 10PlCS

Sellaetion of speakers

Itelnd Uis,:ussiu"
Mix of panel members
Topics discussed

Accummudatiuns (une hotel)
Holiday Inn
Red Roof Inn

puur c)(n..llt:nl
1 :! J -I 5

:;! 1 ,I :,

~ .1 -I 5
2 .1 -I 5

.1 ·1 :;
2 3 .. 5

2 J •• S
2 3 .. 5

2. Did yuu have adequate time to visit the Posler /Vendor Area?

J. Was the Puster/Vendor area too isulated from the Uf.,l
present,lIion area of the conference?

... Should this cunference be continued on an annual basis?
a. If yes. sell-oct the next host institute,

Social Events
Dinner at Fermilab
Dinner al St. Charles Place
Wine & Cheese Reception

Conference Taxi Service

2
2
2

2

3
3
3

.1

.. 5

.. 5

.. 5

!l

Yl'S No

''t"ts No

Yl'S No

Cummenls: _







,ntroductlon

CDF& DO
Data Acquisition Systems

• Introduction. requirements
• History & Current Architecture
• Implementation
• Results
• Planned Upgrades
• Conclusion

Paris SphicaslMlT
Oct 26. 1994

L-... -I ~........~=~-============:::!:J

ReqUirements' Requirement. "

I Digiters, Scanners, VSDs I

,. " " " " "15OHz@DO 3OHz@CDF

250 kBytes @ CDF450 kBytes @ DO

Interaction Rate:
300 KHz

p..-__ Level-1 Trigger:
accept 0.3-5 kHz

;6-_--=Level-1.5, 2 Trigger:
accept 30-150 Hz

Digiters. Scanners. VBDs

To Processo Farm (Leve/213)

........---

Monitors@
-1 Hz



HlslOry I: Old System (CDF) History II: Option I (CDF)

Evenl Building Bottleneck Need a Large # of pons

,
e60 FASTBUS

CRATES

,/'
= 120 RABBIT CRATES

PROCESSOR FARM

t
=60 FASTBUS

CRATES/'
= 120 RABBIT
CRATES

PROCESSOR FARM

D D 0

._';--..I.--- ~ .......;...J I",,;._~'-...;.,•....;,,;.-;.;;;....;;..- .....I

History III: New Data Palh History IV: New Architecture

PROCESSOR FARM (B NODES)

u:
000 u

• Gather Faslbus Oala Into 6 VUE cral.

• Use a centralized Intelligence lor Event
Flow Control => Need fast control path,
use Reflective Memories

• Use a commercial network for the dIIta
path between VidE memories and SGI
CPUs

• Bend Dala 10 Processor Farm In
una.embleel form,
let farm build the event.

•••
: I
I I

FaslBus Data

.SCANNER~
: SCPU 0 0 0 SCPU

-'~-AT- -

1 I
FaSlBus Data

L....-____.._-_...;;;.- -I L....-_.-~~- .;..J



CDFDAQS,..", DO DAQ Syatem

a.··, .

...

•
•

li'I.CO=::~"=::-==============!:J I",~:=================~~ ~- .

RlJflectlve Memories Event Row Control (CDF)

Special Hardware Detects any write
access to the memory and sends write

action overoptal network

CDF:
Ultranet transfers data
SCRAIINET transfers Control Information

Sam",. Network of5 VilE Ctales,
connected via 5 Reflective MMnories (RMs).

DO:
8 ".rallel cab",. transfer data
S.me cables (Token Ring) ftJr Control

Unk Performance:

CDF:
polnt-to-polnt (jp 13.5 MSIstH:

DO:
urla/llnks, (jp 40-48 JIB/sec

Parallelism:

CDF:
uUIJze "concurrent" event fragment
sending

DO:
none: links are"'Sf enough

Ij



Event Row Control (DO) Leve/-3 Ttlgger (Proceaor Farm)

CDF: (Leve/-3 Trigger, 50 Hz~ 5 Hz)
UNIX; SGI (4 X 4DIBO + 4X Challenge XL)

DO: (Level-2 Trigger, 150Hz~ 5 Hz)
Vaxe/n; = 50 Vax 4DD0-60

Common FunCllons:

• Receive. event fragments from SCPUs
• Builds events out of tragments
• C,."t. detet:tor IMnks
• Runs (special) trigger algorithms
baSfld on offline reconstruction code
• Bends accepted events to Server
• No Central L3 Control

Differences:

• Event Building:
6~ 1 @CDF, 32~ 1 @DO

• Input Rale @ CDF: depends on L2
Input Rate @ DO: constant st 150 Hz

".

I...;"-;;..,;;;;;;"...;;;-;;;.;:;;:;;:=.;-;;;;..... ....:..J 1:0:,,_==:;:;;,_:;:::::_=----------------...1

DO Processor Isrm

Layout of Level·2 Node

CPU

Memory

VS40

~ ...... a.e..t-2 ...

11111111 1---.........2...

P C M M M M V
V 0

P P B
I P P VM.:·Cralt

B Dp M 1\1 M M ZA R

11111111 1---......... l.oneW...

~""""'''''''''2''

U/tranet (CDF)

• Proprietary hlgh-perfonnance network
• Point to Point Unks vi. a centt8' hub
• Serial Unks Int%Ul ofhub: 250 "bit/sec
• "'axlmum Speed: 1 Gbillsec
• Host adapters for VAlE CPUs
• Sottware drivers for VXWorks, IRIX
• Peak VAlE transfer speed: 13MB/sec
• TCPRP protocol
• Standard Berkeley sockets

• ~~i;
~)r.til W.~iU~~

Link Adapter

.1'"

4'inlcS •• ,

I;;._==_==-==============~. I~::!!~=:=============::d.... ~ ......._ i'



sc.n".,., (CDF)

t9fC: ,....,..,.,,~
IW: ufl'.".,."
IICI'U: CIIfJ
".,: DIal".".MMIorJ' (l'U-MIIE} lor.......
IMA: .....,,,.,..,.,

Datil MIl Control Flow (CDF)

DaIIIRow

Control InfDttHtlon Row

...............

--.......- .....- .....

From
St2nner

"'".ger rr=::+:=trWi---'.,.
TO
13

".

I!!::!!!!!!!!!!!!!::===============~ l!=a~=================l.

Reaun. Planned Upgrade. (I)

CDF DO
(a) Both CDF & DO plan major
upgradea 10 their '''Qget' .,.,ema.

1fIIx. Input RIlle to 13 110 240
(b) AI., aaotlMlfId chanQN 10 (".".

Actual Rate (Phyalca) 30 150 of) the readout .,.tem
Umltedby 13CPUS L1.5 TtIQ (e) No (majIN) changflll '0 the even'

bulldlllQ~ are anticipated

Example:

DO ., low Iumlnody: Way to Achieve (e):
L1 accept: 600-700 Hz
L1.5aet:epI: 150Hz DO: fWMIaIze will diIt:IwaM:
12 accept: 3Hz 45D Kbytea~ 130-130 lCByt_

DO at high lumlnoalty: CDF: add m«e.can,..,. tor new
L1accept: 350Hz detector",.",.",., ",,,.lnt:NuIng the
L1.5accept: 150Hz total throughput _ UItraneI
12 accept: 3Hz

• - • a •-

'.



Conclusion

• Problem aolWld by CDF&DD via:
- L1 Trigger: 300 kHz~ - 1 kHz
- CDF: L2 Trigger:~ • 3D Hz

DO: L1.5 Trigger: ~ • 150 Hz
- PlOceaor Farm:~ • 3·5 Hz

• Two waya to send the aubevents to a
single IntellIgence:

- ULTRANET: (logICIII) switch
- Parallel CllbJea with high

throughput

• ContlOlls done via ring "networks":
- Reflective Ife",orles
- Token Ring (special hardware)

o CDF & DO a.. taking da,.,
doing physlt:a and pUblishing•••
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B Factory Data Acquisition,
BELLE and BABAR

Walt INNES

SLAe

illcluding contributiolls frollz

Masa NOMACHI

KEK

• Double ring asymmetric nlachille: 9 GeV Oil 3. J GeE

• High Luminosity -> Crossing Period: 4.2 ns
For DAQ purposes this is continuous

• "Physics" Rate: 30 to /00 H~

• Physics e\'ellt size: 25 kilobytes

•
Backgrounds

• Synchrotroll radiation is well 'controlled

• Non-local lost particle background is collil1uued

• Dominant background source is beall' pariicles ,,,hie"
interact with the residual gas between 3 and 50-111
froln the [P.

• EM showers (~fthese lost JJllrtk/es calise (I(,ClIpliJIl'Y.

• Electro-production causes triggers.

DAQconr. October 26,1994 \\';.11 hllh." DAQ cone. Dcl.r 26, 1994 W.III lillie'
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BELLE DAQ Statistics

• Selection of PID device has not been done.

508 MHz
1.1A (HER) + 2.6A (LEA)
1x1034t /cm2 Isec
500 Hz
15 MB/sec
10 MB/sec

I:--.
t \"-,

! I
I

I

". 2000
1500
200
200

2000
300

1000

words per event

approx.30kB/ev.

No. of channels

" '100 k
10 k (A and T)
2 k (A)
500 (A and T)
10 k (A)
5 k (A and T)

total

subsystem

SI vertex del.
Drift ch.
Cherenkov c.•
TOFc.
Csi cal.
KUmu ch.
Others

Beam cross rate
Max. beam current

. Max. luminosity

. Max. trigger rate (L1)
Max. data flow rate
Max. data rate on tape

_.. .....' _. -- .-
,... . .... . . .- . ...
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Digitization Scheme Readout Scheme

Drtftchlmbers )
CalorimeteR
TOP (pulse beighl)
Cherenlcov counter

Q measurements

self.triggering
Q-Io-pulse wldlh
convener

liming measurements

FASTBUS
TDC

(leCroy
Mm132)

CPU
MC68040
VllWort.

Dual port mem.
~

Evenl builder
interface

[ill
To Event bulder
Ind online fann

VME

.. _-.- .. 'TOP'(dmlllC)

Oplical delayline
2usee

Local processor
based on MC68030

• I I FASTKtlS

Local
event builder

FASTBUS
'lot.:

ADC
HitflOding
logic

500nsec
Ilmplina
analog memory

Slveltel.
detector

D.

First leyel crigaer

2 usee decision time
ttp 10 SOO Hz

'1111I1- ••.• , I. '1



f)QUeSlion: Given lha::~~USl ha~e a:ard~ar~ trigger.
.... should we make it sophisticated enough to do the

complete level I trigger?

This would require good tower sums in the calorimeter.
and a good Pt measurement for tracks in the DC.
Fair z pointing would also be useful.

If there is a processor based level I trigger, how do the
trigger primitives get to the processors'! It could be
done via dedicated path or via the same LA N (IS the
DAQ.

Using the LAN is simpler, but requires a LAN which can
handle a high rate of small transactions.

•

-------'.,....__......._~....., ..._....•~- .._-~ .....

Event Building

Question: Do we build an event for every Level I trigger?

The alternative is for the level 2 processor to ask for a
small portion of the data and lise that to refine the
trigger decision.

• Advantage: Lower load 011 the DAQ board processors
which have to extract the featu res fonn the data.

• Disadvantage: A higher transactioll rate 011 the LAN.
less efficient use of the LAN, lind a ,,,ore cOlllplicated
data flow architecture.

•
Question: What LAN to use? This is bound up with the

questions above.

DAQ conI. Oct_ 26. 1994 6 \\'..IlIIlIIC~

DAQconf. October 26. 1994 WillllllIlC\
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STAR Data Acquisition

M. J. LeVine
Brookhaven National Laboratory

Overview

o the STAR detector
o event sizes/rates
Q processing requirements
o architecture

~
DCF 9-20-93

STAR DETECTOR

EKTERHAL TI lIE
PROJECT' Ott CHAnBER

STAR DaIa Acquisllion FNAL Dala Acquisition Conference Oclobc, 26. 191}4



STAR DETECTOR

Subdetector # channels status

TPC 140000 funded

TRG
2-1.. funded

S\'T
leU tNa.. R&1l

[Me 32 (MN. fnlllre

XPTC 2200n fulure

TOI'
HMO fulure

STAR Data Acquisition
FNAL Data Acquisition Conference

Ot:lobc:r.26.1lJ').I



Event size (TPC only)

'pads

time samples/pad

tolal •pixels•

outer pad rows

Inner pad rows

ayerale

encodinloyerhead

9.5 Mlyfe +overbead

140000

1024

135M

Occupancy

S%

15%

7%

After pedestal suppression

-30%

IJ MByte

8 bits, compressed Event Rates

Beam crossings. 9 MHz

Input. up to 1000Is (physics)
Output. - Us (tape limited)

STAI o.ra Acquisition FNAL Dlra Acquisition Conference October 26, 1994
STAR Da.. Acquisition

FNAL Data Acquisition Conference
October 26, J99-'



Triggers

Level 0

Generated by beam crossing
o output rate 9 MHz
CI decision time 0

Distribution on a TPC sector

Levell

Uses preliminary infonnation from TRO detectors
CI input rate 9 MHz
CI pipelined
Cl output rate < 2 kHz
Cl decision time - I J.lSec
Cl opens TPC gating grid
Cl starts writing into SeAs

Level 2

Uses preliminary infonnation from TRG detectors
Cl input rate < 2kHz
Cl output rate < 100Hz
r:J decision time < 10 msec
r:J causes digitization cycle to abort

Level 3

Uses tracking infonnation from TPC
a input rate < 100 Hz
Cl output rate < 1 Hz
a decision time < 40 mscc
Q causes event builder to discard/retain event

# receiver boards:

outer
inner

# pads:

outer
Inner

Au-Au central collision:

# hits/receiver board (outer)
# plxelslrecelver board (outer)
I centroids
hit summary Info (@20 bytes)

4
2

3940
1750

3.6K
43.0K

1.2K
24.0K bytes

STAR DIU Acquisition FNAl. Dill AcquisiliOll COIlference Oclaber 26. 1994 STAR Dlta Acquisition FNAL Dill Acquisilion Conlerence (ll:ll1ber 26. I~)~



Level 3 processing

All processing following digitlzation

Pedestal (zero) suppression
"Quickn hit finding

a isolate data belonging to one hit
D use centroid as space point
Q fails where hits overlap
Q choose TPC region where this works

(outer 16 pad rows)

Tracking based on hits found
Physics cuts based on tracks found

Dataflow scenario

Background facts·
Data produced: Typically 50 kBt receiver board
Assume 100 CPUs required

to perfonn Level 3 in 10 msec

Distributed Level J
Buffer few events on receiver boards

(few X 50 KB each board)
Transport 4 receiver boards/sector to 4 CPUs!sector
Transport remaining data only for accepted events
Perfonn level 3 decision in lOO-ePUs-

a RAM required - I GB (7 unsuppressed events)
a Aggregate bandwidth required - 240 MByle/s
a Local (CPU) bandwidth required - 10 MByte/s
a Sector bandwidth required - 10 MByte/s

STAR DaIa Acquisition FNAL DIIa Acquisilioll Conference Ocrober 26.1994 STAll Data Acquisition FNAL Dala Acquisilion Conference Oclober 26.1994



STAR Architecture (baseline) STAR Receiver board

TPC receiver board

TPC sector

TPC sector Interconnect

PCI

VME64 backplane

SCI

---_._._-- _.... _-- ....

STAR IhIa AcquiIldoo mAL Data Acquisidon Conference October 26, 1994
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PHENIX DETECTOR OATA
ACQUISITION SYSTEM

By Cheng-Vi Chi
(Nevis Lab)

(Columbia University)

For PHENIX On-line Group

IPHENIX Detector I
Beam-Beam Counter

MultlpllcttyNertex
Detector

Drift Chamber

Pad Chambers

Ring-Imaging
Cherenkov Detector

Time Expansion
Chamber

TIme-of·Fllght
Detector

Electromagnetic
Calorimeter

1 ,
CENTRAL MAGNET

MUON MAGNET

Muon Identlfler-'~



--.....---
PH~NIX -----PH~ENI"

*._ta;~ •
(Potential Signatures of Quark-Gluon Plasma )

f PHENIX Collaboration
.•\.. . .............."'.

• , dE I
N- l!c ..~ I • ~

_ lIlT <1GeVI l!c ely

~

~

~

~

<PT>

FdE I

~ "CN.o/N.+ t ••

o--'J

~
Phi.Meson £C

Nvector meson

~~I ~-
, ~c -if! £c

~on NN__ (P T >2GeV) chltm

8

4
25
5

14
3
3
4
9

10
16
4
6

12
17
4
4
9
2

28
7
8

23
9

26
1

376Total

Russia: (102)
IHEP-Protvino
INR·Moscow
ITEP-Moscow
JINR-Dubna
Kurchatov Inst.
PNPI - SI. Petersburg
Individual

Sweden: (8)
Lund u.

U. S. A.: (151)
U. Alabama
BNL
UC·Riverside
ColumbiaU.
Florida State
Georgia State
Idaho NEL
Iowa State/Ames Lab.
LLNL
LANL
Lousiana State
MIT
SUNY - Stony Brook
ORNL
U.Tennessee
Vanderbilt U.
ValeU.
Individual

7

6

3

9

1
4
6
1

8
5
9
2
2
1
6
1

11

13
8
8
4

Brasil: (3)
U. Sao Paolo

Canada: (9)
McGill u.

China: (33)
CIAE
IHEP-Beiiing
Insl Mod. Phys.
Peking U.

Germany: (7)
U. Muenster

India: (6)
BARC-Bombay

Japan: (45)
Hiroshima U.
INS, U. Tokyo

.KEK
. Kyoto U.

Nagasaki
Nallnsl Rad. Sci.
U. TokYo
Tokyo lJ. Agr. Tech.
U.Tsukuba

Korea: (12)
Chung-ang U.
KoreaU.
Seoul Nat U.
Soong-Sil U.



Key Design Issues:

=> Front-end system need to be
Pipeline + Simultaneous R&W

=> AMU type system need AX+B(cells)
correction

=> Data Driven Principle
(Data itself contain enough information to be

processed)
=> Control. Monitor. Main Data Flow are orthogonal

to each others

(E) Data taking at Year 1999...

(D) Fully corrected data needed after Level I trigger.

(A) -200K channel counts

(C) System has to be 110 & Processing Efficient.

(B) I 12ns beam Clock
Max. <L I> trigger rate = 25 KHz

=> Similar to commercial/custom
ADCffDC Speed.IntRate (I

MBlsec

Tracksllr--
-
Tracks/Sf......Bates at RHIC

0.1 'i i. iii iii , iii ii' i,i i '
H(IIII). p-CU ().()(M8) Sl-l(MB) f.I(IIB) Sl-8l(Cn) t-I(Cn)

,.0 pol "'SI(IIB) Cu-Cu(1IB) OoO(Cn) Cu-Cu(Cn) A...Au(Cn)
,... ~u 1I-Cu(ll8) "'Au(MB) A...Au(IIB) p-p(Cn)

Nuclear System

10

1E4

111

1&

v ... -.,;11'1''' , •• - t(~ ...,,~..... ~ ............ )~'f'--."!!,,,,!,_J.,... ,

1Er i ,

100

1000

==> Base on the existing technologies and trends
Make system scaleable and easy upgraded.



Event Builder

No. of processors
HXXl..

s
u
b
e
v
e
n
e
t

b
u
f
f
e
r

• input bandwidth
1Gb/sec

20 MB/sec

2 -3 GB /Sec

Ll delay
40 beam clocks

<Ll> rate
25kHz

5 L1event Buffer
atFEM

ADC

Evenl BuDder

Level 2.' Processor farm

PHENIX Online System Overview l Router Box to level 3 or Tape system

• • •AMU type FEM Direct ADC

i , AP

DCM

T

.i

Tape lyslem or U procealora

Buffer size Is 64K*32 bit wide
Event builder Is 40 legs • 40 legs
Number of buffers -> 40 *40
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Conclusions/Outlook....

(I) PHENIX DAQ system's design is driven by the physics
need.

(2) The design of the system have the following characters:
(a) Fully pipelined, data driven
(b) Scateable
(c) Combining FPGA+Buffer+Processors(DSP) to

achieve both Flexible and Efficient means of
processing.

(d) Using both "ROJ" and Processor Farm architecture
to accommodate the complex RIlle env.

(3) Processing needs at Data Collection Module level are
driven by the detectors.

Event Builder are driven by the Physics
How one can keep EVB expandable anti scaleable'rn

(3) The design still in its preliminary stage. How one
integrate/control/monitor the overall system win be
one of the biggest challenges









Trigger and DAQ plans at the LHe
ATLAS - CMS - ALICE

Livia Mapelli
CERN

• Requirements
• Trlgger/DAQ Architectures
• Conclusions

DAD Conference - FNAL
October 26-28, 1994

LU_ ·'NALDAO ·lIcl ..

Requirements

• Physics - Accelerator
• Rates • Data Volume
• LHC Detectors

l ...... CME'" .....



Physics - Accelerator

• Physics -> rejection

• pep
small x-section + QCD background

--> rejection up to 1013

(109 for the Z at the Tevatron)

• Pb-Pb
not significant

• Accelerator -> readout structure

• pep

14 TeV (mb's x-sect) - > 1034 cm-2 S-1 (40 MHz)
- 40 pile-up events I bunch xing (@ max lum)

--> pipelined front-end

• Pb-Pb
6.1 TeV/nucleon - > 1027 cm-2 S-1

interaction rate is much lower than bunch xing frequency

-> no need of plpellnlng

L~' '-'DAG· Clot ..

Rates - Data Volume

• Rates --> trigger
• pep

event rate: 2 GHz
(or 40 MHz of 40 overlapping events)

prompt trigger rate:
dominated by QeD jets faking electrons in calorimeter

--> 40-50 kHz aggregate
• Pb-Pb

event rate: 4 kHz
prompt trigger rate (central collisions)

-> 50 Hz

• Detectors --> data volumes
• pep

selection of interesting events in bulk of QCD
background

0(107) electronics channels (excluding pixels)
multi-level trigger selection

-> Tbitls L1.throughput
--> MByte/s recording

• Pb-Pb
has to cope with huge particle multiplicity

8000 charged tracks/event

only minimal trigger possible
_.> Gbyte/s L1 throughput
--> Gbyte/s recording

L_ n.... o.a·u.o ..

,'\



LHe Detectors

• p-p A Toroidal LHC ApparatuS
Compact Muon Solenoid

- Technical Proposal in preparation (Dec 94)

No. Chann,'s ATLAS CMS

Pixel 145-106 80-10 li

Inner Tracker 7.1-106 16-106

Prlshowlr+Calorlmeters 0.19-10 6 0.76-106

Muons 1.2-106 106

• Pb-Pb A Large Ion Collider Experiment
- unique heavy-ion experiment at LHe

Trigger/DAQ Architectures

• DAQ Logical Structures
• CMS
• Reglon-of-Interest
• ATLAS
• T/DAQ Components
• ALICE

«

Nq Chann,'s

TPC

Inner Tracker

Part Identification

Calorimeter

ALICE

0.52-10 6

9-106

3.2-103

20-10 3

• _.. J....L OAC • OCt ilt L"._ CHE_ .....



Data acquisition logical structures
ATLAS

Detectors

Front-end pipelines
(== 107 channels)

Region of interest
(S/event)

Readout buffers
(== 2000 units)

Event builder
(16 16-16 switch)

Processor farms
(=106 MIPS)

eMS

Detectors

Front-end pipelines
(= 107 channels)

Readout buffers
(Ill 1000 units)

Event builder
(1 ()3 • 103 fabric switch)

Processor farms
(== 4 100 MIPS)

C..s,,,,-"_ 0.-1"

40 MHz

105 Hz

103 Hz

102 Hz

40 MHz

105 Hz

102 Hz

eMS

• CMS DAQ Parameters
• CMS DAQ
• T/DAQ Subsystems
• DAQ Main Units
• eMS Virtual L2

L_ CHI_· .....



CMS DAQ parameters CMS two physical levels

Number of channels and data volumes (at 1()34 luminosity)

Detector No. Channels Occupancy% Event size (kB)

Pixel 80000000 .01 100

InnerTracker 16000000 3 700

Preshower 512000 10 50

Calorimeters 250000 10 50

Muons 1000000 .1 10

Trigger 10

Average event size

Level·1 trigger rate

No. of Readout units (200-5000 Byte/event)

Event builder (1000-1000 switch) bandwidth

Event fllter computing power

Data production

No. of readout crates

No. of electronics boards

: 1 MB

100 kHz

1000

:.: 500••1000 Gbls (*)

= 5-10' MIPS

"" TbyteJday

==300

:: 10000

- Reduces the number of building blocks simpler design.
easier maintenance and upgrades

• Simplifies the data flow

- Exploits the commercial components 'state of the art'
memory. switch. CPU

• Upgrades and scales with the machine performances
flexibility in logical redistribution of resources

• Makes full use of the computing power anyway needed
for the off-hne analysis

Technologyansatz

• The CPU processing power increases
by a factor 10 every 5 years (at constant cost)

• The memory density increases by a
factor 4 every two years (at constant cost)

• The 90's are the data communication decade

("l In order to achieve the data acquisition figure of 100 kHz event rate aher the level-'
trigger, the tracking data must not be moved into the readout network until the associated
event has passed the test of the high trigger levels based on the information from the other
detectors. This operation (called virtuallevel-2) is expected to reduce the event rate (for
the tracker data) by at least one order of magnitude.

eMS '..0.._ Dc-. ,.. (f~~ l .. o.QIIo...... oc- ,~.



eMS data acquisition DatB acqusitloli nasi:: un:
._-_._--_.--------------_.

Frontend data acquisition. event data formatting. multi-event bufienng
The readout is performed by a local interconnectIon between the DPM anc! ailE'
or more Frontend drivers. The bus is sImple and can sustain few 100MB/s.
A descriptor contains the data access information and the event number in till:'
order of generation.
The output is driven by external control and the events are selected bv event
number and named by destination task number. The external control can hall<
clear. read and read a clear a given evel1i
Data are sent out to one or more output link

ReadoutBu!>
• Up to 100 KHz evenl reallllu;
· 100 f400 MB ~ ,
· Even' 'raQmems 0' WOO '411110 UvI,""
H'oh speedS mav oe reolllrcd "' lunCllon III I,,·
even. DUlld.n'llevt:I·~ and lev.",.! RDP'.~
pan"loOln!l
Dual Port Memory
MuIl,pvt'n' hull""'"1 f 11111 t.1\1 '00 Mil

i Data link Cone or more)
, 50ll '0 1000 bl'll sa' SWIII'I, "':

· Levl~I<J ROPM C1l1ma.e'o ill 10, .... ,,/ ,'VI·

lIutllUII,l',

· levl'l·' RI1Pt.I 1I1Imalt·~. """\',, , , .... ' f II:oIil'

1000" H:
Fraomelll!.I'\',·I:1 ilill.. 11I1l·v. '. Ill' ,\ n[,f 1.1

,Ill' h;U.lllf.~'1 ,,,.',·It,, 1<' 11'.1111 '.' "". ,".' IlIlh H.

!';W,I'·IlIJ.lI11'WI"l:

,r , 'i i' i I

Ht;

S',"U·, ---fl

leve'·' • I,

DATA ACQUISITION BASIC UNIT

Event builder

Event filter

Frontend readout

Frontend readout. The readout is performed by (==1000) data acquisition units
composed of frontend driver boards and microprogrammable dual port memories
driving a data link to a switch fabric. Each unit is able to handle an event rate of
100kHz and has the capability of multievent buffering (== 100000 events
fragments).
In order to achieve the global data acquisition figure of 100 kHz event rate after
the level-1 trigger. the tracking data are not moved into the readout network until
the associated event has passed the test of the high trigger levels based on the
inforrnatl~n from the other detectors. This operation (called virtuallevel-2) is
expected to reduce the event rate (for the tracker data) by at least one order of
magnitude.
Event builder. Switch fabric network (=1000-1000) capable to assembly event
fragments from readout sources into farm memories.
Event filter. The event filter performs the high level trigger tasks and event
analysis. It consists of (=1000) processor farms each connected to a switch
output. Events are assembled into each farm by a switch interface at a rate of
about 100 Hz.

CUI , ... 0.- ,...
···I·lI.lC ....w..r""J:........ " .. ··:



Event filter basic unit
------------------------------_.-.._----_.

.... I t" Switch Farm Interface
• Event buHer.ng (handllOg)
• Level·2 Inpul event 100 Hz rate I 20 MB'sI
• Levef·3 input event to Hz rate ( , 10 MB/s)

farm
• Multiple CPU workstatIon (,. 4000 MIPS,
• Farm output, .1 Hz

Control and Mass-storage

EVENT FILTER BASIC UNIT

A multiprocessor system with fast input output.
When CPU and memory resources are available. a message is sent by the SFI
unit to the Event Flow Controller. .
Event are built either into the SFI memory or the CPU memory. The solution
depends on the architecture of future computer servers.
Selected event are archived by global service network facilities

eus'...o.e__~ ,...

eMS trigger and data acquisition

40 MHz

100 kHz
(max 300 kHz)

500.. 1000 Gb/s

100 kHz (lV-2)
20 kHz (lV-3)

5 106 MIPS

100Hz

Two readout levels:

-= 1000 micro data acquisition units. Frontend readout. multievent buflenng

:: 1000-1000 switch fabric. Partial/full event assembly into processor farm

:: 5-106 MIPS farms. High trigger levels based on commercial processors

c"'s h,·O'Qa._ Ut_ IW4



High trigger levels eMS high level trigger simulation results
Level-2 and level·3 balanced data source (ATM 4-4. RD-31 I. Mandjavize)

512 level·3 DPM. 268 Mb/. 128 level·2 DPM. 4-266 Mb/s

The OlJlpUllnierface
demultlple_es 8l1enl:;
inlo a 4 hnks larm

level·2 reduction tactor F 10
(·600 ByteslOPM.lnput . 60 MB's, oulput 120 MB'sl

(, 1400 ByleslOPM. Input ~ 140 MB/s. output 30 MBi!>1

A ~ 100 kHz

o " 80000 Byles
D ,. ooסס70 Bytes

1024-1024 266 Mb/s switch

level·l event rate
level·2 amount of data
level·3 amount of data

1) The level·2 selection uses the
calorimeter, muon and preshower data.
The sub-events are built using a fraction
of the switch bandwidth (e.g. 30%).

2) The rest of the event data is
sent after the level·2 decision if
the event is accepted

LV1 rate (KHZ) Switch (n-n) Link (Mb/s) Load (%)
100 1024-1024 256 54
100 1024-1024 640 22
100 1024-1024 640 22

Latency (ms) Mode
20.. 100 Shaping
10.. 100 Shaping
4..20 Flow Ctrl.

512-512 622 Mb/s switch

256 level·3 DPM. 622 Mb/s 128 Level-2 DPM. 2-&22 Mb/s. . .. .

LV1 rate (KHz) Switch (n-n) Link (Mb/s) Load ('~o)

100 512-512 640 43
100 512-512 640 43

The two operations take place in parallel.
The sharing between the level-2 data sources and the rest is such as to match
the event builder bandwidth with the level·2 acceptance rate.

• Up to 100kHz with virtuallevel·2 mode
• Up to 50 kHz reading the full event data

level·' event rate
levet·2 amount of data
level·3 amounl 01 data

R .. 100kHz

D.'" ooסס8 Bytes
D." ooסס70 Byles

level·2 reduction factor F . 10
(~600 BvteslOPM. Input, 60 MB s. output 120 MB'sl

(" 2800 ByleslOPM. input. 300 MB.-s. output 60 MB/sl

Latency (ms) Mode
8..30 Shaping
40 Flow Clrl.

CUI'''''''''''''0.-"

:Ii CUI J,._-.- 0.- ,_



Region-of-Interes t

• Assume we can drive the L2 trigger with the L1 system
- by pa.slng 'Reglon-of-Interest' coordinates

low threshold calo clusters and muon candidates
ATLAS

• Adopt -Local/Global' scheme
for L2 processing

- suggested by nature of event
event selection

processing Is mostly on
'pieces' of events

-local processors
extract Rol's 'features'

- global processors
event topology analysis

FROM PIPELINE

TO READOUT

• ATLAS DAQ Parameters
• ATLAS T/DAQ Architecture
• ATLAS Triggering and Data Flow
• T/DAQ Elements • DAQ Crate
• T/DAQ Elements • T2 & T3

• Data reduction for Rol analysis
- No. of Rois/event

ATlAS jet generation, 35 GeV threshold, full 11 coverage (6 units):
No. 5 Gev (isolation 5 GeV) = 2.6 average, tail up to 7
No.6 GeV (no Isolation) =3.7 average

-> Take 1 Roll 11-unlt
- Rolslze:

On calo (electrons): ~11xA. =0.2xO.1 or 0.1 xO.2.
-> 0.1 % of total calo area

-In Inner tracker detector., Rol pro)ectlon s'ze Increased by Zvt.
spread

--> 1-4% of totallnDet area
(ignoring un-matched detector granularity and non-optimised readout)

- Rol data volume
does not exceed a few percent 01 total data volume

even assuming that all detector In full contribute to L2

l_·INA&.llAO 0. .. L_ CH(~"·"'''



ATLAS DAQ Parameters
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event
-1 MB

- 1 Tblts/s

DATA RATES
(0 1()34 cm-2.·')

1-10 GB/s

10-100 MB/s

....... ' ..... a.a 0lIl"

multiplex,
compress dala

pipeline
memories

derandomizer

buffer memories

lull-event buffers.
general purpose RiSes

1Utt,Wip,:~r~, ~ ...~, ~~lf~'~

Levell:
hardwired
processors

Level 2:
local
analysis

Level 3:
global
analysis

10-100 Hz

10-100 kHz

40 Mhz
(20 eventalb-c)

100-1000 Hz

EVENT RATES
(0 1QM cm·2••')



ATLAS Triggering and Data Flow

TRIGGERING READOUT SEQUENCE

.~..... ....... ~; ... ',

Aol dal. lran.le..d lrom
DolO c..... lo T2 ayatem

,",ftn.".l~~ . .lit _ dal. *,-Ierael 10
RIO ard.....r T1 Keep'

...k IChnology. IHOIocot.
... tonnat tffP~\,,'11i

to ...,hSeclur,.............--.

DrLz----------... DrL" o.u ...,.InOfto4Ieteclor
pi........ tor T1 latency

T1 IMenq • 2 ~I

T3~•• on lulle"enl.......·-9tuM ev.nI NConI1Juetln~

phySlCS-'YS1S

T2bnedon
'LocaI-GIobaI' acheme

lOC3111'OCCuors .'''XI
Alii,......·

C,'obellHOCeuors p.I111fm
_topology analySIS

T1 .....n ..hAoI-.......
AoI. IowIWHhoIdCAlo

cIuIler 01 muon

T/DAQ Elements - DAQ Crate

DAD CRATE 110bWa ·200 unit.
Func:lional unille.g. VUE 601)

-CPU:
fill OS (RT-\JniIl)
1niIiIIIiaa1ion. control. monitoring

• TrIgfar !IF: 100 kHZ
T1 • Rol coonlinales -> DPM Ilddrws -> T2
T2 •-.. 10 -> OPM Ilddrws -> T3

• T2 Unk: 150 • 100 IIbltIs
_or more / crall IATM. Fe, SCI, ...)

.1'3 LInk: 150.100 IIbltIs
_ technobgv es T2

- ANdoUt Cards 1 Gbltl.· 2000 cards
ClPOt-•." DPU. CPU, 'bus" inlerfece

Dd.l Da.2--------..... Dart

READ-OUT CARD
•o.u link 1 ObIt_input_ or __ fibIft Gapending on

lad.~
.......-., 1000...... ·1 liB-.

0..1 fT.-) Port M-v
• 0ft.eaMS CPU

prI~ II . Ill, manilorlng, ••.

• ....'........ 10.....,. (T2, T3)
0UlPul polt 10 T2 rtnd T3



T/DAQ Elements - T2 & T3

.....,:1.10 ....
• o.ta link: 1I0olOO... • 2GO units

1 or """el DAO erate CUP 10 t , RO Card)
fATM: 15S'S20 Mb'I • Fe: 2OOf1000 Mbls· ,

• SWIlI:h • GBI.
no lui sources-*sIinBtians required
pouibIy 2..-ge .. 13

• LoaI Proceuon 1-310' Mips.
~ ' ......... purpoM Cor miIlture of)
...1eI processing.1 detector.nd RoIIeveIs

• Global Processors
....c:h I...ures .nd topology algorithms

• LoCIIIIGIobal Nel 1 GbIIs
low bIwidIh 'eature wenl builder

·12 SUpervIsor

ns,.....
PDUibIV same 'echf1ok)giM .s12

• E.... 8u1lder: 3 GBI.· 2GO....
two stages • detector builders (16 16X16)

• lull wert builder (16 16X16)

• Ptaceuor f8rm 10' Mips
.-raItet analysis 01 tuIt events
duIIItn of processors .. each EB por1

• T3 Supervisor

TIDAQ Components

DAQ COMPONENTS ATLAS eMS
i., ... .,

Average Event Size 1.5 MB 1 MB

Max T1 Rate 100 kHz 100 kHz

No. Readout Cards 2000 1000
..•..................•....•... - ............

No. Readout Crates 200 300

No. electronics boards 10000

't~Switching Fabric (T2+T3) 3 x (16x16) 1000 x 1000

Switch b/wldth (T2+T3) 100 Gbilla 500·1000 Gbills

Processing power (T2+T3) 1.5-10' Mips 5-10' Mips

T2 InputRate 100 kHz 100 kHz

T3 InpulRale 1 kHz 10 kHz

'_·~DAO·_"



[ Al~CE @ lHC
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LHC in pp collider:
90 % of the time LHC

Pb Pb

~~~~~~a~on collider: I OMS K::_--i-il-:__~ ATLAS I

DAW .... AUCE 0Ct-tM 2



[Io-__D_OaL_~_at_Vl_(o)_~lUI_m_e__.-,J)

Time Inner Particle Eledro

Projec tion Tracking IDentification Magnetic MBI
Chamber System (TOF-RICH) CALorimeter Event

# Channels 520101\3 910"6 170-3200 101\3 20101\3

Time slices 101\3 5 1 1

# bits 8 16-32 8 14

Occupancy 5%

Data volume 520MB 520

Zero suppression 22MB 1 MB 0.2-1.6 MB 0.035 MB 25
Cluster finding 13MB 15
Partial tracking 2-7 MB 4-9

M ....·ALICE oc..-. 5 P. ."...'CDII BJt

[ 1

LHC LHC

Heavy Ion Collider Proton collider
.

Event Rate 50Hz 500Hz

Event Size 15-25 MBytes 20 KBytes

Data volume / sec. 750-1250 MByteS/s 10 MByteS/s

Data volume I year 1 month 10 month

1000TBytes 100 TBytes

MW .... ALICE oc..-. 6
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Conclusions
I
~.

Trigger/CAQ architectures for LHC experiments ~
~r

III

Still need I
'inalisation of detector configuration

~
Ibetter understanding of requirements from detectors

Top-down designs starting I
Need better view of suitable technologies

• ........... at ..... "- - -I I JI ... • I ..---....

III•

Event Building

~ I III I~II10 - 100 GB/s required

1C)2 - 1()3 sources-to-destinltions

Industry standard or HEP development?
Stili no clear solution I. 'L....-...L.... .... ~I::ZII

i~fU~ - ... -
! ...

I
!

!LHC experiments specify different requirements I ~

Different architecture approaches

Different Event Building loads i8~~
Different complexity of control illl !

Whether one or both approaches work ir~* f IITechnology solution can be common Illii II1
.. ........ " .." CAC .:.~ tI f..... In
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Title: Applications of SWitchino Networks and Heshes of Point-to-point
Links in Massively Parall~l Systems Switching No?tworks - I

<For this transcript, 1 have put the malet'ial on trllnsparencles III IIPH;f( ~A:;E,

Sc.e indented ..terial may not be p1'ellented <lit talk due to tIm", C<Jf!stlalnt,L

C~nications networks desioned for massively parall.l computers have many
properti.s d.sirable in networks used ira data acquistion. event building. and
trigger processing. Supercomputer communication fabrics tend to have hiOh
bandwidths. good switching flexibility. low connection latency. and robustness
against the failure of 81nole components. An outline of various HPP
c..-unications strat.gies is presented. W", dISCUSS varIous classlts "I
state-of-the-art switching and supercomputer conmmunications fabrics
currently products, concrete ploduct plans. and cOllservat Ive custon,-101l111
options. custOlll desions are contrasted with commel'cial ",roducts "'hlCI, n'oSy I .. ,
applicable off-the-shelf or with trivial ada~tat Ion eUol't.

Presenter:

Abstract:

Hark Fischler. Fermilab
We will discuss the concept ot

USING MASSIVELY PARALLEL PROCESSORS

(or at least their Interprocessor Connection Fabricl

FOR SWITCHING AND/OR PROCESSING
IN DAO SYSTEMS

B~' H.lssively ParaJlel Processors (HPPI we llIedn colJections which Cdn go to
thousnands of CPU's, with some nature of tight interprocess communication.
That communication "backbone" can be exploited in a DAO systelll as a supo?r
sWitching netwolk.

HPI'!! can be obtaln",J cOlnm.. lcI611y. 4"d w... will d",setJl ... whoSt I'; enl~1'CJ1/l(J tI''''l",.
Thf'rti' ar", also systems des lo"ed by sm~ll i "to cn"lIr's tOI' speci t ic types of
"N.lieatlons, and some of th~se have su{flcumt ly flex1ble switching to b~ of
interest for DAO.

This switching netwot'k C4n b", of use In ",It "'-1 iHI

L~ l.>ulld t II", event:
EVENT BUILDER I U.S TRIGGER

01 L3 record th", event.

By "level 2.S we ntoi!an that the full ev~nt IS 4V.S1I",l,J., but m~yl'o? not bUilt III
one place; the output is a deciSion to disC41d the event 01" tt.e itssembled eVo?lIt
to record.



Switch1ng N~twQrks

Computer companie•• driven by the requirements of som~ users. are makinq
theMe backbon.s 'sometimes called 'switching fabrics"

HICH B~IDTH

Switchin~J Il"'twork~

WHo HAJ<ES THESE SVSTEt·IS

There are the vendols. and although I'v\! list ...d lust th~ll CU1·r.mt Pl'{)"'\Il·I~;.

the trend is toward much better switch t.abrics In int ended product,;.

and

FLEXIBLE

RAPIDLY RECONFIGURABLE

ROBUST

for complex data movement

because errorf' 1n an HPP sy:;t.,n, '1IIIl-kl.,
make th", 8ntlr", s~'stem worthle" ...

VENDORS

INTEL I PARA,:OIlI

(RAY ITIPI

SPECtALIZE('

COI.IIMBIA Hlorm,sl, ,b' lSI'

"'ERHILAB IACPHAI'.:I

And there ate grouJJs creatill~1 dedlcAI,>,j s~·,;t",n.!. -- the key alea I,; Lattl'·'" QUo

machine.. Important examples are NOlm" •• Chnf't· s .,t Columl.i.!l lcdw.. rs At 01

neal' the top in raw power ,. alld our ACI'HAPS at F'~rn,i lab. bAsed "n cross""1
switches and emphasizing flexibilltr I:lHhollqh 101 the PA!ot few YfMl!oi lOt'- hd ... ·
been at the top in power as weIll.

coNVEX I EXEM1'l."1< '

S\-!lTCH£.<; DE:::ICNEI' I-'l)~

CENERAL DA(,l USE IFNALI

WHY WOULD AN EXPERIHEIIT COIlSInEI'
US1t«J THESE SWITCHES 1tI THEJfl DAl.'.

ONI.Y IF YOU ...

NEED BIG BANDWIDTII

AND (either I
---

COMPLEX I NEED
DATA OR INTEGRATED
HOVDIENT , COMPUTING
PATTERN I POWER

5C;1

IBH

THe

IcIlAJ,t.Efl.;FI

151';:1

(eM !,I lrt'~:t III I.~ac,"

JBtol

1.1'1'

oeDI':'=-:

IGFlII

I I TAl:.'

I.1APAtII

Thet'e have 41so been eftorts to Cl .... t'" gellt'rlAl sWltch.. ~ to 1... \lS~j III

many liEf experIment OAO systems. FOl exampl",. Ed Barsotti d. td ..n
FNAL developed such a SWItch .yst~m a couple of Y~llrs age.. Th.,·se hav.,
genet'ally not caught on. perhaps l-e;'ause unt I) recent Iy OAI"I Sl.:ltChln'l
needs were not as severe as they will be in th~ futur ...



Switching t'o!tw()rks - 4

TO eVAluate the.e fabrics for DAQ use, it is important to understand th~

.trategi•• and nodel. they employ:

STRATEGIES FOR COMMUNICATION
AND

PROGRAMMING MODELS

The connections can be nearest neighbor of global. A physical grid of neighbor
connection. CAn .till logically be global if automatic routing i. done in
hardware.

Progr4llllling modelo supportlPd by h.ul.1wal·" al~ lUlled 111 ord.. r nt llH.:h'.I:: III

flexibility:

NEIGHBOR GLOBAL
-------

LOCICSTEP COLUMBIA GFJI

MESSAGES iPSe ,earlyl PARAGON
IBM SP2

REMOTE CH-2 CRAY TlD
~CCESS ACPHAPS

OLOB~ xxxxxxxxx SGI CHALLENGE
SHARED (..ke. no CONVEX EXEMPLAR
MIHORY .en.el

By -lock.tep·, we mean all proce.sors communicate at the same tlllle
(not quite •• re.trictiv. as completely single lnstuction .tre4m SIMPI.

The important feature of .lsAqe pass1nq as that the target has to be JJl·ep,uo!,t
to receive e.ch .....g•.

Remote .Ieee•• is the mod.l chosen at FNAL for ACPHAPS. We boss .. our!! 011 Cloossbal·
.witche.. Intel .nd Cr.y u.e grid. with sophi.ticAted routing chips At each
inter.eetion -- the grid approach is a strong tr.nd .mong vendor•.

FinaUy: there is Global Shared Memory, WhClh toda~' is done \'ia a sha ..~d bus 01·
SCI ring (which i. a limitation •. iut it won't be limited that was torever,

sy.tema with n.ighbor connections, or based on message passing or lockstep
communication, are le.s suitable for us. 1n a DAO context.

Switching Networks - 5

Today's leading-edge And most of tomorrows commercial system have some

COMMON FUroREs

HICH BANDWIDTHS beCAuse vendor. have learnt that no programming
tricks CAn overcome 4 net bandwidth deficiency

100+ - SEVERAL HUNDRED MB/S
today over each link, and these are bidirectional.

In ~ract1ce, you get only half that bandwidth at most. Note that we always talk
111 H~gIlBYTES per .econd; 'real llIen- don't use Megabits/second.

SOPHISTICATED ROUTI~

• BASED ON ROUTING CHIPS: SHALL CROSSBAR + LOGIC
to handle routing decision>.! and
cache coherency issues.

- STRIJCroRED AS GRW 11n general. with variations)
• SIMPl.E PACKET PROToCOLS

ROBUSTNESS
- ERROP. CHECRIt~ AtJO;OR CORRECTION
• ALTERNATE ROUTING TO SURVIVE SINGLE COMPONENT FAILURES

VERY HIGH EXTERNAL '1/0' BANDWIDTH
• MULTIPLE INTERFACES FOR A VARIETi OF BUSES

PCI, A'J'1ot

This 1/0 connectivity is crucial for OAQ appl1cations unless you choose to
directly llIiMic the internal switching protocol (Which is probably unwise).



SW!tchJng 1I,·t\.mtks -

WHAT TECHNOLOGY CAN WE GET
FROM OTHERS THAN MPP VENDORS

That 15, other people's roll-the1r-own superccmuter projects

WHAT IS THERE To EXPLOIT?

_·... ll.::r.. '.'1 JI.·rH,··II:,·

~. 11luscrAc~ what C.ln L~ ~an~ along tn.s~ lln~s roddV l~ ~

POSSIbLE rUTURE CROSSBAR SWITcHltla GEOMETry

Jevotlop...d bV Don Husby .lt Fotrmilab.

Th... tect'.nlcal Issue. to b* resolved anI how to rout. the sWltclllng [JUdI ,i. l"

.lvold crosstalk problems w1th the h19h clock r~tes needed.

OPTICAL INTERCONNECTS F:'lOTtI....-;. CIlOSSTAI .•· SHAt.L BOARDS :-:ITII 1< fEW CROSSBJ.F (IlIr~:

For one thin. optIcal connect,o,,:; at .. ",menjlnq .holt .111"w VI ... I .. :; ., ..•. lI,d:j'
liine-length and packaglng Issues

DOIM

n.,' ::.'111111." I'; I., ~r,'.h"·l :ah,.11 t>Ollllb 1"1 ::/1,'1'1 I'athe:. \~ltll • Iii',' .1 I···~·

l.·,~sl>.l' (hlJ S ,'" ...a<:l, •. .\VI·l·j tl·ae .. I"In lllQ IIlglllmdl ~'" t· dUl ';" .....,. I,
srr•.,JI board can only h<1nJhl 4 nybble 01 S(" t:.ul thesO! can 1·., :;ta.:kO!d rc </1\','

1',0 MotQabyt~slsecondor mC·l~ ,)n each part..

Dens. Optical Interconnect Modul.s do hundreds or even thousand~ ot ""'Q.lb~'tes

per ••cond by combining multIple fibers.

OFF-TOE-SHELF OR SEMI-CUSTOM
CROSSBAR SWITCHES

ALthough the coh.rency and packet switching logic in vendors' grid louting chips
would be tough to duplicate, with off-the .helf parts or routln. s~ml-custom

logiC one c.n create l.r;e 'lmple cro••ber.

++> U·WAY IS PRACTICAL TODAY

rdf:l
~

~1')r;ULE~; "A\'E VERT)CAL ,'; tIIIEeT);"".
:'.: :10£:: CF ::EVEF;'L II. 1-:1:;1tI·:-.;~

51lITCHING BOAJW::

On. example of how you would u•• the.e i. in the active crat. backplane of
AC~PS, where proce.sor or cr.te in terconnect modul•• plug into a lo-slot
backplane. You can then ••••mbl...ny crate. to fo~ a system. Trace routing
probl••s li.it this oeometry to about 16 ~ul •• per backplan•.

(Picture: The baekplane hal 16 conn.ctors, multiple crossbar Chl~:;..JI,,1 oS

routing PROM plus logic. I

You can put together a systwm with ~n 41bltrary nUmD~r ot such ~tacks, "Ilh lis

many lInk. between them as are needed. &ecause there can be manv paths betw~en

stacks, the routing logIC should d•• l In terms of sees of links lather than
.peclfi~ lillks. ThlS will mInimizes contention traffic lams.

mlll.')t· 1mpI'OVt'mt.'nl 1:: 1'-, U:;;.,. ,,~-sIJO!.J .;,1' '1l':-1II.l1 stack:· .,r ,1. ".,:1 .. \1 t· '11.1..,

,. ",lle.I·: th(o ~iug-ln m""'Ul"'S ..Xlr.l erat:· t"!IClhl 0'01.,... mo,:1 [~IO<':l ,,1 ...



Switching Netwe'rks - 8

WILL THESE SWITCH FABRICS BE AVAILABLE?

WITH COMPUTER - - YES SSSS$$SS$$$S

Of cour.e the vendor. w.nt to .ell their product, but it -.y be expen.lve
overkill.

WITHOUT lMASSIVEI CPU POWER -- OK SOME THOUGHT

It will generally be po•• ible to ••ve money by configuring a low powel,
relatively low ...mory. high 1/0 .nd connectivity bal.nce. if .ppl·opri.t ....

COMMERCIAL FABRICS ALONE
SOME NO. OTHERS YES

- - TAKE REAL EFFORT

Few if any will .e11 their routing fabuc ch.aply a. a st.nd.rd produt"t. But
colabaratiY. innovatiye effort. are welcomed by .ome companle•.

SPECIALIZED HPP INTERCONNECT HARtMARE
-- IF SPECIFIC PROJECT MEETING NEEDS

Thi. i. pr.ctical if .ee. project h•••witching technology that meet. yOUl
need•• Then you can by froa a cORpany that i...nufacturing boald. fOI that
project, or r.plicate d••ign. -- lIO.t projects will welcOlll. that. Ot (·oun.',
to know ~t th••e project. ar. doing take••ome attention.

CM DESIGN YOUR OWN
SHOULD IE LAST CHOICE

Jut ..ny ti... there are no aiternatiye.; you do what i. needed to make the
.xpel'iMnt fly.



Using Massively Parallel Processors
For Data Movement (Switching)
and/or Processing in DAQ Systems

and/or

L2 build the event?

Event Builder L2.5 Trigger
L3 record the event?

SWITCHING FABRICS:
• HIGH BANDWIDTH
• FLEXIBLE
• RAPIDLY RECONFIGURABLE
• ROBUST

Why would an experiment consider using
these switches in their DAQ system?

Only if you need

BIG BANDWIDTH AND...

Complex
Data
Movement
Pattern

Need
Integrated
Computing
Power.



Who makes these systems?
Vendors fuJecialized

Intel (Paragon) Columbia (N. Christ's)

Cray (T3D) Fermilab (ACPMAPS)

Convex (Exemplar) IBM (GFll)

SGI (Challenge) APE (Italy)

IBM (SP2) QCDPAX (Japan)

TMC.@ (CM-S) Switches desgined for
general DAQ use (FNAL)

Strategies for Communication
and

Programming Models

Lockstep

Messages

Remote
Access

Global Shared
Memory

Global
>-GF11:- -.-••.•N': .. :.. ~... ...

}Paragmi;]BNI~~

CRAYT3D;
ACPMAPS

SGI Challenge
: Convex Exemplar

.r'i: .



Common Features

High Bandwidths
• 100+ => several hundred Mbytes/ sec

Sophisticated Routing
• Based on routing chips: S'mall crossbar + logic
• Structured as grid (with variations)
• Simple packet protocols

Robustness
• Error checking and / or correction
• Alternate routing to survive single failures

Very high external "I/O" bandwidth
• Multiple interfaces for a variety of buses

(PCI, ATM, ...)

What technology can we get from
projects other than MPP vendors?
What will specialized systems be able to exploit?

Optical Interconnects
~ DOIM (Dense Optical Interconnect Module)

Off-tIle-Shelf}
Semi-Custom Crossbar Switches

:::) 64-way is practical today



Possible future crossbar switching geometry:
Trace routing} . .

Crosstalk Small boards WIth a few crossbar sWItches

Modules have vertical connections to sides
of several horizontal switching boardsrrII::l

~

-
~--'-

Possibly 64-sided stacks to provide
extra chip height on modules

Arbitray number of links between pairs of stacks
Routing logic in terms of SETS of interstack links

Will these switch fabrics be available?
With computer - YES $ $ $ $ $
Without massive CPU power --- OK

Sutsome thought needed

Commercial fabrics alone
- Some NO, others YES
- Requires real effort

Specialized MPP interconnect hardware
- If specific project (or its switching) meets your needs
- Can design these on your own

That should be the LAST choice



How to decide

D d th { flexibility } ?o you nee e compute power •

Is there a {pro~uct} that meets needs ?prOject •







Use of Switches and Point to Point Networks
for Intermediate Level Triggers

Marvin Johnson
Fermilab

Abstract
This paper discusses the use of switches and fiber optiL- links in

intermediate level (level 2) triggers.

Introduction

The trend in high energy physics experiments is to look inr e\'Cr ran'r
events which usually means ever hi(ther rates. The amount oi data that can
be written to storage media is limited by both the physical media constraints
(bulk, cost and so on) and the amount of labor available to analyze th~ dat.l.
The best solution to this problem is to be more selective in choosin~ data to
record which requires more discriminating triggers. The advent of
microprocessor fanns for level 3 triggers and various types of event builders
have significantly improved the overall performance of the trigger system.
However, making decisions earller reduces the demands on the data transfer
system and usually Increases the system bandwidth. This paper describes
lOme current level 2 systems discusses some possible future developments.

Level 2 triggers are defined as the non dead timeless trigger between the
dead timeless levelland the processor farm. Processing times are typically
between 10 and 100 Jls.

Better triggers reqUire more information which usually means usinlt dal,l
from different parts of a subdetector or different detectors. In other words,
they will use some type of event building. Several experiments already use
these techniques. Section I discusses some existing trigger systems built in the
last few years. Section II describes the use of passive optical splitters and cross
bar switches in future experiments.

I.' Some Examples From Cunent Experiments

There have been several trigger systems built in Europe usin~ INMOS
transputers. Transputers have several built in communication ports so it is
fairly easy to build systems that communicate locally between nearb)' sections
of a detector as well as with an overall processor. Fig. 1 shows a dia(tram of a
level 2 proportional wire chamber trigger system based on transputers from
UA6 at CERN'. This device finds tracks in proportional wire chamber daM.
The Receiver Memory Hybrid (RMH) devices read out wire chamber dat.,
from the detector and send the dala to the Parallel Crate AcqUisition modulf
(PeA) devices which are transputers. Two of lhe four 1/0 ports connect to
adjacent transputers so that data from nearby wires can be combined lo find
Unes and points. The other two ports are connected to the analysis network
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III. ANALYSIS NETWORK



which is also composed of transputers. The analysis network is essentially
the level 2 trigger system. The PeA transputers are used to find lines and
poinls in the wire chambers. These data points are then sent to the analysis
network which then fits them into trajectories. This is event building on a
local level which is not too different from many level 3 systems. The switch
In this case is software in the transputers.

The second example is from the Zeus detector at HEr~A:!. Fig. 2 shows ,l

block diagram of this transputer based system. This one closely follows an
event builder type of approach. All of the boxes in the figure include two
tr.msrutl'rs. Th(> white on(>s are part of the gener..ll'vent building network
fur the detel"tur and the black ones are dedicated to the sE.'cond level triggl'r
(SLT). 80th systems are organized in a tr(>e like structure and both employ"
loos(> fnrm ot pipelining (each row is processing a different event but there is
nn time synchronization). Front end data is brought into the transputer
board from Ihe front ends. Data is shared between the event builder and tht'
trigger by shared memory. Data is not transported 10 level 3 unless Ihere is a
positive secund level trigger so ddta dues not nuw Ihrough the system in
parallel. Rather, the front end buffers hold the ddta whil~ it is sent through
the various levels of the trigger system until a level 2 accept is generated.
Each layer of the tree computes part of thl' second level trigger and sends it on
the next layer. The switch is again software inside the transputer.
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II. future Trends

The next example is a proposed second level impact parameter trigger for
DO. It uses data from thl' silicon and fiber tracbr detecturs as wdl ,lS differenl
regions of the same detl'ctor. This system is similar to the Zeus system
described above but differs in several important areas both in architectur~and
hardware implementation. The main architectural difference is Ihat the
normal DAQ system and the level 2 trigger system get the same ddta at the
same time rather than retransmitting the data from Ihe DAQ system.

The DO system uses fiber optics to transmit the data from thl' tront end 10
the DAQ system. The present design uses GUnk fiber drivers from Hewlett
Packard]. These devices take in a 16 bit word every 18.8 ns and send it out
over a fiber optic cable (over 800 Mb/s on the cable). Trig~er ddta is obtained
by splitting the optical signals with a passive splitler into two identical pariS
with one going to the DAQ event builder and the second going to the trigger.
Each receiver uses a separate GLink receiver. The GLink driver can
synchronize any number of receivers as long as they receive an adl!quate sized
signal. At the moment the driver can drive only two receivers. This system
can accept additional level 1 triggers when level 2 is running so event data
must be buffered before sending it to the level two processor. This buffering is
done directly after the level 2 receivers. Figure 3 shows an overall blod.
diagram of the system.
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Fiber readout
Module

Silicon Readoul
Module

"-,,..,,"••••

Trigger
Supervisor

PSSsiVBopticai
splitters

level 3 Bufter

Fig. 3. Block diagram of I possible level 2 trigger system using fiber optic
cables. Passive optical splitters are used to share the data between the normal
processor farm buffer and the level 2 trigger system.

The DO system uses programmable hardware in the form of field
programmable gate arrays to do high speed data selection. Data from the
fiber tracker Is completely processed to determine roads in the silicon data.
this dlta Is then loaded into static RAM based gate arrays which then select
any silicon hits assodated with this road. Different sections of the sUicon
readout mlY contribute dati to a given track. The data from these different
sections are collected together via a cross bar switch in a manner identical to
that of a switched based event builder. Impact parameters are reconstructed
via digital signal processors. OSP's are used over general purpose computers
because of their superior speed. Fig. 4 shows a more detailed block diaRr"m.

Fig. 4. This figure shows a more detailed block diagram ui a possible silicon
trigger system. Data from the fiber and silicon system is used to select hits in
roads in the silicon data. Hits from different detector segments are combined
into one DSr by a crossbar switch. The DSP then comp.utes ·an impact
parameter.

DSP's are very powerful computational engines. However. they work besl
on a specific type of calculation; namely the sum of scalar products. In order
to get the best performance from DSP's, the algorithm should fit into this
form. Punzi and Ristori have suggested a method of lineariZing constraint
equations They do this by calculating the parameters 'at the center ot every
road and then usinR a Taylor series expansion to first order about the center of
this road. The authors show that this method ~ives results th.lt a~ree well
with that obtained h)' a non line..r least squ.ues til.

Summary



Fiber optics has suffident speed and density to allow signals· from many
different detectors to be brought to a single printed drcuit board for level 2
triggen. Splitting the optical signal with passive splitters allows data to go 10
the triger system at the same time that it goes to the normal DAQ system.
This simplifies-both the DAQ and the trigger board.

The rapid progress in field programmable gate arrays now allows very
complex logic to be embedded in a single Integrated drcuil. Many of these
devices are also based on static RAM 50 that the trisger logic can be modified
by downloading new equations without removing the boards.

The computation speed of OSP chips Is increasing quickly. These devices
live their best performance when evalualinl scalar products so some
algorithm development may be necessary to get the beSI performance from
these devices.

I C. COllilat ct al.Atranspulcr-based seeond-Ievel Irack triller in the SppS
Collider for the CERN UA 6 experimCDt. Proceedin,s of the Ei.hth Conference
OD Real-Time Applications in Nuelear. Panicle and Plasma PhYlics. June I-U.
1993. Vlncouver. B.C. P 419.
2 I. M. Pawlak IIId J. Milewski. The Deli,n of the Zeus aatkin. C.lorimeter Dal.
AcqullltiCIII ud Triner System. ProceedinIS of the Eipth Conference on
Real-Tlmc ApplicltloDS In Nuclear. Panicle .nd Plasma Physics. June 8·13.
1993. Vucouver. B.C. P 450.
J HDMP-IOOO TaJIt. Pair. Hewlell Packard Co.







Comparison of the ATM Switching Fabrics

Don Peterson

AT&T Bell Laboratories
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Traffic Characteristics Analysis

ATM Switch Fabric should be capable of handling a wide range of
traffic characteristics simultaneously:

constant bit rate traffic

bursty traffic

at high link utilization and low cell loss rates.

~
~__ ATaT .. ....

Burstv Traffic Examp;;.;;;le _

Incoming
Cell Streams Switch

Output FIFO

Outgoing
Cell Streams

Given tile Same Cell {..OS5 ProbabililV and Buffer Size
IncreaSing the Incoming Cell Burst Length Decreases'Throughput

Slmding represents source of cell

~
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Traffic Characteristics Analysis

Burst Length: 20, 100, 200 cells

Link Utilization: > 800/0 wlo instability

·10
Cell Loss Rate: < 10
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Small Module ATMArchitecture Concep_t_s_

self Routing -> Real Time Interpretation of Routing Info

Output Queuing • > Best DelaylThroughput Characterlstcs
assuming Infinite buffers

Result: Focus of ATM System Design is on Output
Queuing Architectures that make Efficient Use of
Buffering.

~
~••ATaT _

Small Module ATM Architecture Classification

1) Input Buffering

2) Cross Point Buffering

3) Dedicated Output Buffering

4) Shared Output Buffering



!=ut Buffered Architecture
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Crosspoint BUffering Architecture
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Dedicated Outeft Buffering Architecture

rlnputl I FIFO
I {output11 I

IInput : I FIFO I iOutput II I
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Shared Output Buffering Architecture
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BxB Fabric Buffer Size Compa_li_is_o_n_s_. _

Fabric
Type

Buffer
Size

Shared
Output
Buffer

650

Shared
Input
Buffer

1200

Dedicated
Output
Buffer

3520

Cross
Point
Buffer

8700

·10
80"0 Load, Mean Burst Length of5, 10 Cell Loss Rate
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axB Fabric Allowed Utilization Comparisons

Fabric Shared Shared Dedicated Cross
Type Output Input Output Point

Buffer Buffer Buffer Buffer

Allowed 88% 72% 45% 10%
Utilization

·10
Total Buffers 8000, Deterministic Burst Length of 1.00 Cells ~ 10 Cell Loss Rate

~
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~stem Performance

10

8

Mean WaltinK 6

Time (Cells) 4

Banyan

Nonblockinl!

Input

Buffered

Output

Buffered

2
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Large Shared Memory Growable Architecture

Stale I Sggei

• • IIR
Shared

•
M........,

• M....

•
Cell •

Distribution

Network •
•

• 118
Shared

• Memory
Module •

~

_ AAlaT

Characteristics of the Growable Architecture

1) Ideal Performance for Small Module

2) Near Ideal Performance for the Large Fabric

3) Small Modules Reused In the Large Fabrics

4) Incremental Growth: 8x8, 32x32, 64x64 and larger

5) Stage Specialization



Key Results

Shared Memory Architectures Achieve the Best Delayl
ThroughputPe~onn8nce

Shared Memory Architectures Require the Least Buffering

Growabl. Architecture Achieves Near Ideal Performance for
Large Fabrics

..::=a........~ ...,.-----------------_..

References

K.Y. Eng and M.J. Karol, -High-Performance Techniques For Gigabit ATM Switching
and Networking",IEEE ICC 1993 Mav 23-26,1993.

K.Y. Eng. M.A. Pashan. R.A. Spanke. M.J. Karol and G.D. Martin. -A High-Performance
Prototype 2.5 Gbls ATM Switch for Broadband Applications", IEEE Globecom.
December 6-9. 1992.

M. J. Karol and K.Y. Eng, -Performance of Hierarchical Muhiplexing in ATM Switch
Designs". ICC 1992. June 1992.

K.Y. Eng. M.J. Karol, and Y.S. Yeh. -A Growable (Packet) ATM Switch Architecture:
Design Principles and Applications·. IEEE Transactions Communications, February 1992.







Aspects of ATM for Data Acquisition
Systems

Jean-Yves Lc Boudec
Professor, EPFL, Lausanne, Swillerlanu
FERMI-LAB DalA Acquisition Conference. Oclohcr 19'-).1

Abstract:

1. Asynchronous Transfer Mode : the Industry choice for broad­
band and multimedia

ATM SlAnds for "Asynchronous Transfer Mode". It is a slandard defined by the
nu (International Telecommunication Union) for the broadband ISDN, namely,
for integrated services networks at speeds above 2 Mb/s which are assumed to
emerge in suppa" of multimedia services. ATM defines I set of interfaces between
network provider and attached equipment, but also defines to a very large extend
the technology Ihat is used for building the broadband, inlegrated services
networks.

In the ITU's view, ATM is to be used as Ihe stralegic lechnology for broadband
services, however, this would not necessarily be suftlcienr for making A1M a
success, as is testified by Ihe current situation in computer nelworking. where
dominant technologies are not based on ITIJ standards. The key event was the
perception by the majority of providers for local uea network solulions Ihal ATM
would be the basis for their next generation of producls. Beyond this, ATM has
now become the basic strategy for almost all computer networking produci
vendors, as far as broadband and multimedia producls arc concerned. for bOlh Ihe
hal and the wide area ( I J.

The talk aims al providing a sufficient background in order to ~ :Ible In decitk
whether it is wonh investigating in the direction of ATM or nol. The talk will
explain what ATM is as a core concellt, but will also introolll:e a nllOlo::r (I:

neighbouring concepts Ihat cannot be dissoci31ed from ATM: physicallayt,'r :lIld II:~'

role of SONETISDH, Adaptation La)'er, and the Issue of r:clllm.: .

ATM is the lechnology chosen h)'lnlcrnalion:11 Tdecollllllllnk:lIiol\ Uniunlllr II..:
Broadband ISDN, but h hlls 31so been embraced by the computer nclworking
industry IS the next generation slandard for balh local and wide-area high specd
networks. ATM network products arc appearing on the m3rkct, with the promise: oi
high volume production and the associaled benefit of low cost anlilarge fe:llur~

sets.

Contact:

Prof. Dr. Jean-Yves i.e Boudec
EPFL-LRC
Labo Reseaux de Conun
IN Ecublens
lOIS Lausanne, Switzerland

Tel +41 21 693 66~ I
Fax +4121693 66W
leboudec@di.epfl.ch

ATM is intended to suppo" traditional data equipment. as well as video, audio and
multimedia sources.

Figure 1. ATM is a fixed size. packet SWitching technology supported
data, audio, video and multimedia sources.

In this paper, we highliaht some aspects of ATM that, in our underslanding. are
relevant to suppon the decision whether to use ATM or not in a dala acquisilion
system.



2. What Is ATM ?

ATM is a packet switching technology, as are traditional computer networking
technololies (Internet, public data services using X.2S, proprietary computer
networks using SNA, DECNET, etc.). However, it differs from those traditional
packet switching technologies in two respects:

• A1M uses lasr packer swirching protocols
• ATM uses{ued·s;ze packets, called cell.\.

Fast Packet SWitching

is an evolution from traditional packet swhching that emerged in the eighties 121.
Traditional packet switching is based on analog lines and software processing of
packers in the network nodes: at every network node. packets are processed
extensively in order to perform such functions as correct Iransmission errors. limit
the number of packets bein. sent in order to avoid congestion (flow control). or
fraJIIICnt packets into smaller size packels. This extensive processing is possible in
software, but is not suited to hardware implementation. which would enable much
higher network performance. On lhe other hand, it is less necessary where high
quality digital links are used. These considerations paved the way to fast packet
switchin. protocols. whose characteristics are :

• intermediate nodes perfonn no error correction or flow control (their essential
function illhus reduced to understand a packet's address and forward it to the
appropriate output pon);

all links in the network suppon the same maximum packet size. so no
fnpncntation is rcquin'.d at intermediate nodes~

• all error correction and now control funclions are performed in the end s)'sterns.

Another interesting feanR of fast packet switching is that, since the network nodes
do not perfonn lhe traditional data network functions, it is also well suited to
su~ audio and video traffic. for which error recovery via t'elransmissions is not
desrrable. .

Fast packet switc:hinlcave binh to the Frame Relay standards. a set of interfaces
that suppan public data networks al speeds up to several Mb/s; fast packet
switching is also implemented in the latest SNA versions called APPNIIIPI{. ATM
Is, u mentioned earlier, also a fast packet s"itching technology 131.

2

Fixed Size Cells

ATM differs from the other fast packet switching technologies mentioned above in
that it uses faxed size packers, called ceUs. lbe motivation for fixed size cells comes
from hardware consideradons : implementing a cell switch is simpler than a variable
length packet switch. and can support higher bit rates (4). The standardized ceU size
(48 bytes of user information, plus S bytes of overhead) is a compromise between
large ceO sizes (64 bytes and above), supponed by data overhead considerations.
and small cell sizes (32 bytes and below), supponed by the requirement to avoid
excessive packetisation and olher delays for voice services. Indeed, when voice is
transmitted in packet fonn. the time required to build a packet grows linearly with
the packet size and adds to the overall delay: voice services are very sensitive to
delay because of echoes. The current cell size imposes a 5.75 IJscc delay per
packetiwion for voice coded at 64 khls.

label Swapping

An ATM link carries a number of connections over the same physical link.
Different connections are identified by a label. called Vinual Path Identifier I Vinual
Channel Identifier (Vpl/Vcn. The VPINCI is 24 bits long at the user 10 network
interface.

Figure 2 shows lhe basic operation of an ATM switch. The label in a cell from one
input link il used to determine the correct output link. by consultation of the
switching table. The label values are purely local to links, so two different
coMecdons on two different physical Unks may have the same VPINCI.

~~4~JI',,' tj,:~-". ri, :;;"-l0:~;,~,?}f
." ',f'.,"'" ill >~- (fr ,,~ :1.r "lJ".l!, '.-': ~{,,' ~:'y·\~-~;i;
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Figure 2. label Swapping in an ATM switch
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2&1 octet ~

Therefore. the ATM switch needs, in general. 10 modify the label when transferring
cells from input to output links (this is called "label swapping"). The swilching
table contains the new label value and is therefore also called swapring table. NOle
that figure 2 is a conceptual vue and in many architecture the switching table is in
reality distributed in a number of data structures located in input or output adapters.
Before a connection can actually be used. the label swapping tables nced to be
configured (by a signalling or management system). This is Ihe fundamentally
connection oriented nature of ATM.

Label swapping is one of many possible ways of identifying differcnt data tlows in
a network. It is used by computer network technologies such as APPN. but man)'
other technologies use different concepts. With the RSVP protocol for inslanl:e.
every packet carries the address of the deslination (codcd on 32 bits) plus a now
identifier that all together uniquely define the conneclion. lbis conn-am with label
swapping where the label is a local identifier, that has no end-to-end si~nificanc:c.

One overwhelming reason for selecting label swapping in the C:ISC of ATM is the
small cell size that forbid the necessarily longer global addresses.

3. The Physical Layer
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Asynchronous Physical Layer
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Some other physical layer syslems. for short. local area links. take advantage l'l
line coding technologies used for inslance for FODI. This is Ihe case of lh~ 100
Mb/s physical layer definition; it uses 40lSI) line coding. whereby non dati
symbols can be sent on the line. As shown on tigurc 4. when there is 110 cdl 1\\

transmit. idle symbol pairs UK) are scm. The beginning oi a cell is marked i'y
sending an p:lir, This physical layer is asynchronous in thatlhe sl:m of a l:cllrJII
occur at any time.

Uke any packet technolop. ATM requires a bit aranspon mechanism to carry the
cells over a physical medium. The ATM reference model defines a physical layer
with a very 1arIe variety of options, that can be classified in one of three calegories:
framed. uynchronous. or cell based physical layer. depending on which melhod is
used 10 ra:ognize cell boundaries in the bit or byte stream. Bit rales vary from 1.5
Mbls to 622 Mbls.

Fremed Physlce' leyer

This is the case when an SOH. SONET ISS Mbls or OS3 4S Mbls byte transport
mechanism is used. In such cases. the physical layer system offers a frame
structure with a 125 J1scc period. This frame Sb'Ucture can be used to identify cell
positions. With OS3 systems. cell boundaries always occupy the same position
inside the frame. so alignment on the frame boudary (a OS3 system function) is
sufficient to be able to read the cells. With SOH/SONET systems. there is not an
integer number of cells per 125 J1sec frame; a pointer in the SDH/SONET path
overhead is used instead to help detennine cell boundaries (together with the self
delineating method of the ceU based physical layer below).

tlOU.QAT,\
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DATI.
S'ltdBOLS
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Figure 4. ATM over 100 Mb/s physical layer

Cell based physical layer

Another possibility for detecting the cell boundaries on a billr.lnsport mechanism is
to use the header error code (HEe) for the ATM cell header. Every cell header
carries 4 bytes of header information. plus onc byte of cyclic redundancy check. As
a resuh. a correct S-bytc he3der belongs to a specific linear code (lhe .polynomial

:;
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-written from the S byles must be a multiple of X8 ... X2 + X + Il. This can bI.: u~l'd

to detect cell boundaries since it is very unlikely that a sequence of words in the
ATM cell payload consislently carries S-byte words that belong to the codc \this is
actually only true after scrambling the cell payload). This principle is applied '-or
instance to ATM cell transpon over Ihe (little widespread) interface definition thai
uses the ceU fonnat as a framing structure (the "pure ATM interface").

ATM and SDH

las,

segments i 48 bytes_... ' -."0 -.,",,0

f"SI.-.1p0

It appears from Ihe ahove thai an ATM network can actually lise a I;tr~e v;ulcty (II

interfaces. among which are SDlIISONET interfaces. Like in any packet sWltch\'J
network. if is quite possible (and usual) 10 mix differenl physical il1lcrfa~cs in thc
same syslem. There is no need for SOli in order to build an A1M system. C\'l'lI
though it is likely that this will be one of the dominant Iypes uf illlcr'-a~cs In ;1Il~

else. if SDH interfaces are used in a local, private environment mosl (II IhI.'
complex SDH operatiun and maintcnance functions inlended for puhlic nctwurks
need not be implemenled.

Il een:> ~ 53 bytes II1JIIafIIIJ
ATM-SOUIp

inP,

Figure 6 : Segmentation with AAlS
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4. The Adaptallon layer

a

ATM uses shon, fixed size cells, whereas dall protocols generale variable length.
Ionler packets. The necessary ldaptltion is fonunately weU defined in a now sllble
standard : the ATM Adaptanon Layer S (AALS). As illustrated in Figure 6, AAlS
takes as input a vuiable length message (up 10 64 bytes), add 8 bytes of control and
error checking pads the message to make it an integer number of 48 bytcs, and
transmits the resulting segments in ATM cells. In onJer 10 pcrfonn re-assembly at
the receiving side. the last segment is differentiated by a bit sel in the ATM cell
header. This set of function is called segmentation and re-assembly (SAR). It is
very efficient in that if uses extremely little overhead. AALS offers a connecliull
service, with a one 10 one mapping wilh the underlying ATM connection.

~
Ml connection

~-------- ..

AN lwitches

Figure 5: ATM Adaptation layer Connections support the transfer of
large data blocks

6

AALS is implemented in end-systems, for example on workstation adapters ill
programmable hudware or dedicated circuits. Segmentation and rc-assembly are
performed only at both ends of an AAL connection, not in the inlennediate
switching points, which handle only ATM cells headers without (in plinciplc)
having to know about the cell conlents.

There ex.ist other AAL types. AALI suppons the emulatiou of digital cin.:uit
transport (for example DS I at I.SMbls or EI at 2 Mb/s). AAL 3/4 is an alternative
to AALS that uses more overhead (for instance 4 byles out of 48 in every segment),
but suppans multiplexing of several AAt connections on one ATM connection. II
is less widespread than AALS.

The complele AAL is not only segmenlation and re-assembly. Allditioll:lllulIUiulIs
can be defmed to make the AAL connection reliable (HDle -like functiuns), or 10

malce it emulale ex.isting services such as the frame relay care service. It is worth
noting that an ATM equipment, with AAL adaplers and ATM switches, offers
connections for transferring very large blocks of data (up to 64 Kbytes) even
though the ATM building block (the ceO) is smaller.

5. Cell losses

As any packel switching technology, ATM requires buffering cells at inlt:nllcl1i;l\c
points, and polential cell losses may occur when I buffer overflow, ATM nelworks
avoid cell losses by one of two methods.

• conttact based conneclions,
• best eCfon connections.

Both types of connections can exist in the same network, and many networks looay
offer only contract based connections.

7



Contract Based Connections

1il
~ IiIii1 IIiIlm

m

Figure 7 : Source Policing, or Usage Parameter Control

With this method. every connection comes with a 'raffic contrac:t. negotialed al call
csllblishment between the network and the user. The traffic contract specifics such
things u the maximum peak rale. and maybe a maximum sustained rale and bursl
size. For example. a connection may be specified wilh a peak rale of 10Mb/s, a
maximum susllined rate of IMb/s, and a bursl size of 1 Mbytc (meaning that al
most 1 Mbyte of data can be sent at a time at the full peak ratc of 10 Mbls). In
reality. the paramelers are defined in a slighlly more complex way, using a fomlal
definition. called the generic ceU rale a1gorithnl (figure 8).

This contract enables the network control software to decide whether the cormection
can be supponed by the current state of the network. Based on offline buffer
modelling studies. this guanntees that cell losses occur only rarely (usually with a
probability less than 10·9).ln some cases. a network may offer several qualities of
connections. with lower quality connections suffering from a higher cell loss
probability (10-5). In all cases. the contract also guarantees the user a specified
throughput. much like in a circuit-switched system.

This method requires that the connection behave, at worst. according to the
network control's expectation. Since connection rates are limited only by the
physical link rates. it is necessary for the network to implement a mechanism 10
enforce the contract. This is called Source Policing, or Usage Parameter Conttol
(upc). UPC is implemented at network boundaries. on the network side of the
user-network interface. CeDs that violate the contract (cells in excess) arc discarded.
or are marked with a lower priority using one bit in the cell header (cell loss priority
bit). Cells with lower loss priority are discarded first in case of buffer saturation.

The combination of UPC and network conttol software is thus able to guarantee
quasi-loss free operation. One key aspect of network conttol is the amount of
capacity that need be allocated to every connection: for a connection with. say a

8

peak rale of I Mb/s. sUSlained rale of 10 Mbls. Ihe nelwork will allocate a value
lying somewhere belween I and 10 Mbls. depending on a number of parametcrs
such as link buffer sizes. maximum burst duration for the connection. and the
aggregale chancceristics of the other existing connections IS).

GCRA for Source Policing

t : arrival time
Te : peak Interval
tau : tolerance
tat: theoretical arrival time

i ( (t < tat - tau)

resul t =NONCONFOHMl\flT;

else I
tat = MAX It, tat) I Te;

resuI t =CONFORMAN1' ;

Figure 8. The generic cell rate algorithm

In cascs where the peak nte is large (10% of link rate or more), it is however
difficult to allocate slgnifiandy less than the peak race; in other words, the statistical
gain with this method is low for very bursty sources. This and olher realions
motivated the introduction of besl-effon connections.

Best Ellort Connections

This type of connection is not associated with a contract guaranteeing slIInc:
throughput. In contrast. the actual throughput auainable on such a connection
depends on the insllntaneous slltes of me network. The ATM Forum calls this
service "available bit nte (ABR)". which indeed means that best eeron connections
are intended to utilize the nClwort capacity that is either unallocated. or allocated but
unused.

The available capacity is thus shared between best dfon users. dynamically, and
without reservation. Of course. if nothing is done. buffer overtlows are likely to
occur as soon as the network is not extremely lightly loaded. Cell loss avoidance
mechanisms are thus necessary.

9



Proprietary soludons by DEC (credit based) or mM (baclcpressure based) exist for
local au networks. They are based on hop-by-hop mechanisms, and allow a loss­
&ee upendon. A protocol between user and network regulates the admission of
cells (aedit or stop and 10), and once a cell is admined, the network will not
discard it for reuons of buffer overflow. Inside the network, a buffer to buffer
protocol (implemented in hardwue) avoids cell losses, possibly at the expense of
spreadinl conlesdon from a "hot spot" uea back to the sources. Fairness among
COMecdonsis guaranteed by implemendng the protocol on • per- coMecdon basis.
Of course, if such prolocols flarantee loss-free operadon, there is. in contrast, no
guanntee about the delay for individual ceUs 10 traverse the network.

• ATM uses faxed size, small cells, but AAL connections provided by quasi all
c:ommcrcial products provide I standard means for transferring blocks up to 64
Kbytes al hip speeds (up to 600 Mb/s) and with complete networking solutions
(namely, supporting vulous sizes and distances).

• SDH/SONET is suited 10 transport ATM cells but is not the only available
transmission lechnolOlY.

• Loss-free, best effort ATM services are available for the local area; quasi-loss
free, contract based services exist for wide and local uea.

Figure 9 : Backpressure protocol supporting loss-free operation for the
best-eflort service
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ATM is an industry and services consensus, and even if some ahernalive
technologies exist, the advanced standardization status of ATM, togelher with its
intrinsic benefits and ilS complete network soludon, will very likely guaranlee high
volume, if not low cost, development of components and solutions. ATM is
appearing as the unchallenged next generation high speed local area network, and
wiU be dominant in network backbones. both private and public. It is less clear, in
contrast, whether ATM will also make the last step and penetrate Ihe workstation
world as Ethernet and Token Ring did.

7. How to know more

The interested reader should start by getting the "Frequently Asked Queslions"
(FAQ) list about ATM, available by FrP from cell-relay.indiana.edu. This FAQ
contains an updated list of specific and tutorial documents. Various courses arc: also
organized throughout the world (cpil@di.epn.ch).

These solutions do nOI scale well to nelworks with very long Iinics (they require
IUle buffeD). Solutions that use IDOre dynamic buffer allocations are being
.escuched. Alternadve 10 the hop-by-hop solutions mentioned above are the end­
co-end. or cdge-to-edge solutions used for instance in frame Relay or APPN/HPR :
the ends of best effort COMectionS sense the amount of traffic and the delay
characteristics. and adjust their nte In reaction. Such solutions are believed to
provide reasonably low loss probabiUties under rcuonable traffic assumptions.

for dati acquisition systems, it is probably worth remembering at this point that
local area ATM networks are able to provide loss-free best effon services.

6. The ATM perspective

In this very short overview, we b'ied to hilhUlht a few features oC ATM as of end
of 19941h1l ue relevant to DAQs.
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What is ATM?

Otechnology
o service interface

IJstandard

. .l'-""('".....;; ..

For whom is ATM ?

OlAN
Qprivate WAN

o public WAN

ATM Cell
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ATM Payload ;~::tr~i~~<

1 cell = 53 bytes • Fixed Size

• Packet (cell with VPINCI)

• One Physical Channel at one interface

• All services

• Simple Protocols

- Losses not corrected



Switching Table
Port in VPINCI in Portoul' VPINCIOut

ATM·; fixed size, packet switching

Qhardware

o delay < 1 msec ='> all services
Qlabel swapping
o connection setup

'1 a
1 b

...:~.~: ... ",.

'16 c:
2 d

n Signalling _.•... '."s..---~:Control: ,

A~5 ~~~~·_~_;_~~~~~~~~~~III~-~_1e-5~M_~_S_.~~~~

lEI AAl 1 1f-L
1

--I.--I.-3-l.4---'M-b/-S-r L-~_;~~,\._~.~~:~~l~~'c~t~~

ATM is standard

OATM links
Qservices
o management
Qcontrol

- just beginning

o ATM forum, TSS

Higher Layers .~

11m A1t~~tb' L"'J

I
'" _._-_ .._-\!~ J

ATL~ ..... \i~.- ...
Plwsical Laver TG
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PHYSICAL LAYER

Physical Layer



unTramea t"'ny::iIl;i:1I l-CIycl

Bit or Byte Stream

=:II: 0',:. 0,,",,---0_0' ''''.::'' D··:;:·':~'f~.~~T'w",·~:j~?'~DI.....---D<~:: '>[
Data Maintenance Idle
Cell Cell Cell

• Cell Synchronization on Header

• Idle cells for slip or stuffing

• Different links not bit synchronized

• PDH, eMI, ...

Framed Physical Layer

" S11i-1

1%1 I·..·
Ant Cell

@I
I ,-~
S3 octets

• SOH ..

•. Block Coded (ATM forum)

• OS-3 (ATM forum)
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NON·DATA
SYMBOLS

",",w ••• ""••••~ •• ""' •• _....

DATA
SYMBOLS

DATA
SYMBOLS

~---1'--_ 11.. .A

J J J J J J J J T T J J.. 53 bytes • .. 53 bytes •
II< 11<11< I< I< 1<11< II< T T K K

• FODI - PMD at 100 Mb/s;

• MUNI at 25.6 Mb/s is similar;

ADAPTATION LAYER



Adaptation Layer for Data
I"L.-ll

data frame S 64 KB

I
data frame S 64 KB

1----:-_

Adaptation
Layer in
Adapter

AAL connection Adaptation
~ - - - - - - - - - - - - - ~ Layer in

Adapter

ATM switches

• part of ATM standards

• hardware adapters

• available today

• performed only at end-systems

SAR5

last

n segments a48 bytes , _
+ type 1

I:·,·,,·;·;;;·,;

+ type 0

I}~;~q~~"/·';

+ type 0

first

I<,~ ·1
+ type 0

n cells a53 bytes [2]1.-__1 ~I.-.. __I ~;.;·'r~~?·

ATM-SOU type
in PT



CELL LOSSES

CELL LOSS AVOIDANCE

ATM network avoid cell losses by one of two ways

• contract based connections

• best-effort connections

Both can exist in parallel on one network

FL-11



CQNTRACT BASED CONNECTIONS

• contract at connection setup
- maximum peak rate
- maximum burst size

• enforced by source policing

• network control software guarantees quasi-absence of buffer overflows

• guaranteed throughput to user

BEST EFFORT CONNECTIONS

• no guaranteed throughput - best effort

• capacity shared dynamically without reservation

• flow control being specified at ATM-Forum for loss avoidance local area

- products based on hop-by-hop backpressure or credit are toss-free

FL·13



Bac·k·press:u:re

UNI ,

Q~I;:I:I"I- I -.....

Implementation Issues
- Flow control signal in GFC

field or private cell
UNI: Implementable with
SARA chiPset
ComplexIty of flow control
and scheduling at VC level

Cells!
times/ot
2

With Backpressure

.... No e>lCkPreJurc- ,', J
-.~~;. I

I
I

J
Q.f---__---

C C.2 OA 0.13 0.8 '.:

Desired Features
- No buffer over-runs

No buffer under-runs
Fairness
No deadlocks
Robustness
Reserved-bandwidth
traffic not affected
VC-Ievel granularity

PRODUCTS
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CONCLUSION

WAN Unit



CONCLUSION

• ATM~ consensus on high-speed packet switching

• hardware and large scale benefits

• •ATM" is cell switching + adaptation layer + physical layer + signalling

• loss-free, best effort local areas exist

quasi loss-free, contract base wide and local area

• SOH I SONET one of several bit transport mechanisms suited to ATM

- ATM does not require a uniform bit transport mechanism
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TOPICS

• Architecture and details of Fibre Channel

• Where did Fibre Channel come from1

• Data Acquisition applications of Fibre Channel

• Summary
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FIBRE CHANNEL ARCHITECTURE

• Compos~d of two entities:

• Functional definition of a Fabric - an active, intelligent
Interconnection mechanism:

• Complete definition of interface between Fabric and user
equipments .Nodes)

• Functional model ensures that Fabric internals are transparent to
Nodes

• Change system cost/performance by changing only Fabric - no
change to Nodes

'C ..... nil ,.....,

FIBRE CHANNEL ARCHITECTURE
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FIBRE CHANNEL FABRICS

• Suppons many different topologies, not just switches:

• Arbitrated Loop for low-end cost-effectiveness (virtual Fabric)
• Switched Fabrics ·for high system bandwidths (many parallel

transfers) and excellent expandability
• Many other application-specific Fabric possibilities

• Key to the architecture is that Fabric provides management, control
and monitoring functions

• Nodes are just data sinks and sources

Stol1lgtIRtk

FABRIC OVERVIEW

"... c.........Oct__ 2.,'''.

• Fabric provides three classes of service:

• Class 1

• Class 2

• Class 3

Dedicated Connection and Ports (i.e wire)
Guaranteed delivery, end-ta-end flow
control

Multiplexed, switched, Many to Many Ports
Guaranteed delivery with buffer-to­
buffer & end-to-end flow control

Oatagrams
·Ship and Pray", delivery not
guaranteed

• "What goes in must come outW (down to frame level)

• Single-level address domain (24 bit address)

Fe Intreduetlen......



METAPHOR
Fabric

--- ~6a ta

...- W1N~6a
Telephone
Company

---
~

6a

---6a

I I

'-----------"'
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WHY THIS APPROACH?

".... c.........
Oet__ 28.1 ..

• Separates management and control from •users·:

• Many protocols to be carried on Fe were designed for short
cables only, not network management

• Locates management in Fabric where information is available
• Avoids the ·chain effect- Conly as strong as weakest linkJ

• Facilitates putting Node interface functions in hardware:

• Single implementation of segmentation/reassembly, flow control It
error recovery for all protocols

• Leverages capabilities of VLSI for cheap interfaces
• Allows high utilization of gigabit and faster links

FC ........
It .



INTERFACE ARCHITECTURE

I

roo----

~I.=~
EJ

DM\ L FMME
IF .....

"-- all::D"rJQO:
FMMNCI "'OfOCOlc..- • E....

~
......,

flMOInRI. ..........

FellF

MEMORY

INTERFACE ARCHITECTURE

• FC providts a transparent delivery service:

• Protocols define Wdata blocksw in memory
• FC interface card fetches data from memory, disassembles data

into a Sequence of frames
• Sequence transmitted thru Fabric to destination
• Destination interface card reassembles frames and recreates the

original data block in the destination machines memory

• All flow control, error handling and most levels of recovery performed
by the interface cards, transparent to the software

FCInt'.......
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INTERFACE DETAILS

• Four data rates supported - 133, 266, 631 & 1062.5 megabaud Cdata
carrying capacity of 12.5, 25 50 & 100 megabytes/s)

• Optical variants use led & laser transmitters, multimode and single
mode fibre:

• Shortwave laser variants malt popular & cost effective
(2km@266, 1km@531, 0.5km@ 1062.5 megabaudl

• Electrical variants use ECl transmitters, video coax, subminiature coax
Call rates) & STP 1266, 531 only)

• Philosophy is that FC will run over what'l available

,c ....
P 11

COMPATIBILITY

...~
Oct-.rZ8.1114

• Proliferation of variants causes little incompatibility in 'the field:

• All parts of an Fe subsystems do not have to operate @ same
rate, use the same technoloGV

• Onlv F_Port has to match N_Port technology

• De-facto child card scheme simplifies transceiver interchange in the
field:

• Available at all rates and with III technologies
• Gigabit Unk Module spec in public domain
• All high-speed serial paths restricted to module
• Simple paraUel TTL-level interfaco to rest of interface card .



INTERFACE DETAILS

• Coding scheme is 88/10B (same as ESCON, IBM patent generally
available for FC):

• One Special character used in first byte of four byte structure
gives simple byte and word alignment mechanism

• Simple encode and decode in parallel logic

• Framing protocol uses variable-length frame structure with fixed
format 24 byte header:

• Specifically designed for implementation in hardware
• Each frame is self-describing

Fe I".,-....en
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INTERFACE DETAILS

• Powerful look-ahead flow control for high-performance long distance
operation

• Class of Operation controlled by Start of Frame only

• Fixed format 24 byte header includes:

• 24 bit source and destination addresses
• Type of protocol encapsulated in data fiBld
• Identifiers for Sequence and Exchange Constructs
• Optional gather and scatter support
• Optional extensions for security applications, 64 bit addresses

• Data field size holds 2K of data plus its own 64 bit header

FCtntr.....en
r ... ,. Stornalf'Rtk

EXCHANGE CONSTRUCT

• Peripheral command sets have half duplex command flows:

• Use identifiers to relate received info to previous transmissions
• Each protocol uses different details

• Exchange provides generic construct to support protocols designed for
bidirectional but half duplex bus schemes:

• Explicit passing of permission to transmit data
• Facilitates use of existing drivers with new Fe interfaces
• Helps ensure distance-insensitive operation
• Direct index into control structures at each end .
• Allows complete Operations to be performed in hardware
• Single, optional interrupt upon completion, or chaining

I
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MULTIPLEXING

• Frames, Sequences and Exchanges can all be muldplexed:

• Frames from one Sequences interleaved with Frame. of other
Sequences

• Multiple Exchanges active to a Node
• Oriented to protocols that suppon deep command queues
• Integrated with the flow control.cheme
• Controlled in real time by hardware
• Leverages the abilities of multi-threaded DMA

Fe 1nIr-.eden
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Fe SUMMARY

• Designed from the beginning to achieve high-performance by
hardware-intensive means

• Integrated flow control and multiplexing to achieve huge system
bandwidths even in widely distributed systems

• Supports a large varietY of existing and future protocols and types
(e.g. peripheral command sets, network protocols) with a single
infrastructure

• Scalable in both performance and cost/performance over a wide range,
expandable almost without limit

WHERE DID Fe COME FROM 1

• ANSI Technical Committee X3T11 began work on FC in 1988,
development of actual standards in 1991:

• First Fe standard (FC Physical and Signaling Interface, FC-PHI close to
publication

• Fifteen other Fe-related projects presentlv underway, in three groups:

• Basic definitions (FC-PH, Fe-EP, FC-IGI
• Fabric definitions (Generic, Switched, Loop, Servicesl
• Protocol mappings 'SCSI, IPI-3, Block Mux, 802.2 LLC, AAL51
• "Foreign" transports (HIPPI, ATM etc.1



Fe STANDARDS PROJECTS.
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Fe FUTURES

• Starting work on FC·EP (Enhanced Physical):

• 2 & 4 gigabit physicals· s/w laser mm and single mode
• Twinax cables to 1 gigabaud
• Fractional bandwidth allocation (virtual connections)
• Hunt Groups, Striping
• Class 3 Broadcast & Multicast (unreliable)
• 256 levels of priority

• Higher speed physicals still in 19951

• More protocols and types of protocols (do mil have to be done by
X3Tl1 ), generic guide in process
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FC APPLICATIONS

• Scalability of cost/performance and system size, Class 1 and Class 2
operation plus the number of protocols supported leads to a wide
variety of applications using the lame infrastructure

• Mass storage applications range from an interface to a 3 % inch disk
drive to large disk farms

• Network applications range from terminal networks to router and
gateway interconnects to backbones to supemets

• Many more areas - real-time, simulation, avionics, conferencing,
Imaging, broadcast studio, etc.

ADVANTAGES OF Fe FOR DATA ACQUISITION

• Hardware-only first level sensor interface multiplexing:

• Leverage existing components - low cost, high performance

• Class 1,2 & 3 allow very small to very large data blocks to be
efficiently transferred using the same infrastructure:

• Change the mix of Classes between experiments based on
latency and throughput requirements

• Obtain high bandwidth utilization nUrTlbers in all situations
• Class 1 • 2 provide loslle.., deterministic operation
• Support all types of protocol - network, channel etc.
• Easy to support special and vendor unique protocols



ADVANTAGES OF Fe FOR DATA ACQUISITION

• FC designed from beginning to coexist with other technologies:

• Mappings tolfrom ATM II HIPPI exist
• SCI recently requested, type codes allocated for both SCI &

Futurebus

• FC allows systems which are cost-effective, scalable and expandable
across a wide range of data rates and system sizes

• Even possible to design a special switch:

• Meet FC-PH Fabric model
• Remain compatible with COTS FC-PH equipment

Fe .....
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DATA ACQUISITION EXPANDABILITY (2)
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DATA ACQUISITION EXPANDABILITY (3bJ
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SUMMARY

• Fibre Channel allows small low-cost svstems to be expanded
seamlessly to very large svstems:

• Hardware focus lead to good utilization even @ high data rates
• Excellent interconnection flexibility with Loops and Switches
• Supports a wide range of traffic types with the three classes
• Deterministic operation in Class 1 & 2

• Rbre Channel architecture allows special equipment to be used
seamlesslv with existing COTS products:

• 15 sources of Fe Silicon Cand GaAst
• FC interface cards for VME, EISA, MeA etc. already exist

Fe " ...
' 31 Storag6k

SUMMARY

..... c........
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• Fibre Channel has been adopted by a wide spectrum of computer
industry:

• Significant product announcements already made Cworkstations.
disk arrays etc.) with many more to come

• Commitment to FC as Interface of choice bV HP. Sun. IBM
• -The next generation disk array·
• Supercomputer support 8S weill

• Fibre Channel was designed from the beginning to Interoperate with
other technologies such as HIPPI, ATM etc.:

• Allows the best technology to be applied to the task in hand

Storagtfftfk
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SCI for HEP experiments

Scalable Coherent Interface

Applications to DAQ

D,lQ COl~rere1l(:e PNAI, O('/obe,. 26-2H

1 ,_-

A uniform
high performance

INSIDE:
-ringlets
-switches
-bridges

PROCESSOR
Nodes1tousands of nod:

hundreds of metres
tens of Gbytesls

pro's; (* a packe.t.Jl{ reasons}
High bandwidth (up to 1 Gbyte/s per node)
Sharing of address space is system wide (64 bit)
See front-end memory nodes like local memory
Avoid data copying, use caches
Fully symmetric communication
Packets protected via CRC, Retry packets
Mix inversely directed data streams
store&forward routing, low latencies
Copper and Fiber optics
Price ~r node falling towards 100$ US
~~Io.et etJ.i~ 0} fOJcW,

MEMORY
Nodes

Hans MOiler

CERN IECP-EDA
RD14

HUll" 1.1../1,-, CERN RD14 Hili" M../la Ct'liN RUN
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Con's: (* a sb.rin.kin& # of reasons)

SCI's Inarketplace is very slnaU today
•..but SCI solves a general problem of

MPP: Memory sharing and low latency
Most of SCI is in R&D Labs.. cooking takes time
Physical layers need work....IS0-IEC, WG 15
Fiber links for I Ghyte/s needs initiutives.. there lire
Support chips ( Cache, Memory Controller)

... still missing (?)

SCI bridges: currently only SBUS .. wait for PCI

SCI switches: still haven't seen one ( ••N month 1)

Cons

\
) .

~ .................
I _

I
, _.__ -. t

today

Special require.nenis of HEP Expcrhncnls.i

Crate/node power loss: keep ringlets alive

Cabling requirements: "harsh environment"

N->l event data synchronisation

HIlliS M"I/l'" CERN RON

SCI ANSI/IEEE approved

n ~ = Standard 1596-1992
~ ~ ...... + newly approved ISO/lEe 13961=-' :r ~ we. 15: SCI in harsh ellvirollments,.. rD'" Substandards:
0- ~ PI596.1 Bridge Architectures
...... ~ ~ P1596.2 KiloProcessor Extensions
~ 0 r':> '1596.3 Low Voltage mfferen'i"l

, .."' ~ P1596.4 HAMlink
~ ., , P1596.5 SCI pntn formil's

J./ rt , P1596.6 SCI/Hcal Time, .., ,
~ f ~ , , Related Standards +Technologies

J ... , IEEE 1212 CSR Architechtre

.I.
..., , P1394 Serialbus
.,... ~tlickring(LVDS) by Natiomal

r- - - - - - - - - - - -': " Semiconductors

:Not only a performance II '

tissue, also long lifetime +:: "
: technology independencft l ~P;o~e~;~-d;;;iioOO 68040'; - -,
.. - - - - - -. - - - - - .JI ~ '; ,I Spare": PA-710c,.
r. - • -- -- - ... - - .- _1 ..: ... . ~SP: C40 in~
• DAQ will need cached data I, coming: P~C6Ox!. . .
• access, whether coherency Is:' ~~m~t.iesdttne: .Il.~al ~~~ Ra!D*
I needed is not clear. However, : '. . bldl~ctional F.Fo
• if needed the bit fields are Ii" '. :" SbU8~*
• h i hS . ..... , .,:··'DRI\M*,t ere n eac CI packet. , ~ .. .,. :,.' .. 'in":;: ..:;,' ,'.,., "",.. '. ,. "" . " .. "

.. - _ - - '. - •• _ - - __ - _ • .1. '" ,com g: c."c1ie~coherent ..

!..•.•...••.... ·.· ..•...•..;:.~-;i;,~ 1~2tif~7
: B~se~~didi~ done;vME;~ SQP~~,.
, ....., ... '.' :.:!.·.'..1'urboCbaDiiel':,"'·' •
• ".,. .. ,'·~omiDg: PCI bus. (!l' " ';" i• .,' . .&.'TM· b ".".at • I
L

... ". ,. ... ,,' II. •. Fast us· 1 .
.~ 1iiIo;~,;;. .. iiiO_ .;;. .. ..; _ ~ '. ~;,,;,;_~ ~ • .1

• are commercial products, all other research item

"""t Millin ( tH:"1 I(IJ.!~
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S!.1packeJ cncodinl: on 16 bit wide links

-, ii'
I r-­___L.J

, I I

LJ' U-l

FLAG ~
I I I

16xDATA : r-----~J·:· :"L
I 1 I I

CLOCK _J-1. 11 fl I1.JL ilJ- U
: ~ :..- 2ns (500 MHz) :
I ~ I I I

2 byte DATA @ 2ns = 1 G13:Y~c~s

I 1 I II I
I I
I I
I I
I I
I I

: SCI packet :
I I

HEADER nATA eRe

.~~~~I-'~'

!ADDRF.S~(;~Nbi:S:·:'~:~MAND

RECEIVI~'--·-jSENDlNG

NODE
CHIP

SCI gives us:
computer-blls-like services
over dista"ce a"d betwee" mallY 1lodes
A.standard with built-in scalability.

An SCI Ringlet example:
1 - - - - - - - - - - - - - - - - - - - - - - - - - _. ,. - - .., - .- - - - I

: SENDING ~--=-~==)~
I ~ IDLE

:NODE ( BYPASSING i
REt'EIVIN~ .

\

Processor/Memory LOGIC

L ~

Ringlets are implemented via SCI cables or Fiber Optics
Ringlets on average can take bandwidth of 2 Nodes ( up 2 Gbyte/s)
Receiving nodes may be intermediate nodes to further ringlets
Send buffers are kept till echo from next node is returned

IR-DE-SOO physical standard. ECL -> IGbyte/s
GaAS nodechips Dolphin, ECL -> 500 Mbyte/s
GaAS nodechips Fujitsu, ECL -> 700 Mbyte/s
Vitesse Datapump ,2*2 switch LVDS -> lGbyte/s
IBM BiCMOS Lincchip, LVDS* -> lGbyte/s
LSI Logic CMOS nodechip -> 125 Mbyte/s
Line Controller •.•.• -> 200 Mbyte/s

HI/II" MIII/er CERN RD24
He"'. MIII/., CERN, RON
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. Split transactions allow for bus-like connection,
however simultaneous (noWAIT signal»

H_ • :~ Respond~;

o Request -> Response: between any
requester and responder (latency is
mostly responder property, min 1 us

Il:J Echo Subactions: between pairs of
intermediate SCI nodes ( depends
on link distance and speed ).
Echos for buffer propagation
Echos carry retry information.

Riw:kl

s..c.I..mlit.J'ransaction .nechanjsm

[;~"

~-I-
2ns

Ons

4ns

blls

8ns

1211s

IOns

14ns

Req\iest Request Echo Idle Response Echo

EI E2--..

time on SCI line

SCI packet:
a sequence of 16 bit SYMBOLS

Request IResponse packet Echo packet

Hili... MIII/," CERN RDU Hili" MIIII" CERN RD!4
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Hm... MI/II" CERN RDU

Measured/reported SCI latencies

CERN CMOS ( 125 Mbytel. chip ) IatellCy (ns)

VMA, dl1love6ol write OIl CES' SCI8U~ 2MfNt

Sb..memorJ-J CERN 4000

..~.

Lvns Low Volhll!e Sil!l1allil1l:
PlS96.3

New line driver/receiver standard for high speed with
much interest in Telecommunication Industry.

Compromise: low Voltage and high noise immunity

• lower voltage swing than PECLIECL:
differential signals centered around 1.2 Volt (GTL)

• constant current ( 3.2 mAl with Zout matched to line
• Receiver Common Mode range between 0 and 2 Volt
• termination RT on receiver device around 100 OHM
• Power dissipation in termination much reduced as

compared to ECL-> no external termination resistors

HtII... MIlfl" CERN RDU

Tl'Sj Chip 1.2 u CMOS atADO Mbns
Vjelnr Common mode on R

- nrv:f-·
1.2V - 0.25 'Y-p -
~~ .~.

J I, at receiver t
i

--.l ~
2.5 Os 300 MHz over 3m of 8 pair Twinax Cable tested

LY£J..1l.iwii. SCSI-II cable 50 MHz

:I: IBM's SOOMHz HiCMOS: LVDS at 1.0 Volt
* Vitcsse's SOOMHz DATAPUMP uses LVD5
* Dolphin's next LC uses LVDS
* N~ltional: New TTL-LVnS Quad Rx/Tx chir
* RAMLINK uses LVDS

2500

IatmcJ(ns)RAlJMlIIICheIter( 125 Mbyte/. chips )

DIV44-SCllnterrace, between .... bueI

CERN GaAS (500 Mbyte/l chip) latency (115)

DMA. dmuvc64 write 5611

RIO RJIOO MIPS Innware IF 'or I 7fNt
"datlllea" dmon64

RIO R300I MIPS firmware IF'or 21 3fNt
dmove64 "real data" wrlte+relld

Apple ATG GaAS (500 Mbyte/. chips ) latency (115)

Inter Quadra 68040 _y_y 5000-7000

Convell GaAS (7. Mbyte/l chips ) IatellCJ (m)

lIIelllory IKCeII (best hlelll· wflrst remtlte ) SfNt-l8000

Conclusions:

... GaAS 1(2 Gbyte/s speed Chips approach already

1 J.ls latencies

• Extrapolation from 1/8 Gbyte/s CMOS chip to

coming LVDS ( 115 .. 1 Gbyte/s) chips: I I.ls =normal

_-I.~ SCI latencies arc really bus-like
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CA1 (c S + (blJ~ t: c r 0 (l S -t ~l' ~o£., SCI oyer Optkal...fi.lw:.Jransmission interconnect

k~

lJse of'llP full duplex Gigalink Chips HI>MP-I002/1004

5:lorlf~/' 3M S~ It;)r· ~~a.1'

( .e.o,oh ~I' rf 4- ~ "-f:~ )
~2rn~/5 3,,~ AT .&-\

( r-Q.t le } UM~'~ }

~ \-U~ ~~QU~ kO'l

AtlPL,'ntTE so ~ ~o

NODE I

Shus­
SPARC

8024 test setup

Luser tr~lRsmiUer 13tH' 11m

'..--..~)~ ?.,----
~n;j.'? .~~.~I!lliH

NODE 2

SCI over Fiber (1.4 (.bulld)

Htlm Mill"., CERr.' RO!"

tumape Card

SCI-FI mode in liP Glink parts:

17 bit parallel ( 16 data 1 Flag) -> serial 20 bit fraOles (CIMT coding)
PLL locks on user supplied frame rak dock ( also low speed applications)
65 MHz 16bit parallel in -> 1040 Mbit/s serial bit rate ( 1300 Mbaud)
Extended operation rates, chips typically work up at 2 Gbit/s, future 3 Gbit,
Cost 117 usn for 1QIQ
Optical modules: BT&D and Finishar use Glink with Laser optics

("0.1./ vJ,J

Art, fa

.--1.--8

kv.:.etAJDUJ ~pk~
----~-

,-.t;-(
~tJ)f.c

\SCtT-­
l~

At1~~~
l ".. Nt'~o

(S'M~

T~ 10( ~ot .. ···
,.

J1o=rf;.c WG f~ ~ ~.~-I (~.",~ 1 5;C, ,

6lrt'L.c....t.;~s <M ~~ £M.l1\'-rd\\w/IJo.~

.-., u~s~ Stt (,1 SIt i&4 .('. C<2.(L( • (' Lt
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SCI BRIDGES and Adapters

SCHorOAQ FNAL OAQ Conference

Fir Tw r· · i h
transparent memory access:

FASTBUS
( Struck)

VMEBUS
(Dolphin)

~

SBUS
(Dolphin)

NODE _ ,

PCI bus
( High inll~I\~SI !!! )

/
RD24, Star, CES, Struck,Dolphin. 13iRa,Apple,..

Unix WS 1

tests "sjne SpardationlSBUS-SCI cards

Unix WS2

Exists:

SUUS-SCI: SCI development kit (Dolphin)
includes Unix drivers.
RD24 shared
memory tests on Sparcstations

VMEbus: Expected early 95 uses Cypress
VIC chip and LSI Logic nodechip

Hm... MIIII., CERN RDU

Requester A

Responder A

Requester

Responde.

All transactions pl'SS the bridge error-free

transfer latency is 1.8 microseconds

Hill" MIII/~r CHIN RO!4
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Tested: SHARED MEMORY via SBllS 11/\(\ - AI~CHITECTlJltES USING SCI__ ._.ll.. ~~. . .___ •

Example is applicable to N nodes and any distance

I'RODlICTR
:. U NOOF:-;

'-"••--.iiJ

CONSUMERS

:. .........~
\.,...J
..:-0--".. \..)

Note however that:

I{ingle&s do not scale
The Iluluher of bridge-nodes

is large ( N:I: M)

* '00 '

:- " II 1-+

~
RIN(jl.l~·rs

common
shored
memury

SCI

TRANSPARENT ACCESS

Remotely MllPped
from

Node 2'.-. ---,- - ----_... _-
Mmllp

~= ~:;;:::
~:.""-~~~"""-M
't".. ..... ~ 1: t et·.. l ~ I p~ ,.........

~!,,~::.~~.;!!-:"~~~_.~ --:~
~<l~lt';.,;jlltlll • ..tru,.-~-:

:::::":;-..:~:;:=:..-=-'~ ...:~
_"'..;;;. ,..::--.;;r:r .._.__<l._ ~ _ ,-

liI:l

~
fI)

5
~

liI:l
U
:; ,. . ~,,'-..,'•..,,,.~,, ""I
fI)

Cll:
liI:l
fI)
j,;l

NODE. NODE 2

td • openl"/dev/sdI H ,O.Hl::MI.l'I'f: Mlln

toct I ((d, CONNECT, Nodp.ldl

pI r • nvllnplfcl, IO~41;

·ptt· ~ I:~.I;

closetfdl;

I II = f)Jl~1l (" i d .... ·., , :.;, i I H, () 1.1",CA I. '..,AP I

ill.:! I lId, ':('N~Ir.CT, Uud,"-:J)

pte - mrnap ltd, II.r' 4) ;

rri.nll (" ,i II • I. : I; to, ',.1' I );

t:111selrdl;

For large architectures, use SCI switches:

1\111ltista~e switches scale
The IUlinher of' switches

is smaller: N* log2( 1\1)/2

II",... Mul/"r U·;RN RDU Hili,.' Mull.., rF.RN RDN



~Cl r", OAO FNI\L OAQ Conre.enc:e SCI for OAO ~"NAI. OAQ Conterencc

._---~"

..

:~-=~
::>

__ ":'")0

-=~

.~~:~-­

,"=-=--:----=z-

L1 ({calist.k....lan:e Eyentbuilder

Four IGbyte/s Linc chips
with 2 Gbyte/s internal bus:
4-way switch with 1.4 Gbyte/
overall thoughput.

I Gbyte/s SCI

Eureka TOPSCI project:
GaAS 4 way switch MCM

1000*1900 Superswitml

·:~;f{.i;!l··;¥;;~iF~~:"~~"•.

B.) Laree Switch ARCHITECTU){ES

4 way SWITCH:

~
-.j ....~

~ -'~~

-- ;....- ···--d~......~ :I L"ecucu - 20'20 . Ja&1t ~CJ .__ ._""_

il -~- - J::. ill..e ~OO ill swif&b cowponent,s 5
~ e:::~ B -~~ rr-:--. U-= ...- ...~. C=J

e::::t~ .:: +J-::1~ ::e

~~:->

<:~Y:./~SC~RIOg~ 64ood..

Real traffic 500 Mbyte/s on 16 Ringlets => 8 Gbyte/s
from 1000 Input Units to 1000 Output Units

SCI retry mechanism for ttafflc derandomlsatlon
Intermediate buffers Inside each LC port: event plpellnlng
Supports both data driven and cached readout: large bandwith savings
No Inherent packet losses.
Scalability up to tens of Gbytesls hu been simulated

Wber options:~
cost/speed CMOS n()d~

HallJ MII1,., CERN RDU H"''' MIIII" CfRN RD14
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SCI for a uniform Data Acguisition syskm

Ma.-"Ionll'

Detector n

L--__.__J
Detector 2

SCI Multistage Switch 16 * 16
8 Gbyte/s

_I~HC Data Acquisition System in SCI

Detector 1

~
~

----
Mass-Stor••
Remole Sites

t I

uplkal Unks

~ ~

-

Detector n

[ . 1
,,--

Wc.rlSlallot.

Event DIsplay
Monltorina
Initialization
Calibration­
constants

'I!~.''''';;''''[J'i!J
':';':'" .

( ~

Detector 2

I ]

Eyent Memory
Cacheo

--_._._------ ]
, T --_...._-

Detector 1

I ¥- I
T,p. b

I C

.DSP
Bus

Dual Port Data tlow
ButTers

l) DUll' pun 1lIl:1I1my UIlJ US"
2) Fiber Optics merger network
3) Crossover switch! network
4) DUll' pon (Multi-CPt I) hll~
:'IW'lIt'.I;lIi,.w, ,1110.1 lin,' ~ "1111'111: I

HIIIU MIIII,., (,/:RN RD!4 HIIIU M/lllt" CERN RDU
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HUIU "'"11,, ceRN RDU

SCI (> 200 Mbyte/s)

Data Mainstream out

,- - --- - -"-..
i '

~

ff(JA

3rd level Trigger

(for elllmple DEC 21071 or other)

DRAM

,1&

Data Mainstream in

•KI and PMC ; The new local bus standard.
and; possibilities f2LJ}ual Port ArchitectBw

SPARC

I
ATLAS like; ALICE like
decomposed local and data
global data network concentrato
with of mixed FI
intermediate processors buses,
before ED passive ED

CMS like;
data driven event memories +
high speed event builder to
massive RISC farm
test transparent CPU access to
data over ED switch

~ II ,...... - -- - - ~ llfiber

~
U

~

~
"Ii
rn
}
";
=-a:
[:r;1

R&D for a heterogeneolls mini SCI DAQ systenl

~ ( real implementation depends on component availability)
::s=+
rJ III VMEj .. ~._J i:

"8
[:r;1

I
~
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SQ.Brida:e to a CPU • n

Transparency: .12 hit Cl'lJ address M bit SCI

bus available

Solution: Use Release-Retry

Page

Node_ID

Internal
address

CI\ IU =nead.Write. STOI)
SIZE=1-65SJ6.0=NOI)
INT= Interrupt on normal

completion

descriptors in main memory

3.

Decoder

Execution

~

physical
address

• •

Split/Uniform,
cachebursts,
mpu primitives,
32/64 bit address

, . .. .

l/uilil'd hus

II'I~~~
. Deadlock:

··UDlnnJ41
n::;~;~;J-

Map CPU's bus transactions to SCI transactions:
... user doesn't need to know

Perfonnance:
Optionally add DMA (ETA.~ programmer needs to know

SCI • • Unified BUi
( Pel, VME, .. )

SCI: Split Transactions

• Extended Transaction Unit
HIIIU "'"Ikr CERN RDU HI/HJ "',d'" CERN RDU
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Choices ARCHITECTURES

l!il1iuIriIm:....._-_.._-----_.._--_._._._._----~
N Sources .... II III III DMA :

I
I

~~~~!~~~i~ I

Push ~;:r::~;..;.-f1~~~";i"j~ ~:::~~: I
~:'~¥t/~:~~~~:-, . I
~~~~.::~~._._-- .~ ~.: :

I

M Destinations ~ iii iii CPU :
•• __ •••••••• ••••••••••_--. __ ••••••••1

• how do sources know where to send
• how do destinations know when last

arrived

SCI possibilities:

~

SCI common clock, shared
counter can use fetch&add
SCI interrupts, SCI broadcasts,

coherent protocols..

r·-·~-··_-···-··--_···_··----··_---·-.

Memories

~;-_-~:-= ..,..~ ~'~;.:- ~~r~_
•••••N Sources

Ipull

I
I
I

•••I
I
I

: M Destinations III Iii III CPU•............................- .
• SCI caching to reduce for access latenc

:~m~h~~.~~Utt~§;~l,f#.!t~~kp~n.mt~.~~~~.ffl!::;,:.;:~
••....••.. u •• ,."nl' "n"~









ATM Research Pro,jects

Jean-Pierre Dufey

(dufcy@sunvlsi.ccrn.ch)

Overview 01' SOUle research pro.iects in Europe

Industry projects:

ALCATEL: MPSR switch --> I. Mahood

AT&T & EPFL Lausanne:
Phoenix switch --> A. Wiesel

CERN

LAY-OUT:

Overview ofsome research projects in EuropE!

The CERN RD31 project:

Modelling
Event-builder demonstrators
ATM Adapter
Software development --> I. Mandja\'idze

IB~1: Prizma switch

')/.ysic:s researcl. labs:

CERN: RD31

CERN: CN division

UPPSALA: WASA expt.

ESRF, Grenoble, France

INFN, Frascati. Italy

--> T. Engherscn

_:.> this presentation

--> ....

--> ....

-->" ..

Fcrmil.b 26110r94 AN Rest.reh Projects J.·P. Dufey. CERN. ROll projecl I"ennilab 26110194 ATM Rescarch PrOjCCI\

"1..

J..P. Oule)·. CERN. RUll pr.>tt<:l



CERN: eN division:

The Parallel data acquisition system for WASA

(B. Carpenter, D. Davids (danny@dxcoms.cem.ch). 1. Joosten)

Application of ATM to the CERN computer network.
Provides useful information and help for:

News about standards (AlM Forum)
Contacts with industry.
Evaluation of products,
Some benchmark measurements (Netcom. IB~1. BP)

UPPSALA: WASA expt.:

(L. Gustafsson, Irg@tsl.uu.se)

foiae I. peilllt!onnection using ATM over SONET OC-3 (mul­
timode fibers) and multicast of the data using an 8 X 8 switch.

Collaboration with RD3 I for the development of a VME-AT~I
interface.

Plans to port the design to PCI .

()pticul l.inks

'''rontcnd
_system

Control backbone and masstora~c <Ethernet. SCSI II)

o 0 0 0

'''list dnlll swit...h

Trig~crs

Fcnnilab 26/1(),4)4 ATM Research Projecl~

3

J.·P. llulry. CERN. RDJI prOltCl

4



ESRF, Grenoble, France: (Synchrotroll radiatioll accelerator)

B. Lebayle (lebayle@esrfJr) et al.

Use of ATM for fast data transfer between the experiments
('beam lines') and a computer ccntcr with:

- fast data storage dcvices
- high-end graphics servers
- computing servers
- DAT tapes.

Detectors: VMENXI based.

ATM interfaces: from FORE, Drivcr under LYNXOS
ATM switches: 2 @ 12 ports each (-> 16)

Status:

• in operation since Dec 1993
• 4 beam lines connected (up to 60 in the future)

• 100 Mbit/s to be upgraded to 155 MbiVs, DC 3

INFN, Frascati, ItalJ'
(P. Mateuzzi, D. Salomini et al.)

Event builder based on Gigaswitch + FOOl --> AT~l (Digital),

RI)·31

NEIJULAS: A high pert'ornlancc

data-driven event building architecture

based on an asynchronous self-routing

packet-s\\,itching nct\\'ork
M. Costa. J·P. Dufcy. M. Lethercn. I Mandlavidzc. A. Man.:hlolo. C. "a.llard

(TN.'". (;,'''''''"

K. Agched. S, lIullber!!, T. Lamlk. Th. I.indblad, C. l.indsey. II. '.cuhum:u

1"1/1' H"w" 'I/\''''''c' ,.'-/i'dl/lo/"g\', S,..dJI"/'"

L. GUSlatssoll
'1/\"'''',' ''.I R.,dwIIlI/I Soc','c·c'.\, tI""'C',\I'" 1111;1'1,·",1." "1'1,·\"1,,

O. Calvet. K, Djidi. P. Lcdu.

Cf.'.V I)PIII'f stel'"

M, De Prycker. B. Pauwels. G. Petit. II. Verhillc

.-tln"'" Dc'll 7i·/c',","1/c' ...1'''''''''1'
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Generic ATM-based Event Iluildc.·

RD-31 Research Directions

• .Modelling of switching fabrics and event builder
architectures. (ATM. Fiber Channel, custom made
'conical').

• Development of adapters and data generators (ATM).

• Development of small demonstrator event builders
(ATM).

Sources

Destination

broadcast

Trigger

ATM cross connect
switching fabric

Destination
assignmcnt

Ucstinations

4 I
"Frcc" dcstination

• Development of drivers and DAQ protocols software.

• Nx~1 semi-permanent virlual connecliol1.\.

• For each event, the destination assignment logic
broadcasts the identity of the destination.

• Sources segment their event data into cells with
appropriate vel labels.

• Cclls self-routc through the switch to the dcstimltiol1s.
which re-assemble the c"ent data from the incoming
cclls.

Permilab WIWM ATM Re.arch Projecls
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Why do we need modelling?

To study the behaviour of switching network architectures

and to understand system design tradeoffs:

• Required size and speed of switch fabric.

• Event-building latencies

• Buffer occupancies -->Dimensioning of buffers

• Cell Joss probabilities

• etc ...

...under various conditions of traffic, depending on:

• LI, L2 trigger rates and data movement strategies,

• Event size distribution,

• Distribution of data amongst sources.

An event builder model is Inore than it s\\'itch
model.

Steps to dcvelop an event builder model based on a particular
switch technology:

• Creatc a delailed model of Ihe switch (if you managl: to

convince the manuI"Llcturcr 10 give you clhlllgh details).

• Validate the modcl by cumpanson with thl:
manuf,lclurer's dat,.. (sam~ remark as above l.

• Complement the model with the cvent-builder
components;

• a configurable traffic generator.

• distribution of data amongst sources.

• a control of the event buildIng in the destinatIons.

• a destination assIgnment scheme.

• buffer management and mOnitoring In sources
and destinations.

• processing in destinations.

• Traffic shaping.

• Possihly dcvelop sevcralmodcls hy dillcrem persons ami
with different languages

• Validate thc rcsults by a "theoretical" approach if
possible (not easy!!!)

Faadlab 2ti(1Q,94 AN aeaan:b Projecu
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"

'r.·ut'lic shaping or intcrl1ill flo\\' control '!

or 11 cOlllbiniltion of buth '!'!'!

This is the subject of hot debates

within RD31 these days !

It givcs good scalahilil)' dlaractcristil:~

• It is necessary for s..... itc:hcs without intcrnal lIow c:ontrol.

• Whcn applied to squHrc switches with internal lIow
control. it helps 10 reach higher loads,

• The traffic Oil a VC must not excccd. un avcrage. liS 01

the nominal bandwidth (S =Numbcr of S()lIrcc~)

• Thc traffic from all sourccs towards H givcn destination
lUust he skcwed in timc.

Principle of trunk shaping fol' c\'cllI-huiltkr applications:

Two lranic shaping methods HI"\.: proposcd:

l'ra.l1ic Slllll,itlg:
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Randomizer tra.ffic shaping: "The Trlle Barrel Shifter" :

•
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Randomizer Traffic Shaping
(Operations in 1 source module)

Round robin
1cell IC I time

from every queue
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• random injection of cells on the network.

• requires special hardware in the source AT~1 interface.

• 'slow' synchronization of the sources.

• May be possible by software. with an external interrupt.
(software switching overhead - I0 usee)
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Internal flow control:

• It guarantees zero data loss inside the switch,
• It shows, under particular circumstances, much lower

latencies than traffic shaping,

• The event builder system is simpler (no traffic shaping).

But it is not a panacea ...

• It is highly dependant on the traffic conditions,

• It is highly sensitive to traffic fluctuations.

--> to be used under low(?) loads.

Combination oftraffic shaping
and intemal.flow control ?

• Advantages of traffic shaping and very low data loss
probability.

• Could we apply a less strict traffic shaping ?

Event-Builder Demonstrator

An event-builder demonstrator is useful to test:

• Higher level software protocols,

• Some results from the modelling (e.g. ED Latency,
throughput),

• Traffic shaping methods.

• Cell losses,
• Commercial adapters.

• The interopcrability between the interfaces and the
switch,

It can also be used as a real time simulator of heavy traffic with
event-builder characteristics.

B,lilding blocks:

• An ATM switch
• Source modules: ATM full function adaptors or 'Data

generators'

• Destination modules: ATM full function 'adaptors or
'sinks'

• An ATMISONET protocol test equipment

Two demonstrators will be set up, including:

• a telecom switch (no internal flow control)

• a switch with internal flow control.

Fermilab 26flCW94 ATN Retearch Project.
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VME - A'fM Adapter

m(nJd '{(llI·NlH).(~J"O ·d·1 maro... IfU1'S'1I ....Ly ~I/l)l qll!lDJl:I

Goals:

• Gain experience with the AT~1 technology and standards,

• Develop software protocol layers.

• Implement the additional hardware required for Ihe
'Randomizer' traffic shaping technique,

• Check if and how it is possible to reach sustained
maximum rale.

• Chcd~ if llllll how the fum:tioualilics lleelicLi for eVCIll­
building can be implemented.
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VME· Al"M Adapter (ctnd)
mfClld IHIM 'NH:J.) '.(.)'"11 C1- r

:''l-

~1:t~CUfllf3J""H I...LV ttJIII/I)[ q"'"1U'~1

Spec(ficatiolu: (see poster by L. Gustafsson et al.)

-iIJi-
! <

• 155 Mbit/s OC-3 SONET/SDII. multimodc oplical tibers.

• SAI{A (alias FI~Ef» (SAI{ chipscts) for ATf\1 alld ,\:\1 j.

• SUNI for SONET framing.

• Implemented as daughter hoard on aCES RI(),

Current Status:

• Loop-back tests successful,

• Interoperability with HP tcst system.

• Proceeding gently towards nominal bandwidth ...

Future plans:

• Interworking tests with the ALCATEL switch.

• Produce several modules for Ihe demonstrators.

.. PCI interface.

•
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Data generators 7.7

Requirements:
,..--------. --_._. I

Implementation:

Advantages:

• cheaper and more compact than ATM adapters.
• simpler control: just load and go.

• Data stored in memory are already segmented into ATM
cells with headers (no hardware segmentation is required)

• Only the hardware of the physical layer is required.

• Multi-buffers for traffic shaping are simulated by mixing
cells belonging to different Vel's. Empty cells can be
insened if necessary.
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• Send pre-loaded data packets, on trigger,

• Data packets could contain meaningful data,

• Memory must be sufficient to contain H 'signiticnnt"
amount of event fragments (depends on applil:ution),

• The effect of traffic shaping must be emulated.

• Half-duplex,
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KFKI

Fibre Channel Tester
Te.t Module 1 Test Module 2
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KFKI

Frame Editor
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file Uel
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ALICE
Fibre Channel

• Dual port memory FCS output (RD12)

• Fabric for Event Building
_.. pCI VME and PCI FCS interface (CERN/ECP)

• Workstation Interfaces
• FCS tester (KFKIICERN/HP)

• Storage
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VME/PCI/FCS interface

CERN/ECP : Hardware
LBL : Software for VME platforms
KFKI/RMKI : Software for Windows platforms

PCI/FCS interface for Level 2 and Level 3 trigger processor module.
First used on a RIO II with LynxOS from CES, other PCI platforms later.

1: '.

" . -

-...- Erik "tin d~r Bij divisiDn ECP EDUIDQ --



ATLAS
Fibre Channel

\__ e--
\

."

Experience and Simulations with HIPPI
(RD13 &STAR)

• Fabric for Event Building
• VME and PCI FCS interface (CERN/ECP)

• FCS tester (KFKI/CERN/HP)

~_ErikV""Mr Bij lIiriJiDli ECP EDUIDQ --

I '\"It'('IUI""



EI~ P"ul()t~pc

:1'
t ~ :.J l..

, I

• \'1(" X~:' I: VME arbiter

• , - , , •••••• -. , • 0" ,

..",--ww
.........
:r.

--~--..-

·t:

---.:-='1:­wi­"-,..--

0 • • • •
0 o .~ 3 0
I .. C
'J ~ ;] ..

3J>. n .0
~ 5' 3

.-::

~
.0

'.

.. '.\
· ..}

"

.. -" .
. '.

~.. .~ ~

" ,

.-.- _._ .•- .•....•.. ~ .. '-T"'-'

• •

o
'/I
~;;
~
o
:3
o
c:
III

Ul
<
~
n
~

o
:3
(}
t"..,

..
..

t

I
\

.\

'\
.\\ .. ~

~
~ \. .,~~...

-., )

"J:
~.

-. ....
T.'" l-'- ...-

:I.= ....
-11.. "I-,',
~

~

R3000. 32 MOyte DRAM. EP/LX = real-time UNIX

,..;.......;;;;

\ il II II
I I I

( I' ,. I'
~ It I' I'•
2 I ! I
~
I

L-

VME

RS:!.':! 0;, '! o"I!

r Mnnllnr I

•

• RJ051.4 MOyte DRAM. HiPPI interface It'
,~
:.

• 8x8 switch
switching delay < Ius
logical addressing: 12 bits ofCCI word => output port(s)
camp on: Src requests are held in fifo



-
,- ., -_ .... -

''''',..L. ___.
i

i
- -LJ -'.

I i _:'U ::;I

:::! ~j I >.I

~_.-._._-- i
I --- J , :-:

l- i ;:; - g..: ._~

"

L--.I.... :
~ ~- .§J'

r.

~ ~ ""
~

;;.
~ ;:;

~ :::::
~ -5~ z 'J

~- ~ E-
,

~a
~

...A •.:L~ .1-
j - -; 1i ~- - ~

~ X "':l
I ;;. .::;

~-
~ "" J',- ~l ~ ~ x ::I..- -;
= ;' ~- ; .§j ~i: -!

_..
] c:- ] - ="i :.I:..: r." - ,- ;.... "':l

~..~ ! ~ f
~

~ " ::I- .B u;

i J',

~ I.B ~ ... a' ~: i "l -:: ~ :.c 1.!:: "" <I I
~ ~ 'U 'j;

~I i "" r- ""--~ i "" "" :/i '" :'II ::, .:: .~
~ ;,

~ ~ e
~ ~ 0 §.. u r~ ~ = '" - iii

!
~ i Jl

"" >. !... ~ ::; ""i '..1 Q"

10 ~ u.-'I I !

~
:.; =.

~
e.: 4'.1

C ~ !
it ... 1 I

-= ~
. us=. !LJ ! GoI QI f.O u 1£ > ; a ~~ ~ 2

J
~

Euroball
Fibre Channel

.-e:::::: Readout module
• VME and PCI FCS interface (CERN/ECP)
• Fabric for Event Building and Distribution
• Workstation Interfaces

~t.····· TCP/IP and Direct Channel_F measurements (RD11 & Euroball)

• FCS tester (KFKI/CERN/HP)

• Storage
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IP based Readout llnit
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The readout unit is baseL! an tlus I:a~ nn Iv.u VMl: bUolnh.

• the main CPlj where. by means ils sI30lJarlilP IlnJu!>lry !,;ad. I

interface. is located also the dlJ2 r.:adout interface, SUl:h inu:rfJl ~
has Ihe same funclionality of Ihe VME bas~d one. bm fils :llhll
mezzanine bn:lfd. It rro\'illcs son Kbytc III dual run f1IC:llIor~. Ihl'
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Experimental results COlnmunications between three mM macbines (Direct
Channel protocol)

\I ,6
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;;----,'. -------------
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Hs.Dml It!<:. HSIbm' & RS'bm6 wndl & wnd21'tw n tI ITabll' I: ComnlUllicalion !l~rd (M Byll'!l/!lI'C' .•

Dirt=ct
64 Bytes I KBytcs 6-1 KBytcs

Channel

IBM-IBM 0.11 1.7 15.7

Table Z: Comftlunlt.lioD tlmr (nlilU!ll'f••

Direct
64 Bytes I KBytcs 64 KBytcs

Chamlel

IBM-mM 0.58 0.595 4.19

IBM·mM : fron, RS/6000·CIO lpower peW. I' 8OMHz).0 RS/tJOOO·S90 Ipc.l\\~r2 at 66 MUll
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dashtlut line: pcrfonnance curve of Senderl (RS/6000 250),
star line: theorelical perfonnance curve of SenderI,
solid line : perfonnance curve of Sender2 (RS/6000 C 10),
circle line: theorelical perfonnance curve of Sender2,
dashed line: perfonnance curve of Receiver (RS/6000 590),
plus line: theoretical perfonnance curve of Receiver,
dotted line: Maximum speed of an optic fibre.

()\'~rh~ad : 6XO IIlkr(ls~~.

Spl·~t1 of 21.R f\IByt~s/s,": for Iransmi!ling 6-1 KBytc IIl~S~agL".
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Other Projects
using

Fibre Channel

• RD31 (Switch simulation)

• STAR (Ancor VME, Ancor fabric, simulation)
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Conclusions

-¢- All major experiments use or study Fibre Channel
-¢- Commercial solutions available for many parts .-

- Workstation interfaces
- Fabrics
- Disk and tape storage

-¢- Hardware is developed for special DAQ requirements
- Dual Port Memory output
- Fibre Channel testers

-¢- Hands-on experience is quickly growing
- Workstation programming TCP/IP, Direct Channel
- Knowledge of protocols
- Measurement results
- Simulation models
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A Review of SCI Projects

F.J.Wickens
RUlherford Applelon LaboralOlY. Chilton, Didt:(ll. UWIl, OX II (IQX. I if:

INTRODurnON
The Idvenl of che Scalable Coherenl Inlerlace standahl

(IEEE 1'92)( I) and the development of components III

support it has been ICcompanied by stron~ interesl in several
communities. especially: compuler companics: computer
scientists: and panicle physicists workin, cowards Che neu

. ,cnemion of eapenmcnts, hll' cclCltmercial reasllns the: lIN
,roup have tended to do lhelr dcveklpments behind cl,"':d
doors, the second ,roup have been panICularly Intere51etl In
the possibililies for u~in, Ihe coherent shared memllr~

supported by che standard, bUI it is the Ihird ,roop whll ha\,'
done much of the openly published work studyinl! Ihc
potcntial for this standard In be used lor tnnsponml! lIat;1
between memories and prll('C5SlJl'S and hc!IIA'ecn tlmerenl
elistin, bul slInducls, lbi5 review wtll CIHlcentrale on Ihc
wed of this lISt IRIUP, but wilh 5OI1te rdCI'CMC5 til vanllll'
commen:ial developmenls el~where,

THE SCI STANDARIl
The SCI standard provides for very hl,h perillmlan,'c

IlIteROIIIIItlS (GSytClS) between pnlCCs!wn and ntCRNlI'ICS.
thf'Oulh networks of uni-directlonal point,llI-pllint links.
which allow bus like services, Typically SCI nndell wllUld he:
........ iIlto"'l rinll. with bridJes and swilCltes betwecnri. Since all SCI liMs can tnnsfer data concurrently and
ItMsaetioM are split into separate requcll Ind responSt'
phases. there are ftC) arbitrac,Oft botlleMcb. Within a SCI
network there Is a 64 bit SCI .tdress lpate. "' which 16 bits
are CIICd for nnde Iddressin" A nn,e CIt tnn5ICtIC1II5. buth
cahecent ... llOIl-coherenI. arc covered by the slIndard. O\'er
short distances (UP to a few metla' the point 10 point lints UM:
c_1n with II parallel li,nals • 16 fnr data. plus ckdt a",1
nil bits. F« Ion,cr dillMCes serial fibre optic links arc
fomeett.

~VAILABLE COMPONEHTS
The first vitlt inpedient for the R&D was the availabilily

of chips Md boIrd level products 10 lupport the standard, fill'
lM HEP comtmtnit, this hiS been driven by the NClfWerl:ln
CCIIIIpIfty~ who were responsible for lhe desi,n of the:
first NodcChip(TM) I. initilll, in OIAs and lalcr in the
dtelper (but stower) CMOS form. The OaAs NadeChi~ .'c~

produced by Vitessel2l. but Dolphin also marketed them (111 11

VME IIaed development tx.d which contained nil' only tho:
NodeChip and COIIIlCdOn for the input and outPUI links, bu.
also boot·tolic, powe, converters. nude dOl:!.; and II

connet:tiolt for a parallel to serial convener fur serillilinb, In
1994 die CMOS NodeChlpsl31.manu'xtured by LSI. beellllt'

INodeChip ila tndemart of Dolphin Inten:onncct SlIluli"ns

available and Dlllphln a,aln marLcled Ihem lin a VMl:: baM',1
devclopmenl bllard • and InIlSI impllnantly 'hiS was plu!!
compatible with Ihe earlier G:lAlo version 01 Ihl\ boa'd. In
addilion to lhe bare chips and developn,enl boardlo, Dolphin
IlslI produfed a board uMnl! Ihe CMOS NodeCh'p whkh
pllll!s into the S8us 0" a SparcSlall"n tll!!I\'C SCI cllnnc:('\I\'il~

I>e,ween 1A'llfhl:lIlOns. f~1
In paralicI III Ihc ,'hip an,1 llIlilrll tc\c:I prllllll,Is Ih~r~ h,l'

Ilc:clI a rClall.'11 d~vclllplllcnl lit ublc ilsselllbhc' Illr 11t\'
Imrrronne"lInn "I Ihc SCI nlllklo. II 's 1A'llh .hcw 1""Is Ih,l\
m"stllf the R&I) has been ullne

TlfE PROJEct ~

RIJ·l.J

Mudll" Ihllo rC\'IC" llo ,·cnlf,·" ;,,"ullll.hc CI:KN K\)·.!~

prnjcC:I. 'Ibls prO\CCIII.OIs staned tn 1P\'CSlIl!a1C the pnsslblllll&:lo
"' usint! SCI 'or 'ucure upcrimcnts 01 lhcl UK cra, Howevcr.
1I\l:r lhe la~t }.) years it h:ls alltlk'l~d DlIny panICs intereslr,1
in SCI. bllth IRlII\ HI-:t· inslitules and cllmpalllcs, many II'
wlKlCIt have a sil!nlltcalll pan ot' their SCI wnft llUtSltle I" RI)­
24, 111us in addillOft to lhe many valuable SUb-prOlCl·ts within
RD·2". it has played an equally important rille I!\ a ell­
nnhnacin, 'mm 'or most or the ,relU~ IM:tively wcnln, ,m
SCI with relevance tn HEP,

In IlJCll RD,24 dc:mnnlotr:tlc,1 :t ~ nndc r,"!!. u~inl! Ih\'
<lOlA" NntlcCh'ps (UnnUlII at ~(lU MIf~ICIS, nnc nl",le belllf
drlvcn by a RlClClll in a CES RiO nllldulc and the: lither b~ ;l

61lU4C1 in aCES FIC, for full details sec the: RI>24 StllllS
repcll't -19')) f~1

Subsequent to thme tcsts the card used "'ith the FIC ha,
bec:n .unher developed and nllw ",c1ulk~ II DMA en,inc and
with the CMOS node chip i5 nnw I\'ailahlc as II rummereial
polduct fhMII CES, 161

Within RD-2.. de5il!n wllrL l'lmllnues, :II "mtvlnll. til
cnable this SCI card In-be used 1I.'lIh an eailoun, VME Dual
I'cll't Mentltr)'. i,e, ..'ilhclUt lhe FIC. In Ihis way it is planned til
clevc• ., "IUI'C ,ener... SCI .'l·ess "'ith DMA ,'rllflll>PM\.

In IW4 .'hen the CMOS compl/trn's became availahl~

RD·24 denKlftstaled rin,s. with ul' tn 4 ncldc:~. uSlnl,! the
prolotype lit the CES card menlloncd ahelvc tC!Fether with
Dolpin SOus til Sri adaptnr cards, In addition Ihey
demonstrated an SCI·SCI bridAlc. uSlni! a pair nl' modified
Dolphin ckvelopment cards. allo"',n!! IIl'n SCI nn!!s 10 bc
intcr.:clllncc:t~d, FIJI' these dc:nlOftslralion~ the SCI links "'cre
runnin, III 12~ MOyle/s, I'lIr fullcr details St'e RD24 StltUlo
~pcll't. 1994171

lI~m!! Ihc SUus III SCI ",I"plllr ('anls RU-24 wer~ alslI al·k
III LemoMtrale apphcallnns lin diflerenl SparcSlallllllS
I,..,msparenlly shann!.! II memory re,llIn in one nf the ncxJc"

hlr IIIC 1IIIIIre RU-2~ 1\ nil" ",llr"m~' tllwarulo bUlhilll;: ,I

helc:rul!encous mini 5('1 UA(,l system .h,ure II whl~h ~an Ill:
conti,ured acC:llI'din, 10 the .rchitcclur-.I prclerences tlf e,l,'h
ot Ihe nlain LHC nperimenls II.e. ATLAS. CMS an,1
AI.ICEI. The flllklwln, seclKHlS describe the dcvekcpmcnl!\ III
many SCI C:llmp"RCnts. blllh within RD-24 and elscYo'here.
lI.'hic:h wlluld needcd 10 complclc all of lhe opticcn!! for thiS
'~Melll. The IIRC vilal IIIl!redlcnl not dcscrihed belc'w I~ Ihe
SCI SWI.('t!t!\ and lelf lhese Ihe readtr i!\ relerred III the: pa""1
1'1\ 11111 Wu I"""llns nmlercnl:l.' l!'il,

thlal ''art "'""l1'~-....---=,..,--

u'"

-. -
1~Il!ur~ • A hCtCflll!CIlCIIUlo mini SCI UACJ loystCIII

Ilrif/gn It I Vuritlft.f Bu,,'c'\

(irelUps 'ronl Man"hesler lInl\'erMty and ItAI. hOlvc be,"'l1

wllrLin, lin prOllltyr,n, exerciSt's hlr the ATLAS Ien:1 2
tnJ.!l,!er sy51em and have produced liCvcr,ll SCI inlerfaces /"1,

The &!rlMlp hllm M;Ift\'hc:lolcr Univer\ity dcvelop:d 11t"lf
uwn CUSlllm SCI d:lullhler card un a 6U ~urocllrd .'"It a
CMOS NndcCh,p. ducL. ('cmtrol lo,ic and 4 FIFO's - '"r
scparate Input a",1 outpul rcspccnsc and requesl queue~, III
prnvidr c1cadlock tree lIperatilln. InplII tOlhe bllar" i\ ",a it ,\1
hit hu~ which wilh some simple interfal'e IlIllie can be
1.'1",necI~d III VlrNIUS "Ilfnmon buses.

Aneill:lry bua,tls have !'leen prOOuc"d til dri\'e thiS mplll
Ifllm VME. The SCI til VM~ interfacc. thus tel\'ftted. was u..:.1
bllth wilh an cnlbcddcel "ME conlroller and Ihmu!!" a
nlemll\')' mapped tntcrfac:c: Inhl a DEC Alpha S~StC:lII.

Anlllhl"r andllilry bll;ml was prelllu,'c,1 I" d,lI'c Ih,'
daullh'er card tfllm the ,I'lbill bu~ Ill' a le,.a, Instrunwn"
TMSJ2llC40 dil!llal si,nal processnr. ThiS used Ihe dBcX):!
cnnnrclilln ul' ColO units frllln I.OUI!hhnroul!h Suund Im"I!~'"

alo In Iheir nU\'~2 &. DB\'-l~ mlllluk:lo lilli, Thh (I1(1II'~ t':

l.'llfll\CC\llln '" a C4t1,s alloll !'Ie"'!! pursued b~ anlllher l!relllr
tmm Valencia who arc dcvelnplftl! " millC ,c:neral purpl'c
C4(1·SCI inICI1'a\'c,

A 'nunh nlllle was prllvlllcd l'ty HAl. whn tn~e'her wllh
INFN (Rome: and Leecel have been exlendml! earlier R\),2"
WId to produce an SCI-TumnChannel interfOl\:c. This uses a
Dolphin CMOS NlldcCbip dcvelopmenl bllard ,Criven h~ a
CES RIO madulc usin!! Ih~ RlOUII prlll:esloinl! In lhe RiO a,,,
rrlllllC:nl "llIIvenCI,

Wllh Ilus C(\IIIPIllCIII il tlllll n,,,,tc S( 'I fllll! \\;lS hr,I
~un·e\..tlllly I'rera.ed m IIIC ,\TL\S 1e:~1 beam hne a' ('1:1<1"
IIunnl! Septcm!'ler,Oc:llIber I"'J~ hi rass dCle,'llIr U.'13 hllm iI

nellA""~ IIf ('441 prlll.'eS5\\flo hI RiSe pr,ll.'CloSlIrS '" a prlltll'~'I'"

ar,'hlle('lure fllr ,\1l.AS lc:\·clllflJ!J!cnn~.This IS bc:heved 111\'
hrsllllne: Ih;1\ 'h\'c' Itclel'llIf dOlIa has heen passed fllllnd ilI\ SCI

rm!! aC " !'leam hn.:
WllrL I" n.,\I, ulllk'r\l,'",' II' pr."hln: '"nhcr bcl3r,l, til ;111",\

Ihc r.t;,n.:heMcr llaul!hlcr ,'an" III III: drl\'cn IflllII Ihl: 1'( 'I 1'..­
"' DEC Alpha prltceSSClfs \II !!I\'!: a IIIl1r~ di,\:," e'Nllk:l'IillR III
IhI: RiSe pr,"'\:S'i"r,

Anlliher pfll"',-I hy PlIlphlll I' IIlI :1 V/lIE·sn hrul~,'.

whkh lA'ilUM loUp",'" maptlC'" tr;.n~lcn lte:,wccil V/ltI:M allli
tlk' M I'Iit sn addr~ss spa,'e, .hus allll"'m\! transrarelll
trans'ers hel.'ec:n VMf. ~l!nlCnh ";a SO,

'Il\c Unrvcfsll~' III' (hili. IIIl'lIl1ahe.,.:III11n \lllh Slrud•. hah'
a prlljc,'lto dc\elllp :I FalothusSCI bridJ!c,l.'llnnCl·lmg hllhe
('[RN IIml In.crf:ll.'c na malolerl I II

SINTU: III Nllr\l'il~' ii'&: wlllllll~ "" Ihc ,I"'I~II "' ,III Sll
1I1C IIletc"'!!CnCIIIIS Inle:rl'lInne,'" tnlerla,~, \lhllh ,,"111,1
prnvldc an altcmauve ptIY~I(':11 )awr leN Ihe SCI pal.'~C" II: I,

"C:I'illl~C III "s 01""'1'""" h\' ItISe pnll'c~sllr an,l V/IIE
11tIicrd illanllianurrrs the I'CI bu, slanllarJ. e~rel'lallv III thl:
mlll'C rCl.'en.l~ allrecil nlellanm,' ,'ani "Irnlalll'MCI. IS 1111\\

ftl'('il'lnl! a 1111 III' In,eresl 'mm lIIan~ l!flIUI". In pam",u!;I'
RDH and.he S1'AR collaburall,m 11.'1. IIIJ!elher with l'l:S,
Apple and Billa h:lvc all exrrcs.\Cd in.erc:sl in c1cvclllpinl! set·
I'et IIIlerlac:,'s, One: aspc"1 III Ihllo wllrk h a small 1l("l\lItypln~

el~mse within the STAK ('l,IIaburalilln whidl "Ialls In allll", a
prinnty schc!me: 1'111 lite fC(\uesls and re~ses by usmg DP/l1's
insle:,,'"llhr millC usu;d FIFO's '"r .he queues, In acldl\llln
Ihey I'lan III hanltlc .hc mana!!cRlrn. IIf the: "mlicil r('l
transac:IHIllS vs Ihe Split S(,llran~a<:tllmlo USIPl! I:I'G,\\,

O'her Prul\.'l'''' IMitsidc lhe: "!'.I' ('lllllnlunlly alc '­
NlIrwe,lan Telel'lIm arc devclllplnl! an ATIIt·SCl
in'el1a.:e. this WllUld mal' ATM channels hI $Cparale
buf'icrs "'lIhin the SCI adllress space III a 5~S1em. SII



Ihal channtls would '0 dllcCII\i1O lhe apprnpnalc
physical memory and prtlcesslII.
Apple are developln!! an inlerbce 10 bridr"
I'rom the i>owerPC bu~ 0" a PowerMat· In S( I

M~nro,i(..\

Another imponlnt in,redlenl 'tlr OAQ s:-,Slcms :m:
memoll modules, CIEMAT in Madrid Ire tlevelopin, a SCI
16 MByte DRAM in I VME mndule which will suppon ,"m,

cohetent tead and wrilC and move I1pCRlllm~.

11le University of Oslo is tlevelopin!! a VidcnRAM wh., II
will support all nl the requeM command~ dchncd Inr Ih,­
prtllCn' NudeChlJl!l••neludtnJ! n ....ll: c'clhcrrlk'lI 11·11

SI-';'" SCI

Within RD·24 Inilial leM' III u'e the Ilnlplun sn
cllnnccuon 'n Gi,alink chlp~ til prnvlde p:lralld III ~cnill

cnnversion .'ere limited '" 1000al klOpbacL, Sl. IlIvl\lIln 10

CERN is now lakin, Ihc~c leM' Iunher, ,',mne,'lInJ! Ihe
Dolpllin clIId!\ III nKllIu!es Ir'"11 l.ascnrnn. hm'ar ami 111'& II
10 implemenlltm, dlslanee ~ared memllnc~ c"llIrled Vl3 hhr,'
oplics... is planned 1o U!IC these lor ICceleroilt., cllnlrlll~,

f.'trrURI; COMPONr:NTS
'I'he dl~c:lIC1n and rale of prc.~"s in lhe medIum lenll .'111

be saon.ly inlluenced by lhe availabililY 01' new components
and board level prnducls. AI~ady some nl' lhe projecill are
plannin, In use ,he nell pnentlOll nf Node chllb such .., lhe
Line Conlroller 1151. II il also very likely Ihal more fUlurc:
chips will use ,he Low Vollalc Dincrenlial Si,nallln,
(LVDS) IechnololY which promises hi,h speed. combilll:d
w"h Inw pnwcr Ind Inw cnsh, Alrcldy IBM ha\'('
demonslralcd S{.'lllnh. USIn, Ihls IeCh"lkl'~ wilh lIit'MUS
chips. Rlnnin, 1111 GBYleJs 11«>1·

CONCI.USIONS
SCI Clnnul yet claim III be • mllurc lel:hnullli!Y. 11111

InlerlKellulve been demonslrllCd In many nl lbe cc",lpunen"
used ill lhe IIICsI and plutned eaperimenls. Wilh IROfC SCI
products becom,n, lvallable, and ,he bRlad sweep 191' projel:b
invesli,atin, SCI I'", the DAQ enVlnlllmenl II promises ht
sllisf, many of the mosl demanc"n, needs In the con,.n~

round at Cllperimcnll>.
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Research

Projects

IDAC

Fermilab, Oct 26th, 1994
lIsed

1993
1993

1994

/r

tiUf\S Nodechip Fujitsn/(~()n\'eX
CI\10S C'('l\1(~* (~unvcx
667 Mbyte/s GaAs (not available
to RD24)

Cl\1()S Nndcchip I.JSI "logic: IJ)..J601
125 Mbyte/s low cost/speed 4 Watt
available in quantities

Scheduled fur 1994

I Gbytc/s Nodel.JVllS
I Gbyte/s 2-wa)' switch

Scheduled fur 1995
('Hehe and l"lelnn..~' ('ulltrnlll'r ('1\1('
-1- "'(l~' s\\'iteh

IE\; \·J'r l'tlip \\'i\~lin IB\I project AS..Jn~
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in RD24 : 200-250 Mbyte/s Line Controller
2nd phase ~ overall performance gain ltV 3 *L64601
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Fred Wickens
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to:,',

F Wickens - 26 Ocl 1994
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-> 18 pairs

16 DATA + I Clock + 1 FLAG

8:~·1
'I .''''''• . :IJIrs ',.,
'.

2 bytes @ 62.5 MHz => 125 Mbyte/s
~.~ ... ! ..•••=

".",. \/.,;;." "'11.'1

(.lSI LOl:ic's
(.I 64601 CMOS Nodechill

DIFFERENTIAL Pseudo-EeL (EeL + 5Vohs)

4.2 V~ .....;..-j--.... _.. ,

~~
~ i i : 2 Bytes at

3.0 V :::1..+... .. ; L~~.~~~..;.~~Si tion
--+ 1 16-19 ns ! ~

Status SClw RD24, SI094 ,

---------- -_._- - ----

Chip directly drives/receives SCI, 50 OHM ternlinatioll



RD24 COLLABORATION

ApplicatiDn of the Scalabk Coherellllllterjace to Dala
AcquUilioIt III LHC

s....JuIy 1994

A. 8oIX1u' •R.K.eyser.lI. MUlier'. G. NupM. P.I....DI.l> Samyn.I'.Wcrnet
C£aN.Gc:awa.~

B. SbaJi.E.ll~Jl~J.WikDc, 0. WII

u.;,......, fJlo.a.,..... 0 ..~.Nmway

So(j~

Uai.n-siI, fII Oslo.~ .. I......dcs. N«wway

S. FIk:iaDo. F. ee..i.G. Medici
INFN Sa.., eli a....lJ~".....U S3pIenza. IUly

Po Cn:Ii.II. '-0
~s-...a...a..".ly

A. SyIia.A.I~. A.. Bbaov
DIEP..........a-&a

E. SandQs.Pa;.. v. OanaIez-Milla.Ut. u,.-A...,.a. A.Sebaslia.J. Fcm:r·l'neto
D'IC.y......s.-

FJ.Wickeas, DJt.~'.IlW""'.U lzae.IlP.MidditlOn

~~It ...' UIC

R.HultMs-Janes. SJCd,..It~ D.Mm:er

Uaiwnily"~II'. UK

V.LiDcII:marush

l...atReaa B«k.ky ...........,. lertl~,.CA. USA

K. l«hscn. S.E. Johanxa.IL~ E. ROlt!:vc:i100Ip'. I..~s.a.. A.S.. 0saD.. Norway

A. GlIIliebi" A. P:itIm:
DiIiDI £q...... C....... (DECl. ..... PnljKt at CERN

F·1l Worm. J. 8o¥G. AlAUIlS
Crati., EIfftnIeic S,-.. (CESl. e.--n. $wlIurbnJ

R.Han. D. Nonh. G. Sue
App~C-wt"ft'.Iac. Cupnino USA

E. f'aoe:a
l'hum~on·TCS MllIicolld"'an Spteir..aa, OB;lJ. Ff;lllll"

I. JOtnt spokesmen
2. SIN1'EF. OSLO. NORWAY



040
--r----r--- -_~_n_ JJ Mill

~Addr

,32 ~ Uata<

VMEbus IJrocessor CES FIC 823..

I

I)ual Port
RAM

.,
~_ -, I

;! - -1.• I

Plickr.
AssIUiss II\\'

1~1)24/CEI~N-Pr()tvill()(1993)

UI\·IA IF II CEltN RU24/Prnh'inu

Uesign me'~od/lools: Cadcncc/Vcrilog/Xilinx

4 'CUllS I ). (l~hil(f1'" 1\111,

I)I~AM

...
...
-------- ------- 1-1----------------__

~«a
~
~

!
rn
~
~a

:JmJQNW3 ·"tmt
CII

(661 ~"" 9l ._P. - --~

!nrml ~
:Ill~I n
fft

i.

Ii
;;~

i
»
:tllt

:t'il..
I

'J;

a-P-OI)-:!.
:::I
~

~

-l-

il[1
8" :-a .~

[I fa

n I ~

I:lfII

N

I
Uolphin
GaAS
Node Chil)

Ilthit ~IISUOI\111, SCI



SCI port for FDrM (IHEr rrotyino, Russia)

FI: Fast Dual Port SCllpterface to FDrM ( RD24aHEPl

Registers: byte count, SCI address
Commands: DMA Start-Stop
Transfer modes: LOAD FDPM->DPM

Transfer DPM-> SCI

" I'"

.....--.:...,~_. Othel
SCI

CES
SCI 8225
DMA+DPM
Mezzanine

Cadence Concept, Verilog at CER~ + IHEP
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FOPM,
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SClforDAQ FNAL [)AQ LOnierelll.:~

RI)24's SCI laborator\'
F-_.._..i_"~

~
Echo

* from different transactions

Response·Request*

~3.... SJlDboI::> SCI-.ne ID
WS,...eo5ac.........
III S""> SCI ID

~.~~ 3 node SCI ringlet test
in north 'area ATLAS test beam

~t;lp
~~F --r ~ -y --- -~' Rk n t- ,; r ~n

Nt< 11--.oS I!-.-.Jl r l--..I r ..
~ ~t< .. L.--I t..--..l f.. •
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L Nt< j 1" ~ J r J •
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~ ~~ I 1_1.. I 'l_f 1

~ ~t< '.. I ~I< . ' I .~
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I~ .,.... ... -

:',: ~~ :."\ '~. on DMA using Unix driver

:.. :.; !\:~;:<;':~ ~ in transpa~entmemory copy loop (4byte)

\: ;"~, ': \, '.. in 8 byte operation

,..-------------,
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I I

111I I j :Previous 500 Mils GaAS tests :
tE1t I~ I I ..... . _ _ , ._

Sbus- I; I ,ta•.v-:----~~ ~ ,
VME 1It ' I •. 13000":' SCI /ECI~ Apple I

~I nI-' . ~ I. 68040 .~I' - - - - - ~ Quadrl Id,..... ad IeIl 1li.lt.Ba::: t I- k..MMl81l:' 1--..... - ---~.1

PHASE J

HtllU MIIII,., Cl"RN RDU
"



Tl'S:l'C1 ()~ h~' ItU2·J. Shared memory ul I I\Ihyl~/s dahl rail' cmd Hi l\1h~'lc's w 1)'1:\

.;

r. 1

.... . -, 1

NOUE .1

. . I: :, ' .. :: : : ~ ~

,"

'j ",if!:);

If; 11I11 I!,I: :.

~ : .: j' : ,

cOl11nmn
shared
memory

SCI

TRANS')ARENI ACCESS

RemoteI, Mapped
from

Node 2

Mmap

Example is applicable to N nodes and any distance

.~ .. " 1

NOUEI

1 .:;

SHARE) MEMOI~Y

,

~
u
~
fI)

cc
Ia.Jen
;:;)

Ia.J
U
~
~
fI)

dz
"~~

SI.IUS SCI and RD24 S.I094

, .

.! r'se f t dl;

: ,,'t 1 I! =, .."tlll['''. !! ':'H~ I ! i

...,. - GJIf,:: t"· ;14'\'/ ~~ 'I ~#', C). I·:E;!·!: Tt: r·!.."·.i )

[ '! - n,m,lF' II d, Ill. 'I, ;



"

:a
0 m:n

~
c

Iien
Da

~ ~
a•

D~'
i..
C II•

ermll -E'
0 ;-. < :

·fi ..
m

L ----l"TI r tj . -
m Z i~
>< ~

m 'fl; i"O r-
II II II 0

" 0 tj nCD 0

~18
I» ::J I,ht r i i- mc n en CD.. CD C
CD .... '< (Jl::J ....
m ... CD

a "'I LJ 0 (I) rt.. ..>c I» !fl.. < ~_ ....- CD- ...
0 I ;~ I: ;iil CD

~ ~I m m 3 If.. ~n 0 j;,ll b-,~...
i: -0

it -" IIJtl.. CD- ..0 ::T r·: ·'n~ -0 n
I~- ~

0
'.. .II- rt

C, .. II w
lJ E" PO

1~
-

:1IJ:r r Q
("';0 -
~-4 0

l= i tTIN m_.- -:: "U
===- :!. cO ~ en
I <

f 0Bl '<o!. 2!.C) CD
~ f1-- CD~ 0 ~

» i 3
0

SPARe

!
ATlAS Ukej AueE Uke:
decomposed local and data
global data network CODcentrator
wltb of mixed FE
intermediate processors buses,
before ED passive ED

~ep; heteroa:eneous mini SCI DAD syst..cm
ci (reallmplementatlon depends on component availability)

~

I .4~
.G

I,.
!

~

i
rI.)

I
1
&i

J
~
CMSJlke:
data driven eveDt memories +
....b speed eveDt buDder to
mISSile RIse farm
test transparent CPU access to

I data over ED switch



Prototyping for ATLAS T2 Global System

Alpha Control



Block Diagram of the SCI Daughter Card
and VME Interface

SCI IN

SCI OUT

CMOS
NodeChip

64
Cbus

Flag SCI_CANCEL
SCI_VALID

Flag Packet Start _ ......-,

Interrupts / Status

Req
word count
FIFO

....•..:- •..•...••..•..•...•.••...•..•....
~-_ ..

1-----.. Outward Control
~;;;",;;",;;;;..........~..... /.0->

data to send Req & Rasp Logic

32
D~us

SCV64

,,,,,,,,,

VME Interface SCI Daughter card



DEC Station

'lUrboCbannel
GLuelAlk ..------a

SCI

MIPS R3000 Interface
.- --------:--------------------

IJD Caches

CPV(RJOOO)
RAM

(FW and Dati)
VMEbu.~

master/sllve lo11ic

RIO motIter board VMEbus

------ .--------- ---------,----



SCI

LINK

NODE

CHIP

64

CBUS

CBUS
COtnROL

SCI-DSP INTERFACE
r------------------~
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FIFO
...........----.4 O.AB17819) .....I-~--...~

~...-.

dBeXJ2 __---+--+
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IJRAM

OLOB:\1.
nt's

DSP
320C40
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------------------,I
I.
I
I
I
I
1 A D
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,'110M'S Olltgoing & Incoming Requests/Responses (Moves, ":rites, Reads...)
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ClEMAT SCI DRAM ( 16 Moyle,
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ATM/SOII

Tnrl:et system

. SCI

Jo'igure 1

·r~
P-IIC
"od•

The ATM·SCI is desl~ned 10 provide ATM access for all SCI ha,~l1 J11llhl'compUl~r ')',.
lem. The Inlerlace makes il feasible 10 use SCI as a c1ustcr mlercunneCI and al Ihe same
lime mainlain ATM conneclivily.

0ivind Kure. Nnrwcgian Telecom Research

The ATM-SCI: An ATM network Interface for SCI-based
nm.,I-cumputer systems

The premier advantage of Ihe interface is the flexibilily and Ihc flile l!ranularily of Ihe Ctln

Iro' of the: data streams. It is desilned 10 suppon prOlocol Slac,", wjth tnuhlpleling al lhe
lowesl level. Each ATM channel is mapped 10 a separale buffer area. This ensures no inl,'r.
terence belween Ihe dala slreams. IIId processor and burter resources can he: assigned de.
rending on lhe service requirements of lhe: dlla slream. An eliell'lon of Ihls mechanism I_

10 map lhe: A1M channe's direcl'y 10 special deVk:U on Ihc SCI mterconnccl.

nle ATM·SCI can eilher read or transfer dal.. directh' to the h"'1 II>MA lor lei Ihe h'IS"
perform Ihe transfer (pro,rammed 110). 'n order 10 m"eel lhe: requiremenls '-rom difkre:nl
..pplic:Jllons. Ihe mode. OMA or prolrammed 110. IS chosen on a pcr channel bas,s.

The mleriace U'C\ 1"'0 embedded Sparc processor, f,'r Ihe: manaj!cmc:nI oi the communl(.1
lion streams. onc lor the transmil POIth and one: for Ihe: teccls·e palh. lhe cnmpulallon;ll
pnw~r of Ihe etnhe:dded CPUs allows lor addillonal iunclion;l!ll\' III he: a"J~d 10 Ill;: min.
t ....:.:'. It nC~C\i;ary.
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Figure 3 ATM-SCI top-level modules



I. SCI Components + Pmducts I
'Sbus-SCI transparent card for SPARC Workstations (Dolphin)
.r;.:;, ·
::P~A-SCI adapter from VMEbus 68040 processor (CES)

~C'-SCI bridge (Dolphin)
~! '. '
.j:, ,

SCSI-like SCI cables and Extension boxes (Dolphin + CES)
"t~ ..... , . '. Comnlcrcial NO\V

----_._---_._---- ------

Exemplar Multiprocessor l\fPP, CONVEX Now

!

Fiber Optics SCI adapter using Lasertron, Finisar, BT&D modules I
. i

4'fM over SCI Interface (Dolphin + Norwegian Telecom)

VME-SCI bridge (Dolphin) Sunllncr 1994
, • ••.••__._•••••••• __.M••• ~ '__ ••_. __W' ._. _._ ••• • • •

.rowerMac-SCI bridge card (Apple ATG)

SCI-PCI local bus bridge (Dolphin, STAR)
.if 11 i ~. .

:.FaStbus Interface (Unlv. Oslo, Struck)
l~' ~!1'.; :.~ ,

~D24 Resenrch Projects

End 1994

C4O-SCI Interface (Unlv. Manchester + RAL)
ALPHA-PCI-SCI adapter (Unlv.l\1anchester, DEC)
TurboChannel Interface (RAL + INFN + DEC)
16 Mbyte VME DRAM node (CIEMAT l\fadrid)
Cache coherent Vldeoram memory (Unlv. Oslo Physics)
Long distance shared memory over fiber optics (CERN SL)

, SCI DMA component for 32/64 bit buses (CAE design at IHEP)
~__.JI_...-..r-"'_•.-...• ' ••"l

IRD24IDRDC PrrstnlaliDn 31.5.9-1

I

HMiiller









Other Research Projects
(FenniiabILBUKEK)

M.Nomachi
National Laboratory for High Energy Physics

InIrgduellQn
A functionality of an event builder is to compose a complete event data

from event fragments coming from many front-end sub systems. A switch
type event builder has been proposed as an extension of classical liN" to
"one" event builder. The research projecls we have been working arc based
on this architecture.

A classical event builder collects data from several front-end
subsystems through data links (figure I). In order to avoid a bottle-neck on
the event composer node. parallel path is imroduced.(figure 2) We are
standing on this architecture.

~~
~builderbufCcr

eront-end buffer
figure I

I ~~ ~~

~ ~~
front-end buffer event builder buffer

figure 2

Each physical data link is shared by several data links. The number of
connections between front-end to event composer node increases very
rapidly as a function of number of nodes. It will be very difficult to havc

such a large number of physical dala link. 1\ !iwilch type e"ent builder j­

\'cry efficielll for lar~e size SYSICII~.

Fermllab SpOA prolect
Fennilab scalable open archilecturc data acquisitinll systcm (SPO:\ I

project is a pioneer work on the development of switch type event builder.
III An 8 by 8 event builder was demonstrated. Each data source call
transmit the 20MB/sec data.

An event builder architecture which femlilab introduced is hasetl Oil

logical pennanent data link architecture. Each physical data link is !ihared h~

several logical data link by time sh..ring. 111c key component on thi~

architecture is the module which handle Ihis time sharinc. A Will' sllli
interchange nSI t module was dcvcloped.(fi~ure :\ t Eitdl 10!!ic..1data Jill\.
has constant time slot for physical d.ua transmission. A paekel of data which
is transferred durin~ a time slot is conslant. A packet boundar~' can b.: free
frum an event boundary. Logically. daHl is aran!iferred c(llllinuousl~.

Therdore. it is not necessary to he t..ken care the packet boundar~.

~l Q [~o>~c>
::QQJ-
:::::QQJ--

D
§E~c » ¢ :::iiiD--

~. c
~
.=ca-

figure .~

A switch is operated as a barrel shiller mode. II is lIecessary It)

synchronize the switching for all physical data link. III order to reduce till'
switching overhead. FIFOs are placed before and afler the synchronoul'l
switch. Switching frequency of 20KHz is achieved.

loe demonstration system shows very good scalability up tll
160MB/sec throughpUi with eight 20MB/sec data link.121 Memory usage i~

very low for the event size of 200KB and packet size of IKB. "Illc rneasun:,1
usage of IMil memory is shown in fi!!urc .t.

SPOADAQ pro.iect has successfully d~m()nstratcLI a s\\'lIch 'YPl: eWIII
builder. It presented permanent data link architecture.



figure ~
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figure 5
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It shows that a smaller packet is better but it is not necessary to be less than
the event fragment size. Or. in other words. switching frequency is not
necessary to be higher than the event rate. Our target experiments have a
few KHz event rate. Therefore a switching frequency of IKHz will be high

link chip set.18) Re-Iock time less than 30 J.lsec will be shon enough for
event builder data link.

lEI Irlnap'ren1awUcb
KEK has studied an event builder based on the pennanent logical data

link architecture.(9] As one of the conclusion of our R&D works. KEK is
proposing a global traffic control system. A traffic of data in our
application is very coherent traffic. Most efficient control system for such a
coherent traffic is a globaltrafflc control system. Fennilah's SPOA system
is a sort of globaltraffie control system. The details are shown in thc
reference·IIOl

Traffic of data is controlled by traffic control signal. Switch is not
necessary to care the contents of the data to configure the switch connectiun.
Therefore. passive switch can be used. KEK has developed a high speed
Eel switch.II I I It can handle up to 3Gbps signal.

Analytical calculation was done for d1e globaltraflie control system.
There is no contention if the traffic is controlled properly. The traffic on
each logical data link can be independent from the others. It makes the
analysis simple. The results are shown in the reference 12. One of
important results is queue length calculation as a function of thc packct size.
Figure 5 shows number of event fragment in the input queue as a function
packet size. The calculation is done for several traffic intensitics (k).

0.0 Iii iii i I

o 100 200 300 400 500 600 701 I
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100
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600 I
500

i 400
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SOC Iv,nl builder
An event builder R&D for the SDC data acquisition system has hcl'l\

done by FenniiablLBLlKEK and other Universities.I~1 Based on the
experience on the Fennilab's R&D. we have studied the possihility of lIsil\~ ~I

commercial network interface as an Input/Output TSI module. Fihcr ch...m~1
interface has been mainly tested

Details of Fiber channel is described by many references HI. FiLx'"
channel is good for circuit switch. It has very high perfomlance for high
speed data transfer but maximum switching frequency may not be so hi~h

compared to ATM (5). In order to obtain high throughput. a largc packct
size may be necessary. It requires large amount of memory and causc~

larger latency.
LBL proposed two stage event builder architccturc.161 It will rcducl'

the required amount of memory and the latency. However. the cost of
intermediate nodes must be taken into account.

LBL proposed a R&D project to test the Fiber channel b~lscd event
builder. A functionality of TSI is cared by a commercial CPU board. Data
movement is done by a hardware DMA which is controlled by the CPlI.

0.1. link R&D
High speed serial data link. has been studied for SOC data acquisition

system. A speed of IGbps is required for the following applications. I)
Trigger signal readout/distribution. 2) Data readout data link. 3) Evcnt
builder data link. We have been tested a G-link chip set from Ilewlcu·
Packard.p) It is developed for serial ..IIPPI. We have also t~sted che~lp

electric to optical and optical to electric devic~s. Giga-bit data link could h..:
used in our applications.

LOL developed a bit-error tester for testing the data link. KEK and
Fermilab collaborated for testing the Re-Iock time measurement of the G·



enough. We may able to handle IKllz with a commercial processor and :\11
Jisec of re-Iock time can be ne~ligible compare to the switching interval.

We have proposed the event builder based on these R&D works.
(figure 6) In order to handle high speed data translcr. VME-hus is not !loud
enough. We propose to use high speed dual pan memory on commercial
CPU boards. It may reduce the R&D costs. We may have to develop th~

interrace module on local buses such as PCI instead of on VME.

fi~ure 6

Conclutlon
We have studied event builder based on permanent logical dala link

architecture. Fermllab demonstrated switch type event builder successfully.
As a result of our studiell. KEK is proposing a globaltrarric control systcm.
It will be an efficient and simple now control system on permanelll lo~ical

data link architecture.
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Other Research Projects
(Fermilab/LBL/KEK)

KEK
NOMACHI. Masaharu

Event builder

model: logical pennanentlinK nlode'

Classical event builder

------== -I-' .---- ~---l..-- /~.

---'-- .•.• / ~\l'nt huilder huffer~ ..... ~
.. /

Goal of this presentation

Re-view the R&D works

contents

~//'"

Front-cnd buffcr

Pnrallel event builder

Physical linl.

Introduction
Fennilab : scalable DAQ
R&D for SDC event builder

LBL/KEKlFennilab
KEK : global traffic control system
Summary

daqconr 26-ocl-94. M.NomlChi
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EVA ... .

logical link =Time shared physical link

daqc\mf 26-ocl·94. M.Nomachi



Fennilab
.Scalable Parallel Open Architecture
Data Acquisition Systenl

A pioneer work on the development of switch type
event builder

A switch type event builder is
demonstrated with barrel shifter.

Model

Logical
pCI111ancnt Iink

x x Xharrd shiftin!! 1II00k

20MB/sec data link

A study on various switching networks

The Verilog simulator was used

1\ nlod~1 for traffic shapingicolllr()llin~

TSI (Tilne Slot Interch,uH!eJ 0

Tinle sharing of the physical link

Each setup has a constant "tinlC slot"

Fixed packet siz~.

Packet boundary is free from event boundary.
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Time Multiplexed Switch Flow control

FIgUre 22 11me MJIIjplexed Switch

Crossbar switch
used as a barrel shifter

8 bit wide synchronous switch
Back-plane switch

Switch

Predetennined order
Broadcast the signal for synchronization

pipe-Iined synchronization .

no-synchronization

........
e.....1•

0uIttuI
e......'..

D•• e:a-III

tt~o
•

c=..•

Reduce the switching over head

Switching frequency
Minimum event size

20KHz
1 KB

daqc:onf 26·oc:t-94. M.Nomac:hi daqconf 26-0('1-94. M.Nomac:hi

'.



160 MB/sec throughput
Good scalability

A pioneer work on switch type event builder

Logicnl permanent link Illodel
Idea of time slot interchange

Functionarity of TSI is very complicated.
possibility of using n commercial nl0dule

Summary of Fermilab SPOA DAQ
Input TSI Buner Ull,t

200 KBytc Events

ISO 300 4SU 600
EventRalc

Event size = 200KB
Link speed .. 20MB/sec
Packet size - IKB

7.S

2.S

% ITSI
Buffer
USllc

10.0
200 KBytc Events

ThroUlhput Selllni

300

ISO

I 234 S 678
Number of Channels

4SO

Event
~ I i

QX)

Results

Analysis on single queue (SDC note 93-566)
10 i • ,

I

'i
- 6Ji 4

~ 2

100 200 300 400 SOO 600 700

Evenl R.le fIIzt

-- Usasc
---..- measuretl usa~c
----- packel Sill:

Global traffic control system
daqconf 26-00-94, M.NDlll8Chi daqconf 26-OCI-94. M.Nomachi



SDC event builder Fiber channel R&D (at LBL)

?
•

40MB/sec
Block transfer

VME

Clearpoint
VMERAM-FPI

MVME-167
68040 CPU

I ~ • I Ancor Fiber
Channel Controller

I Gbps 1250 Mbps

Good for large packet

Connection type network
( connectionless is also available)

Connection time for a large nunlber
of simultaneous connection requests.

ANCOR FC fabric

Fiber channel

Test Bed node

?
•

/
;:Total Event"

1
Sireams To

- Ontine
- Processor
::: Subsystem

-:-. 1000.j 1-Megab.yte
: Events Per
- Second

At Design
- luminosity

Clear To Send, Retransmit
& Error Messeges

'\:

(Commercial) (Commercial)
Switching Network tnterface To

Online Processor
Oala Balancing & \ Subsystem

Inpul aueue:~ng logic (Induslry Standard links,
-.........-.

Event Data /r::: (L
Fragments _ .J

From - n- -Front-End _:::
& Trigger 4. - =: -
System I-=-- -Readout· .

(3~r':ISI L.(1_
Messages FromlTo

Event Data Flow
Control SUbsystem ­
& Trigger Systems

Baseline design

commercial switching network

PQssible developments
HIPPI
FC
ATM (too early to use for SOC)

Fiberchannel R&D has been done
at LBL and Fermilab/KEK.

daqc:onf 26-Od-94. M.NomKhi daqconr 26-oct-94. M.Nomachi



Architecture Two staee switch

case: Packet size> event fragnlent size

Queue length is proportional to packet size

Reduce the packet size
Reduce the latency Reduce the nunlber of queue

single stage su'itch

Two stage switch

Single path flow control

Event build.ng node with a DMA engine
ss ~

"N" queues to "N" destinations

Sinele path flow control tu'o stage su'itch

Allocate fixed number of containers

Allocate buffer for maximum number of containers

"N queues to
,)N destinations

+ Large packet size can be used

+ Large switch is not needed

Cost of intermediate nodes must be
taken into account

"N queues to
.,)N second stage~

consumerproducer
~

duqconf 26-«1-94. M.Nomachi daqconf 26-ocl-94. M.Nomachi



Time slot ., Packet size

Output queueInput queue Time shared link =-• •---

a queue k.eeps
about one packel

10

Analysis of global traffic control system
SDC note 93-566
Poster at DAQ conf.

queue length

Switch

Based on Fennilab's event builder
Reduce the complexity

use simple switch
synchronize at input buffer

Lower switching frequency

lk Hz switching

Global traffic control

Broadcast the configuration
identification.

KEK transparent switch

Fennilab SPOA 20kHz

0.1 I 10
packet size I event fragment size

Packet size ~ event fragment size

It is an enough small packet size.

daqconf 26-oct-94. M.NOIMChi
daqconf 26«1-94. M.Noiuchi

..-:.,
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Event Assembling using DMA engine

Fermilab : Dual port memory (Video RAM)

•DMA controller on CPU board
+ High speed Memory

Fiber-optics
G-link

J Gbps Chip-set from HP
developed for serial HIPPI

Trigger signal/ Trigger data link

One 16 bit word == sse beam crossing

(Wisconsin / Fermilab)

received data
address list

transmit data
address list

Data readout

100MB/sec data readout

Bit-error tester is developed

DMAengine

High speed
memory

(LBL / Fennilab)

Event builder data link

Re-Iock time has been measured
30psec is enough short
for the application

(KEK / Fennilab)

Rx
~ •

Tx

daqconf 2kct·94, M.NOIIIKhi

Conclusion

We can use IGbps data link

Further cost reduction is necessary

daqconf 26-OC1-94. M.NomIChi



Hiah speed ECL switch
4 x 4 barrel shifter

u3~~
Dual 2 x2 switch

UU~@
Eye pattern

1 Gbps 500 mV/div 500 ps/div
... , ' -, __ -,. .".~... . .

~-~-)E m [ - [ r
2 Gbps 500 mV/div 200 ps/div
__ __._ """, . __ .•••.••• ' _ ••__ _ _" _ "._ • •• r ._ ..

:--7~---£::~:~)(:
3 Gbps 500 mV/div 100 ps/div
. .. ... ., ..... _..... ....·..·..··....ii_t~.,. f' ....:~:-:~ ·.(:t'·IIlI.~ .. ~ •.,;-:$""''''' .:·.~,.;I;t

'~'.~~!t'..~: .....~... ...."?~ ..
.........<~:;~.- "~"·-··:'-~>·.:i~.>1.· . _~~~'r..~.. "':::..~=. ...'>.' ..~,~r.t.~ din,( ........ .,;;.... ....... !:".ta .

Dual port memory key component in TSI

1) video RAM (Fennilab)
2) DMA controller + High speed memory module
3) Dual port memory on CPU board.

I. •• .. (Transmitter

PCI
standard inter-chip interface.
up to 133 MB/sec.

PCI module

PCI

IObps serial data

O-link
packet buffer

packet buffer

traffic signal ,'-''-',-" I Broadcasted switch
I configuration

Cascade connection capability

1024 x 1024 switch needs 5 cascade connection
It works at more than 12 cascade connection for 1Gbps signal

daqamf 26-oct·94. M.NOIIIIChi daqconf 26«t-94. M.Nomachi



Summary

What we did.

R&D on connection type switch

What we learned.

How to control the traffic
Global traffic control system has
been established
(It is predictable)

Importance of Input/Output buffer

PCI interface may have important role.

dIqconf 26-od-'4. M.NOIMChi









A MATRIX OF PROJECTS AND STANDARDS

presented by Robert McLaren at the
International Data Acquisition Conference

Fermi National Accelerator Laboratory , Batavia, Illinois
October 26-28, 1994

~_Robert.McLtzren@cem.ch ECP o;.·is;Oll __"--'

~_RoberLMcLtlnnfkem.ch ECP Di.is;on __~



• The World Wide Web

• Advantages
- Vast amount of information
- Easy to browse
- Maintained by the information provider

• Problems
- Tendency to 6'wander the Web"
- Not easy to find specific information

• Solution
- Cluster information

~ Rob~rt,M~LtJ"n(S.·urn.cI, Eel' 1Ji.';S;Oll ....~

INFO

INFO

An Information Hub

INFO INFO_--__~I

INFO

INFO

~---tl. INFO

~ Rob~n.Mcl...r~n@c~rn.ch ECP Oi.'kion ....~



The High Speed Interconnect Matrix

• Aim
- Centralise information on technologies
- Centralise information on projects
- Classify by function in DAQ system

• Organisation
- Set up Technology I DAQ component matrix
- Programme managers (HIPPI, FCS, ATM, SCI)

» Edit the news
» Receive information on new products, filter for DAQ
» Enter brief note with a pointer to the full article
» Close contacts with the Forums

~__ Rob~rt.McLDr.n@c.m.ch - ECP Dia'ision .."

Technologies

• News
• General introduction
• Specifications
• Applications
• Components

~__Rob.rt.McLDnn@C.m.ch __-- ECP Di"ision .."



Data Acquisition Functions

= 500 Gb/s

10..100 HzMass Slorage &Analys
Monitor & Conlrol

E".". Filler RIse farms
(. 10' .. 10' MIPS)

DATA GENERATION

TESTING

READ-OUT

EVENT BUILDING

PROCESSING

STORAGE

~__ Rob~".Mcl...""@c,,,,.ch ECP Divisio" ~

Try it out
The URL is http://www.cern.chIHSII

and please send us comments

........ Rob'I1.McLtue"@C'",.ch ECP Di••" .....~







VME for Physics

Short History of VME

• 1979 VERSAbus
• Moeorola 68K bus

• 1981 VUE Revision A
- Versa ModWe Eurocard

•Motorola. Moa.k, Sign81icl

• 1982 VUE Revision B
- VMEbus Manufaeau...•Group Pubtic::a1ion

-Eurocard Based:
-Conn8CIDrs: DIN ~1612. IEC 603-2

-Boards: IEEE 1101

•Racks: DIN ~1~SM. IEC 297-3

AWO·u ..a 2

FNAL 17 0cI ,...



Short History of VME, cont.

·1982, October VME Rev. B to lEe
·IEC SC47B

• 1983. March VME Rev. B to IEEE
-IEEE P1014

• 1983. Dec. 1985, Feb.• release
-VME Mnfs'Group VME Rev. C

-IEEE P1014 draft 1.0
.IEC IEC 821 BUS

• 1984 VITA Formed
- VME Indusly Trade Assoaation

Shon History of VME, cont.

• 1985. August VME Rev. C.l
-IEEE P1014 draft 1.2

• 1987 VME Rev. C.3
-IEEE 1014-1987

• 1988 VFEA Formed
- VME Futurebus+ ex.nd8d Archi18CU'8

• 1991, January VME64 Staned
-IEEE P1014R ReYO

• 1992, September VME Rev. D

-VSO VITA Stoane*ds Organizaion

FNAL21 Oct t ...



Short History of VME, cont.

·1993 VME64

.YSO P1

•ANSI Canvas Standards Sponsor

• Lalest Draft Rev. 1.8.4 January 1994

• 1994, May VME64 Extensions, draft 0.4

.YSO P1.x

European VME Efforts

• CERN VMEbus Steering Commtttee - VSC

• Under CERN's User Group for Miaoprocessor
Support - UGMS

• Formed YSC in 1992

• Chaired by Chris Parkman, CERN

• WorkshOp at CERN 15 March 1994

• Member of VITA

• ESONE Working Group

'NAL.r1oet,..



US VME Efforts

• Formed group under NIM in mid 1994

•Louis CosWell. NIST - NIM Secretary

• Chaired by Ed Barsol1l. FNAL

• Preliminary Mee1lng June 21 With
Wayne Fischer

• First torm" meetmg SeplBmber 7-8

• Interest stirred by
VME64 Extensions documem

• Membership in VITA soon

• Form Special Interest Group in VITA

VME for Physics

• Minuses:

• Noisy Bus

• Lack of ground pins in connectDr

.lntegralDrl on certain lines

• Misling voItBges tor ECl

• Card too smaH tor front end

• No Geographical Addressing

• Only one error respon..

'NALI7 Oct , ...



VME for Physics

• Pluses:

•Single Soard Comput8l'S

• Large IndUilriai Base

•Single Bo.a Comput8l'S

·Q1S's forSee's

experimental Use Problems

• Many incompatible systems

•One experiment ha 14 versions of ayMe­
• Analog noise trouble

•Bus hah8d during signal 8CqUisilion

• Incompatible larger boards

• Incompatible Protocols

'NALI7OCtt...

.......17 OCt tIM



VME64 Extension

• Many Grounds Added

• Geographical Addressing

• Additional Power

• More User VO Pins

• Additional Connector

• Test Bus for Diagnostics and
Maintenance

VME Physics Interests

• Power
- +/- 15 volts

--5.2. -2 volts

- Analog Ground

- Oe-DC Conwners • 48 votta
-Ground

• Mechanical
·9U format

- Cooling. boards and rear 110

- Bo8rd Keying

- Mixing of 6U with 9U

FNAL27Oc1 , ...

f'NAL27oet'...



VME Physics Interests

• Protocol
•Unknown Data Leng1hs

•GeognIphicaI Addressing

• Pipeline Block Transfers (SSBT)

•Bu..s for Front End

• Other
·Standard~

• live InI8I1IOn

• Fusing
- -in between- Power Connecmrs

Goals for VME-P

• Recommended Pradiees Document
under VITA

• Maximize Industrial Support for
Physics Research use of VUE

• Influence VUE64 Extensions
Document

• Participate with VITA to be on the
inside of future developments
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NEC. FORE. S~lcl 1 TCPI1P, AFC 1577, 4094 111,695
UM 3.0. SVC. AAl5

NEC,fORE,Sy~1c1 NA lH95 NA

NA UN :t.1 SVC·lot5, 4094 11,495
PYC, Ml:tl4l5, 001,
NOli, TCP/tP, IPltISPlC

NA I UN :t.1 IYC·lots, 14094 [;;5
PVC, AAl:tl4lS, 001.
HOII, Tcpnp,lPltISPlC

NA I UN 3.1 lve·lotS, 14094 r;;;
PVC. Ml:tl4l5, 001,

I

NOlI, TCpnP.IPltISPlC

INA I UN 31 lve·lotS. 14094 r;;;;
PVC. Ml:tl4l5, 001.
NOI., TCpnP.IPltISPlC

NA I AAl5,lE 2095 NA

NA I AAl5,lE 2095 NA

NA I UNl3.013.1. SNMP, 4094 11,095
SYe. AAl5, F/ATM.
IlMI, lE, Signaling

NA I UNI3.013.1. SHMP. 14094 r;;
SVC. AAl5. F/ATM,
ItMI. lE, Signalling

NA I UNl3.013.1. SNMP, IHA [";1,095
SYe. AAl5. F/ATM.
IlMI. LEo Signaling

HA I UNI3.013.1, SNMP, 14094 ~
SVC, AAl5, F/ATM,
IlMI. LEo Signaling

HA I UHl3.013.1, SNMP. 14094 ~
SVC. AAl5, F/ATM,
IlMI, LEo Signaling

NA I UH13013.1, SNMP. INA '-;895
SVC, AAl5, F/ATM,
IlMl, LEo Signaling

DOS. Windows, NT.
Netw.,e. UNIX

155 MIps SONET,
UTP·5

VESA 1155 Mbpl SONET. MMF I DOS, Windows. NT.
Netwlle, UNIX

PCI

Sbus 155 Mbps SONET. MMF Sola,.,. sunOs

SbUI 155 Mbps SONET. Solar". Sunos
UTP·5

EISA 155 Mbps SONET. MMF Nema,.. Windows NT.
IAIX. tp·UX

EISA 155 Mbps SONEr, Nema,.. Windows NT.
UTP·5 IRIX HP·UX

PCI 1155 Mlps SONET. MMF. Windows NT, He1Wa,.
UTP·5 anelDOS

PCI 155 Mbpl SONET, MMF DOS. Windows, NT.
Netwa,., UNIX

VlB·1l1OF

PCI-100F

PC1-100c

SI(·NET ATM
PCI

SK·NET ATM
EISA

SI(·NETATM
EISA

SK·NET ATM
Sbus

SK·NETATM
Sbul

VlB·100c I VESA I 155 Mbps SONET. DOS. Windows. NT. INA
UTp·5 Hetwa,.. UNIX

NA PCI 25 Mbpl. UTp·3 Netwa,.. NT. Windows INA

NA &bus 25 Mbps. UTP·3 I SunOS. SoIIrla INA

ZN1221 PCI PCI 155 Mbpe IONET. WIndowI NT. Net..,•• INA
fiber· 2 Km NOIS.OOI

I I

ZN.225PCI 1 PCI 1155 Mbps IONET. UTPS WIndows NT.......,.. INA
NOlI. COl

I

ZN1221PCI IPCI 1100 Mbps TAXI. MMF WIndows NT."""". INA
HOtS. 001

ZN1211 _ I Sbul 1155 Mbps IONET. loIarIIISun OS INA
fiber· 2 Km

ZN1215 Sbul t;:;1155 Mbps IONET. UTP5 I 80IarlllSun OS INA

ZN121. _ t;;;'11oo Mbps TAXI. MMF I 80IIrtIISUn OS INA

':;.:.:
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NA INA

Avalt. IPrice

Nolin I S2,5oo
Prod

LE. AAl5

Faature,

ML3.415.LE

SNMP. SVC. UNI 1 Now I SU95
3.013. I. AAL-5. ,P,
ATM API

-
SNMP. SVC. UNI 110104 IIU95
3.0I3.t. AAl-5.1P.
ATMAPI

-
SNMP. SVC. UNI 1 12114 I SI.I95
3.013. I. AAL·5, IP,
ATMAPI

-
SNMP. SVC. UNI 12195 1$3.500
3.013.1. AAL·5.1P.
ATMAPI

-
SNMP. SVC. UNI 12195 1SUIS
3.0(,1.1. AAL·5. IP,
ATMAPI

-
AAl5.LE 16J1.4 INA

NA INA

NA INA

He"are

PI8tfonn • 08: IS".til,fted '1 ATM Switch
.iaPP!H:~;::?:::}:~;(::'?;{P~,rtMii .~~ri ...,

EISA I ISS SONET. MMF

EISA I ISS Mbp. SONET. MMF. 1He"",. NT. Unlxware
UTP. "8~8 MMF. 053
co..

Sbu. I ISS Mbps SONET. MMF'I Sun Spare Siallon. Spare IATM Layer: IVIVID, Ne.ldge
UTP-5 Celli.,. Solerls 2.3. Sun 148 Mbp. FORE

DIS 4.1.3 UDP: 100_.
EISA ISS Mbps SONET. MMF. Novel 4.0. Windows. ATM layer: IVIVID. Ne.ldge.

UTP·5 WIndows NT. HP·UX. 148 Mbp. FORE
IRIX 5.2 UDP: 100

~-----+------Mbps
;;;-1 ISS Mbps SONET. MMF.I,or~; IRIX 5.2 ~Layer: IVIVID.Ne~.....'" IUTp·5 11~i~. fORE ASK-IOO

UDP: 100

~------~-------.....
;;;I ISS MbpI SONET. MMF.I'or SOl C......; IRIX f";;Layer: IVIVID.Ne~...- IUTP·5 5.2 11~i~. FORE

UDP: 100
Mbps

PCI I ISS Mbps SONET. MMf.ll-pc-:-----~I§ATMlayer: IVIVID,N~,
UTP·5 NovelllWlnclowllW.. 148 Mbps FORE ASK.IOO

NT UDP: 100

-------~------~MbpI
EISA I t55 Mbps IONET. MMF I........ NT r;;- I NA

::\}::Ig~~tf~::;n'~tf.~.Product '.

teA

YMDOIO

VIVID $bu.

VIVID Elsa

YlVlDPCI

NA

SMCPC I It55Mbps IHA INA INA IUNI3.t14.0. 0.2931. 12015 INA
AdIpten PVC. SVC. 0.2931.

AAl1l5. LE 102.3,
102.51 C...... IP.

SUN ATM t55 ISbu. I t55 Mbps MMF ISun WorbtIonI. SoIartI INA IFORE BYe. 0.138. AAl5 11195 1 $1,295
8ynopIIc. In HW. AAll In SW,
Me-rtdDI DIllIe,. lor SoIarls
Elemlll "g

IlJ
SUN ATM t55 I Sblll I t55 Mbps UTp·5 I SUn WorbIaIIonl. SoIarts I NA I FORE. Synoptic•• BVC. 0.138. ML5 1115 SIIS

CIQ
n

Me...Elemtll In HW. AALt In SW. 01
SoIaril drlv.,.
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THE ATM REPORT
YES! Start my FREE 3-month subscription to TIlE ATM

REPORT today! I will be under no obligation to subscribe.

YES! I want to save $180.00. Begin my subscription today. so I
can receive a 20% discount off the regular subscription price and
get three extra months free. (Offer lood for new subscriben only.)

Special Show OfTer: $318 for 15 issues
Regular Subscription Price: $398 for 12 issues

Name, _
Title _
Company _

Address, ~----------------City.StateZIP+4 -_
Phone numberlFAX number _

"'.

FREE
$180 Value

FOR SHOW AlTENDEES
Just mail this completed card
to us to receive your free .
3-month subscription to: .

lHE ATM REPORT
815-B Rockville Pike #240
Rockville. MD 20852
TEL: (301) 816-7858
FAX: (301) 816-3021
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Fibre Channel ASICs and Modules

Murray A. Thompson

lIi~h Bandwidth ('OIlIlIlUllicatioIlS (;rollp

I'h~'si<-s Oept.
tTlli\,("fsit.\· (If WiSCOllsill-~lac.lison

thompson'YWISHPA .physil:s. wisl:.edu
IiOA 2628509

Fibre Channel is Growing!

a ebt

Every expolJcllt.ial \vith a. positiyp
exponent. is initially slnall!



FC·O is tht' Fibre Channel PhvslCl\ll.nv~r which is Iht' "clu,,1 hidirectlllllalllllllll III !'Ollli serial
data channel. It is sometimes divided IIIlo IWO subla~t'u

l. "InterfAce"' - This has the Trllnsmitters and K~celvers, It includes the I'"rallel to Serial
and Serial to ParaUel conversions

FC-O Components Second Table

I Vendor I Model I Dewir.. I Uandwidth Ihigher I AVAil r i
Ilower

Force I 266iT I Op Trall~ I 212-1 I ? I Now

FC·O doe. NOT includt the 8h/iOh tllcodlll~ or decodinc: Ife-II, Ordf'r~,1 S~Js "r tr"llllnlo:

2. "Media"- A v"riel~ of npticIIllillt'u and t'Vt'1l coaxial Cftbll'~

FC-O Components First Tablt"

1_;;;.---_ ~~~i- __ ;;;;~~ E~~'--~: :::
Forr~ 2581 R Or 1r".. ' , 21'" I ' Now :

~~:~ _~~~L ]~ni::::: Jl~! ~~~E~=_~--,~C ---I
FUJikura Fe S~rJal? I r,:11 I ~ ~

I ~:::::F --;~: ~::~i..fr~---=l ~r ~ =-----I=:~------1: -~-- --I

_ .. _ . _ - ~~~~!!~'~---1. . -. - -- - • I
III' 0.. HOL< '. shorl W;I\" I :!'i" : ' Nu,,'
Com!, 0266 laser car,l I :
~()p IIDMP--? -·----lllIIi~-------···-=~-----J~'9:-:4...,-:q-..-----+-

Camp 1514/1:! I

~l'r IIDMp·? Ilaulhl"r--t-':----~ ? 94q-l ---- -1
Camp Card , I

HP 011 IIFRH· I0" I :!Iih I '.. 94q2 1
Comr 5301 f~ Tr"n!rrIV"r I ! ! I
111M _.-- OI.C-2Ii,,-Tf(' iI- ----OJ ~~" ! 10 hil ilII'1I1 INC''' IJ

ASJ.I(IO I

10M -- OL~"'-2'i-'iTGii -T 2';';--- ----ll-O-h-i,-'-b-g-htl -'-- ---1- ;
AS~ _ --1__ 1_;
lUM OLe 5:11 1.f('·11 I ;.:" IHI hit IlIght I Now I
AS/4nll ' -l
~:/141l;~--IOi~i'5ii--lrl\ii- -T53-'- -- - -iIUl1i(-;t;ght INo;-- ..-. - j

1i_/14
_111_'. _l:I~'Il;:1J:"- _~ 'u",._~~'~'~':':L __L:

I : I

I

r-,
I !

I I

---j ~;d;;~di i~·lh;;t;;;--·; .\ \"~;i

I Ilow~r

AT&: '1 , AT! HO!l'\ I Optical I 261i I Nnw

I I "ink eM,1 ;
ATl'T I ,\TTI',iiiRNj 'oFTr';;i,,- '121;'; ,--- "-'~',-.-------- -j!i;iijl

AT&cT ATTI238A I Xm'U-;;lnrl 106:! '/ I No.'
ATl:T ATTI318A I Rcn mo.j 1062 -. No.'
AMCC 52032 Parallel to I 1062 I now

Serial
AMC(' 15203:1 Serial 10 I 1062

!
I now

I Parallel I

HP IHDMp· I Trans - i 101i2~20 TTl. i
I 1512 I I I IPEelI

1111' I HDMI' i lI ..c·P[I'1. I llI,i:! : :!II Ttl,
I 1151·1 I 'I'EC'I.

~---------------.. _--Lor !MOllt·1 ~ UtVlf"

i • • _ __ - - =:::;========= -- ---- --

liP IGUI I Ft.'." 1106:! ! ~(J 'CTL I Now
.------

I TrAnS! R~c , PEeL I I

AMD 18hllOh ! ? I~ !
i ~ i

1'''li !
AT&:T INCRI NCR8S('Z6t; I Xlilt dl;c I Zliti

..
I NOw

------
1)(' I

! !
. Fin.i.ar ! ~ I .htlrr w",''! 11062 . ~ I

I,
I IA~~r' r"c; ,

I

I
Force 125561 I 011 lrl\lI~--lilJli:!---'--; -~Nf;~\------·-··---" -_.._.._-.

Force ,255611 ! Op Ih·t I 1062
..,

I No,,'
~ ---------.

Force I 26661 I Op lrl\lI~ -11062 , NOli'

Force I 26fi611 i ()r lrnnc I 11Iti:!
- .

I Nil'"
..--------"-~ .-.

----._.-- ._-~_._---



FC-O Components Third Table

rVendor I Mod~l I Device I Bandwidth I higher IAQ;j---~

Ilower

re·1 is IhI' Fillre Ghannel Physical taVt'r "'hieh u~~s the Fe·O hidirectionafpoillt 1O p"illl serial
data chaMel. It includes the 8b/iOb encoding and decoding and pu.es lOb data in parallel (or
20 bit or 40 bit I to the Fe-O. FG·I inludes

SGS·
Thom.on

IMSSCIOI Link·
Parallel
Cony

266 I. OrderfOd Sets IRDY etcl

2 lUtE paUern

Siemens
Fih Oil

Com"

Siemen.
Fib Op
Comp

TriQuint

.... ··1 ll...·~ NOT indue/" thl' (ramin.:

n .-I «'11111 pOllt'lI1 s
--_ .. -.

--.- -._.. - -._- - - . ---
CYI1rf>5,

~_ .._--

ATTDA20S'1 FO+Fl
Tran5

ATTDA20U Rec
ATTDA204,4A FO+Fl Rec

ATtlT
ATtlT
ATtlT

U~T +
AT~T

AMCC

Af,i(o(o"-ISW·-u-,-_. .--_._-

I AT.t.=""-·

Now
Nnw

? I?

? /?

? /~

, ". /.

266

266

1062

1

1062

Fe-Ole

Xmt/Rer

Fe
XrntlHfOc

Fe
Xmt/RfOc

FC-200

FC-266

GA9101 I Xmt/Rec I 266 I ? /' I Now
/GA9102A

PC-IOOO

GA9301
/GA9302

TriQuint

TriQuint

TriQuint

'l'riQuint

TriQuint
I

I 1' ,

Nnw
Now---I_

.J94Jnll _

5



FC.2 i. the Fibre Channel Physical Lay..r which uses the FC·I 8b/IOb links, ordered sell anll

IDLE•. FC·2 include.

I. Framing

2. Clas.e. of service

3. Fabric

... Sequences

5. EllChanses

FC.2 can normally communicate directly to the Host compul"', Memory­

FC-2 Components

Vendor Model Dnice Bandwidth hisher Avail I/Iow.r t

laterphase 5026 HP·PB 1062 96Q3 ?

Adapt.,

Interphase 4526 PMC' 1062 95Q3 ?

Adapler

laterphase 5526 PCI 1062 95Q3 ?

Adapter

HP Tachyon ASIC 1062 Mero 120 95Ql Cl...

TTL 1+2+3

Aneor VHSCI .. ASIC 1062 Mem /20 Now Class 1

- TTL f2t

Emules Chipset 1062 TTL Cia.. 1 + 2

IPECL

AT&tT ATTDF200 Adap Eval 1062 ? 930ct

Card

9

FC Adaptor and Other Devices

Vendor Model Deyi...· Bandwidth higher Ayail --- - --

Ilower

Seqate Barracuda 4GB Disk 1062 Di•• /Serial 95QI
Cu

AMCC 2025 CrolSpoint 1062 95Ql
IC'

Ancor EISA2511 adapt ..r 21;6 Nnw
--

Aneor MCA250 Adaptnr 266 No.

Aneor VME/64 Adaptnr 266 No.
250

Aneor HiPPI2S0 G.t....1\\- 26fi Nflw

Aneor FCS 260 Leflacy 266 No.
Rout"r

Emulu PCI 1062
Adaprer

Aupnent AL303 S·bus ? ? 94QI
Adaprnr

AUlment AL301 Nubus ? ? 94QI
Adaptor

Cypress CY9266· HotLink 266 ? ?
FIC Eyal Card

IBM RJSe ? 1IC,\ 266 ? ?
Adaptor

Interphase ? Sbu, Adap· 1062 ? 94QI
tor

Jayeor ? SOus Adal" 1062 ? 94QI
--~

lor

11



UP OPl Com I Ron White"... I 408 435 4283 I 408 435 650'.~ I

AMee I John M...aferro I 619 &35 ni-l I I

FC Vendors and Contacts

'V;ndorr I Conlact Persoll I phon.. I Fu: - _. - .-

AMD Jim Kubin.' I 408 987 2302 F.J 408 i49 2800 I
AMP Charles Brill Tn 561 6198 717 561~
~~~____ Clint JUlt.~_.•_... ~!2 932 4000 612 032~
,\11,1' M,cmel,c, JAY Sherf.. ,- 121&,u9 5i:!lj ~ i
l'l)m'-' • !.._- ......- .. -.•. -._... -- _ ... _-_. ...
ATI.:T,'Nc'n M, I I 1

croelecuonies !
';f~p;;ms~H~;a;;,-- -----..'-rfiiT"m"ii"~- -j--'------ - ,

'Cypress IEd Sih"a . 14089-13 2693 I -----J
Eanllin CharIe. Hau:u I iI'l 513~ !
Finllar Jl!rr~ R...I" ------t-..m6i2j~~ ! 415 364~- :

f ..,. D.,;d Golf '"-W;;;;;;i, I 703 382 D'" 1------- -- i
lIensl.." I. I

Fujiku'-"----I-":"M':":i.,...h.....,,..M.,...o-'·.-.--:ItJ;; --_. - p08988i.. O& --- - .... - .- I
I--:-'="::-:=c:-- +-::~"='o.,.,n,...,t""R,...o,...bi,...n_'o_1I ~ 433 53:!:! I

GEC Ple..e,. Phil Webh -·----,40843i6046---~657i;.=_~,l

UP (eNOl I\umar Malavalll 1416 49U 3331 I ~

FC Fabrics
VeDdor Model Dnice Bandwidth hither AYaiI Clute.

/Iower
heor eXT 250DI 8,16 Port 266 Now 1+(2)

Clot
ADcor eXT -,- 64 port 266 No" 1+(21250DM Clos --,

--L..-HPCNO JlPrc Sw 16 P',r. un :!fifi ._----
i .2~}-·· i

blocking
IBM Ri,e ? Fe Fabric ? ? -,"---' --"'- ..__ .._-~-- .

ror
RS/6000

5GS- IMSCI04 3' ~., d'."" ? ? -1------
Thomson n.rruc

Roulin~

UP InC Network. I Don Wilson I 408 4.ff 2388 1

110M RiSe Sri IJim Sih"a I 5128383;00 ---

IBM AS/400 Sieve Sibl",\' I 50; 253 29n

Interphase Ernesl Gnd.,"~'- I 214 919 91:!:! I
Jaycor Tni Parish 1619535 31i.. I _.__...

Net,tar_ I - .~ =t _
Rad••n- \"01\\" lalll::\1II I !lj~ :t li·15111">1:. I !l7:! 3 IH& 8MI:'

5GS Thontlon forre'l l:row~I~ .L!!:r95j 6018 =riiT95f328i~~_=--
Sieman, Fib Opt Sheito Van ()llorlll I ~Ol 1190 IliOn t

Sun Dab Williams,"" I 4153:"; 533:. _._---
MicrmYllelns I

I

Triqltlllt i SUIIII Santdli";" '''- - -j iiiA' !i~2"u9iljj-----~,----- --' --- --- .~I r -. --_. ---.-- ------- '-'-- -----.
Vileu," How~y {'tun 1108 j:JU 36-111 :

I Breit lJull~, I 1111:' :1"" i In" I
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Overview of SCI Integrated Circuits & Board Products
Volker Lindens.ruth

lawrence Berkeley Lahorulory

I Cyclotron Rd. MIS 500 Herkele)'. CA 947211

lindenstnnh(gllbl.l!o\·

One important general feature of SCI NodeChips
is that the link part Implements a mini·router since it
strips packets lrom the SCI tink or forwards them 10
the next node depending on Ihe targel to 01 Ine
packet This feature allows building small systems
without any bridge or switch hardware by just con·
nectlng an nodes to one SCI ring. This Implementa­
tion, however, is not recommended for large systems
since the e"ectlve maximum throughput on a single
SCI ring depends on the node to node data ttow and
saturates for typical scenarios at about 1.4GBytesJsec
assuming lGByteJsec link speed 121.

The SCI technology breakthrough was achieved
in April 1993 when the lirst SCI packets were sent
between two nodes using the Dolphin (3) GaAs No·
deChlp OST 501 A. The GaAs NodeChip runs at
500MB/sec link speed. First tests at RD24. CERN 14\
revealed a DUA node·to·node transfer r.te 01
114MBytesisec. The design 01 the GaAs NodeChip
was adopted by Convex and modified to be used In
their high perlormance computers (5). The next step

Abstract

ThiS paper describes SC, node chips and board
products. " will describe both taday's eXiSting devices
and SC, hardware ,hat will be availab'e wi'hin the
next lew months.

The Dolphin SBUS board will be used as an ex­
ample to discuss ,he pefformance 01 boIh the CMOS
NodeChip and the SBUS board itse".

1 Introduction

SCI Is an approved IEEE standard (11 delining a
high speed (1 GByteisec).. transaction network. "
merges the Shared mernOlY concept with a bus·llke
arc:hltecture. SClllJPPOIts transparent read and write
transactions to or from any node In the whole system
01 up to 65000 nodes based on a 84·bit address.
....ny ditterent nodes may share cached copies white
the nelWOrlc ensures cache coherence throughout the
neIwortt.

This paper will outline what SCI hardware is
.vallable now or about to become available In the
near tutu.... Due to the number 01 different devices It
.. nol possible to go Into any detail but just give •
rough overview. The Interested reader should use the
relerenc,s to lollow up on any 01 the mentioned
devices.

2 SCI Chips' NodeChlps

SCI Node~s are node interface chips that im·
plement the link leYet protocol and a back·end bus
Interlace. Figure 1 shows a sketch of a generic SCI
NodeChip. AI node chips have In common that there
Is • higtHpeed link part that handles the pf1YSlCal SCI
packet stripping and forwarding and a back·end part
that Includes request and response queues. This
beck-end bus runs at • different clock rate than the
SCI link.

0Uf

"';Rllr, I: TIIr !""nin,,al "'(1('11 0,( a" SCI
N,JrC/,ip.

..

01 the Dolphin/Convex collaboration was the Conve)
CMOS based cache coherenl memory controllt'l
(CCMC) that Interlaces with the FUlllsuJConvex GaAs
NodeChip.

The next generation NodeChip devetoped by
Dolphin was targeted lor low COSI. and consequenlly
CMOS based " supports. like the GaAs implemen·
tatlOn, the transaction level 01 the SCI cache COher­
ence protocol Its lInk speed IS 125MByteSlsec. One
Important new teat"re ot the CMOS NodeChip is thaI
It supports bridging lunctlonality. Two NodeChlps can
be connected back-to-back without exIra glue logiC to
torm an SCI-SCI bridge. The link part ot thIS chip als(.
supports direct interlacing to the HP Gegallnk Chips
161 alloWing optICal transmiSsIOn 01 SCI packets. The
4 watt CMOS Nod8Chlp has been available in quan·
tity SInce May 1994lrom lSI logic (l64601 I

There are two other SCI NodeChips In the queu~

Both are expected early In 1995. One SCI NodeChlp
is the Dolphin LinkController. It is a CMOS devICe and
supports link speeds 0' 200MBytestsec minimum
Dolphin chOse a dllterent conceptual approach lor the
design of tne LinkControiler. The SCl'ransaction Ie\,·
el (read, write. and Subaction level (echoes. requesl
and response packets) were split The Dolphin Link­
Controller supporlS only lhe SCI subaction level. ThiS
freed 8 lot 01 real eSlate on the chip since the SCI
cache coherence·related logIC no longer had to be
Implemented. ThIS real estate was used to Implement
three receive and three send bulters. The back enn
bus (B-Link) of the LinkController was motemented
as a mutlimaster packet-mode bus. allOWIng several
LlnkControllers to communicate to lorm a complex
switch.

The other SCI NodeChip Ihal is about to become
available Is the UnisysNitesse Datapump. The Dala­
pump is a GaAs chip running at lull SCI speed 01 I
GlOaByte/sec. It supports the SCI subaction level as
wei. The SCI link Input and output signals of the Dal­
apump are LVDS (7) compliant. There are lour re­
ceive and lour send queues implemented on the
Dalapump, two each lor request and response
packels. Due to the high Internal clock rate 0' 500MHz
the Datapump implemenls very low latency lor both
paCkel forwarding through the bypass FIFO at the ltok
part and packet lorwarding through the receive/send
queues.

3 SCI Boards and Interfaces
WIth the availability of SCI interlace chIps. man~'

projects were started to design SCI boards and
interlaces. It is impossible to diSCUSS them all in
detail. Therelore I will show a list with brlel deSCrip­
tions and references to acquIre detailed lilerature.
Please note thai I do nol claim this lisl to be comptete.

• NodeChlp TeSler 131 available
Plug-In board lor CMOS NodeChlp supplyIng
pods lor HP logIC analyzer

• llnkProbe 13M81 available
VME·based SC' link·level tracer. IItmplE::'
ments a Tracer Control language allOWing
one 10 deline complex tllters.

• SCI Prototyping Board (31 available
This VME board Implements Ihe NodeC'up
With 'he lInk connectors The only use 01 the
VME connectors is to supply the board With
power

• SBUS In'eriace 131 available
Sun SBUS Interface supporting bolh Irans­
parent read/write and DMA transactions. The
SunDs driver supports shared memory. pipe
scenanos and TPC/tP links through SCI.

The SBUS intenace IS also available as a
packet·mode evaluallon board alloWing one
10 create SCI packets under processor con·
Irol to evaluale. lor example. the cache co·
herence protocol

• VME Bridge 13) available Q1 95
VME64 Interface supporting both Iransparenl
craIe to crate read/write transactions and
DMA block move transactions through the
SCI back bone.

• ATM·SCI tnlerlace 13H9) announced
tnterlace supports dlrecl AAl5 10 shared
memory transactIOns and vICe versa.

• Apple Quadra Intertace 1101 available
The 68040 Apple Quadra Inlenace maps ttle
t6 byte cache line on SCI rsb16 and wsb16
transactIons. These are Ihe only transactIOns
supported

• PowerPC Interlace 110\ announce<J
The Apple PowerPC &Ot-SCI Interface sup·
ports bolh DMA and transparent SCI
transactions. It implements Ihe PowerPC cril·



icat hexlet first transactions and the Apple
patented mechantsm supporting the RISC
loadlockediStoreCondltional transactions
over an arbitra'Y ln1erconnecl.

• SCIIHIC Interface 111) announced
HIC is. new proposed IEEE Standard P1355
for Heterogeneous ln1erconnecl (HIC) (Low
Cost, Low latency. scalable 5eriallntercon·
neet for parallel system construction), The
Verilog model of the interface Is designed,

• SCI·CHI (1218J announced
The SCI· CERN Host Interface allows con­
necting Fastbus systems to the SCI network

• SCI VideoRAM 18J announced
The SCI VldeoRAM memo'Y Is In implemen·
tation of a SCI cache coheren1 memo'Y using
VideoRAM technology.

• SCI DRAM 113) announced
The SCI DRAM Is a VME dual ported memo
ory allowing read/wrile transaClions from
both VME and SCI.

• MC68040 OPM (4114115J available
This is • mezzanine bOard lor the CES 8224
88040 WE processor. II Implements a dual
ported rntmo'Y as buffer lor the SCllransac·
lions and a DMA controller,

• SCI OSP Bridge 14J announced
This kdMacels designed as I general DSP·
SCllnlerface implementing a key addressing
ICheme 10 trigger SCI requests. n is 1mpIe.
menled Ilrsl using Ihe TMS320C40 al its
basis. However II Is generic enough 10 be
• asily adapted to other DSP architectures.

4 A Concrete Example
The Dolphin SCI SBUS board will be used as an

e.ample In this section to oUlline some Implemenla·
tIon and pertonnance aspects.

One ve'Y Inleresting Ind unique feature of an SCI
network is itl ability 10 have a shared memo'Y some·
where In the syslem that is transparently accessible
by any node in the aystem. Wllhln the framework of a
UNIX operaling syslem that llIows paging and swap­
ping of memo'Y regions Ihls Is I much more compIi·

"-;~"rt 2: '.I).llk altai,':'" mll'CO SCI SI"" b"",.1
"rt;";",!! dlll,.,.1 ",co""'n' "",,'.', .""".".",..",,\/1
,,,"', ,,,.,,,,,,,,,,. S(" 11.11/,·\

ca1ed task than il may appear. F'rsl of an. a shared
memo'Y has 10 be created and locked in memofY en·
suring Iha1 a Iransparenl read coming al any t,me
from a remole SCI node does nol hit a page faun. In
case of SBUS, physical 110 's performed in Virtual
DMA address space. Consequently, lhe appropriale
page lable enlries have 10 be sel up correctly before
any remote node could access the shared memo'Y.
These tunctlOns are supported by lhe kernel at Ihe
driver level. Therelore • was required 10 supportlhe
SBUS board with a driver even for jusl creating and
mappirig a shared rntmo'Y. h Is not possible 10 simply
lorce a shared memory 10 a fixed address and use
Ihis address by definition. Consequen11y a maN·box
scheme had to be ImpIemenled thai allowed remole
nodes 10 requesllhe base address of a given shared
memory,ldenlified by. Ioken.

Figure 2 showS a logic anatyzer Irace of an saus
board receivlllg multiple DMA moves. The selup con·
slsled of three nodes, where two nodes were SlmuI·
laneously wnhng 10 Ihe syslem with Ihe analyzer
connecled. This many·to-one scenario is Iypical for
data acquisitIOn systems. The SCI IransactlOn used
here was dmove64. The tollowing crihcallalenc,es
were observed wllh respect 10 Ihe CMOS NodeCh,p
running al 62.5 MHz:

Latency through bypass FIFO: 224 ns

lalency IFLAG 10 SREQ: 800 ns

CBUS dmove64 Iransaction time: 768 ns
(NodeChip low CBUS priority)

These runbefS Indicale a theoretical dmove reo
ceivlng bandwidth of about 30MB/sec assuming no
Ialency write acknowtedges.

However In order 10 compIele lhe Iransaction the
SBUS board has 10 become SBUS masler and write
Ihe 64·byte packel 10 Ihe requesled virtual DMA
address. This can be c1earty seen In Figure 2. II takes
the SBUS board about 2.2"1 (with respeel 10 Ihe
leading edge of SBSY) 10 complele lhe requesl.

Figure 2 shows anolher Interesling fealure - Ihe
behavior of lhe NodeChlp It two packels arrive close
10 each other. The Ihtrd dmove64 packel (IFLAG. ar·
rives while the secund packells Slil being Iransferred
al the CBUS side. However II is obviously buffered
resulltng In the lhird caus transaction. This allows
measuring the faslesl rale al which lhe SBUS board
woutd be able to receive dala. Packels arriving al a
higher speed would be busy·relrled by the NodeChip.
The second and Ihlrd SBSY cycles are 3.2 J&S aparl.
This corresponds 10 a maldmum receiving data rale
of2OMBlsec.
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Introduction

• Problems:

- Higher bandwidth at low latency needed

- Higher I/O bandwidth to more I/O devices needed

- Multi-drop busses are approaching physical limits

• Solution Approach:

- Use point-to-point asynchronous interconnect

- Build packets to produce logical multi-drop busses where needed

Introduction

Background:

In 1990, the AS/400 Division established a team to evaluate
and develop a high-speed interconnect

Chose IEEE P1596 SCI (Scalable Coherent Interface)
as a starting point for evaluation

Reasons for selection:

- Supported high-bandwidth low-latency link

500 Mbitlseclbit with 16-bit data, 1 'flag bit, 1 clock bit

- Scalable to moderate distance (8 meters)

- Standard

- Relatively complete.......--­...,.,.

3
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SCI-Link Architecture

IBM".....

SCI-Link Architecture

Modification to SCI link protocol for data integrity:

• 32-bit CRC

- Meet commercial system data integrity requirements

- More suitable for use in fiber technologies

• Hardware detection/retry of lost/corrupted packets

- Avoid software invocation on detected link errors

• Duplicate packet suppression

- Avoid data integrity failure

• End-to-end packet acknowledgment

- Tolerate failures in redundant topologies

5
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SCI-Link Chip Description

• Chip objective: demonstrate design feasibility of 500 MHz

• Essential portion of SCI-Link architecture implemented

• Necessary 500 MHz function included:

- Driver/Receiver logic - Elastic buffer

- Bit-ta-bit deskew logic - Packet aligner

.'

• Ancillary function included:

- Random packet-data generator

- Packet framing logic

- 32-bit CRC

- Statistics counters

- Analyzer ports

7

SCI-Link Chip Description

.....
lIN....

Output Link Input Link ~ _
8



SCI-Link Testbed Description

• Chip:

Technology

Die Size

Voltage

Package

Chip Area

Watts (500 MHz logic)

0.8 micron BiCMOS

12.7 mm x 12.7 mm

3.6 Volts

32 mm Ceramic sec (BGA)

15%

3 Watts

:

• Card: Standard AS/400 9x11" card, 6 signal, 4 power planes

• Cable: 5 meter cable, 50-pin connector (AMP)

tltV......,.

SCI-Link Chip Status

• Tape-out 6/93 / Power-on 1/94 I Debug complete 3/94

• Correct operation as slow as 125 MHz

• 500 MHz box-to-box (separate power arid oscillators)

- Error-free transmission of 8- to 512-byte packets on 5-meter cable

- Functional bit-to-bit deskew

- Functional elastic buffer

- Passed Class A FCC EMC product-level testing

9
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SCI-Link Media Evaluation

• Testbed for 500 MHz logic, card, copper cable/connector evaluation

! Testbed for emerging parallel fiber technologies

• OETC (ARPA-funded consortium): laser parallel fiber transceivers

- 500 Mbitlsec/signal - Up to 100 meters

• JITNEY (NIST-funded consortium): LED parallel fiber transceivers

- 500 Mbitlsec/signal - Up to 30 meters

• SCI-link chip is basis for a testbed

- Sophisticated packet generator - Bit error rate checker

Serial Fiber Media Products

11

•
•
•
•
•
•
•

1063 Mb/s Optical link Module (OlM)

Supports Fe, ATM, etc.

Class 1 laser safety certification

UL and CSA approved

Average failure rate < O.020k per KHour
~~~

High integration, low power

-200,000 220/266 Mb/s OLes in the field

12



Further Work

• CMOS designs underway

• Lower-cost, lower-speed designs underway

• Architectural evaluation and definition continues

- System coupling - alleviating the multi-drop bus bottleneck

- 1/0 coupling - scaling I/O subsystem connectivity and performance

• Evaluating emerging parallel fiber technologies

Conclusions

• SCI link protocol as starting point; modifications where needed

• Demon'strated 500 MHz link operation achievable in silicon

• Constructed testbed for evaluation of:

- High-speed logic

- Card designs

- Connectors and cables

• Continued use of testbed for parallel fiber study

• Modifications continue to evolve

• Important enabling technology for future products

13
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ATM Switching Architecture

Relevant Requirements and Objectives

INDEPENDENT FROM OUTSIDE ENVIRONMENT

- Ext.rnal Links
- External Protocols
- External Services

GENERIC SWITCHING DEVICES

- Large capacity matrix
- Generic module de.ign
- Reduced .et of c,hip. and

boards

CAPACITY RANGE FROM SMALL TO LARGE FUTURE SAFE TRAFFIC PERFORMANCE

- Expandable up to 16K link. at 0.8 Erlan,s - Very .hort connectton ••t-up delay
- Very high connection throughput - Virtually non blocking

- Very tow oeillo•• ratio (10···10)
• Fault tolerant to failure. in the .witch



IAlcatel·ATM·:Products I
The Aleatel ATM PrOducts have been designated as the

\ Alcatel 1000 family

There are 2 primary members:

The Alcatel 1000AX
This is what is known as an ATM Crossconnect, i.e. it does not perfonn

real-time switching functions. The 1000AX will be used as a high level

-Tandem- or -Transir backbone switch in the ATM network. Other likely

applications include video switching in a -video Dial Tone- environment,

where near real-time connection meets the service requirement.

.'

The Alcatel 1000/S12 and /E10
This is designed as a very large capacity real-time capable switch

which can be installed as a growth addition to the existing families

of voice switches, the 512 and E10 systems. ,
NETWORK SYSTEMS

I A1catel 1000AXI

Inter-network
Connections

Controller

System Layout

Local
Mux

Remote t--l_55_or_622__M_b_'S_-t

Mux OC-3 or OC-12

,
ALC!'ITl L

Alcatel
1000
AX

Wired
Connections

ATM
Users



IAlcatell000AX/
Alcatel
1000
AX

AlCflTEL

,
NETWORK SYSTEMS

Controller

0C-3 or 00.12 .

155 or 622 Mb/s

HMPO t--f--~

HMP1

ATM Switch Element

ATM
Users

0-3

12-15

System Structure

Inter-network
Connections

Alcatel 1000 MPSR Switching Principles

A seven 'stage MPSR Switching Network (unfolded)
The .elf routing tag appended to a cell at Input A contains Its destination
port address B

••

A -Q i~ i~ i~ i~ ~~ i1)
• • • • • • •o '..[j 0 '..[j '..[j '0 '..[j
• • ~. • • J. •
• • • • • • •• • • • • • •• • • • • • •• • • • • • •o TI i 0 ;-[]- TI '0 TI

J. • (,. J. ~. I.,.
• • • • • •o '..[j- '..[j 'iJ~ '..[j --'iJ 'iJ-a

Stage

2 3 4 5 6 7,
ALe, TEL

NElWORK SYSTEMS



Alcatel 1000 MPSR Switching Principles

Cell Transfer from A to B: Randomized Distribution

NJi)
• •

'0 '.DJ. •

.-.-----.
A &{~'l Jl~y:1 JI;;~cl J1~~~ Ji) .

• • • • •o '.D ~ 0 ~;::;:~ '.D
• • • • •• • • • •· · ". · ·• • • • •• • • • •o ~ ~ 0 ,;:t~:.~;;-~ ~..
• 4. ..,. •
• • • • •o'iJ- '.D 'J.~:t~ '.D

•••••
"0
~.

•

:0

•••••

ii)
••

~B
Stage

1 2 3 4 5 6

Stage

7,

A

ALCL\TEL

NElWORK SYSTEMS

Alcatel 1000 MPSR Switching Principles
Cell Transfer from A to B: Multipath Routing

From Randomly selected matrix in Stage 4, muttipath routing to switch
output port B : •

0"-
.- r~ r-

• "4 • \ • '..' •
. • \' • \: • 'y'. J. '" •

--0- -- ;(>l.,\ -=0·-' ~rh-i( ,-r, .:'-0·_.' '--r,-:;// "\ \1 --.uJ-"---~--> : J' - --LJ· .,~;. . ,. .· .". . :. .• • 'v ~ • • ',. • •

: : ;t~ ~ : ·.'- : :
=D~-;[]~.j!~- --;0-=-;0-: \fD~-;[]

• 41. , • 14 • \41. ".ft.
• . ;- 1', • y' • v • ." \ • . •

~D-~D0iJ~:~ ~ 1-/~~~-'iJ-B
Stage Stage

1 2 3 4 5 6 7,
ALCL\TEL

NETWORK SYSTEMS
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SID R~uting p~r.meter~ ERN 1TSTP CRce
~ ; ;

DID ./d#$"~ OFC VPI vel CRCS

,%'~~h- //// VPI
,~ ,-

DID Octet 0:
PTI' ~ CLP

:
DID

:

:
DID ATM Patyload

DID

DID

:
:

DID ~Octet 4;

Slot 1

Slot 3

Slot 2

Slot 7

Slot 4

Slot 6

Slot 5

Alcatel 1000 MPSR Internal Transfer Mode
Multlslot Cell Format used for ATM Cell Transfer

: 4 : 84 bit.
~blt. I~:"-------_-":'''::''::':''='''_--------~~:

Slot e

,
DID ALC.6TEL

NETWORK SYSTEMS

Alcatel 1000·

ISELF ROUTING OF INDIVIDUAL CELLS}

* No connection path needs to be selected, reserved,
activated or released (connectlonless operation)

* Considerable simplification of connection control and
bandwld'th management within the switch

* Significant Increase In connection handling performance:
short set-up times, high connection rate, no Internal
blocking .

[MULTIPATH SELF ROUTING OF CELLSJ
* Built in fault tolerance through path redundancy
* Full decoupllng of Internal transfer rate from external

link bit rates and service cell rates
* Reduced sensitivity to user service mix and burstlness
* Increased throughput performance ,

ALC~TEL,

NETWORK SYSTEMS



NY

ALe.1EL

,
AIC.'\lll

,
NETWORK SYSTEMS

THEATER
Decoder Projector

THEATER

Decoder Projector

SONET
Ring

Local
Video
Server

Movie Distribution

Cinema of the Future

Cinema of the Future
Local Distribution

DS3

45~xi .oj •• , .-'

.' - 0- fo.ooO '\

; ,::::~~~...(.... (
'') ~ ~~IQdcago I

' Distance \
_ ( Network (

---.....-- •••••.•••• \ I

.....Maste-r..... ATM····· ; .........•..•.•..f.:'"r-:.I
Video Switch./ ~
Server 1-----1 -' Local

\
'-, . Video

servers

Digital
Compressed

Video



CAlV Channels
· C0ntr0IIer

+ 200-500 HomesVideo

I I"'-
Server FIBER Head COAX

A , End J-
set-topMPEG2 coded video

Typically 6 Mbls 0~ ~ Unit
Video

lVserver ~ Remote
L-

B ATM
Switch

Video CAlV Channels

server .--
+ 200-500 Homes

C
FIBER I IHead COAX

End
~

Video set-top
Server "'-

RemoteD~
~

Unit
0 1V

"'---'

Video on Demand Application
,

ALCl\l fL

NETWORK SYSTEMS
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Purpose of Most ATM Switches

• Conserve bandwidth

• Allocate core amount of
bandwidth within carrier network

• Provision multiple services

• Make profit

~~"'- --'--001II

ATM Switches

Optical Network Without Switches

User

"." ... ;- ... r. ·..·,;,1/· "'_

,·.. ~.II.l ... ;~.,.~ ..,.,n ....

Peripheral
electronic ~
Network~ •

+~~__ Core Fiber Optic Network

Broadcast at
1 Tbps = 1000 Gbps



ATM Swltchea

ATM Evolutionary Scenario

WAN >15

Backbone 93-95

'Backbone Driven' by need for
more aggregate capacity

... 15

93-96

13

94-96

ATM Switches

~TM Evolutionary Path

9796

Gene,., Desktop Deployment

95

server Consolidation
Benefits Network Simplification

Gigabit Capacity

94

Coli..... Backbone

13

AIM
Deployment

Key Eyent.

19
Workgroups



ATMSwitchea

Router Bigot vs. Switch Bigot

WAN

E T F

IIJ,nf-,t
l . ," f;l
~ i L'. t . I

E T F E T F

1v',-:.7
'A.' ( (.1.'1,

/ '£1)

ATM Switches

ATM Impact on Routers

I I I
~~~i~~f.~A:~:tY~~(}:~~~~~~::.::·::~%y\:~;::~@;}

Silicon Switching

Today through 1996

Initially Replace LAN
MAC with ATM MAC

,::,{:,:.:,:,:.:::::..::.:.~..:.::::..:,::::.~::..~~:~m:}:~~M:}:::::;?g?r:~u

Software Routing Algorithms

1996 and Beyond

)':'£ :"~

~ L • i' f·,': {( (I
I', , ;

LAN I I IMACa

Hardware Switching
(Separate route selection from
switching)

LAN
MACs

Software Switching
(CISC -> RiSe -> BitsJice)



ATIISwitchM

Main WAN Switch/Access Contenders:

• StratacornJAT&T
• Newbridge/RBOCs
• AlcatellSprint
• NET/Cisco
• NEClWiltel

• General Datacomm
• Digital Link W/ATM
• Northern Telecom
• Cascade Communications
• Hughes
• TRW/Sprint
• Fujitsu
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ATM Switches "'\...~~~====================~"""ll;-'--"

ATM Switch Challanges:

- Coverage must extend across Globe

- Customer needs new equipment to access service.
Customers will want compatible ATM LANs

- Must compete with dedicated line costs?

-Carrier compatibility issues: ATM systems from
different manufacturers don't Interoperate, especially

SVCs and traffic issues.

~~,--------------------------------_.............



ATM Switches ""\..~~S===============::::;....;.,.....
Questions for ATM Switch Vendors

- Does it provide advanced traffic policing and possess the ability
to prioritize CBR over regular traffic?

• Conform with ATM Forum V3.0 Spec

• Adaptation capability for frame relay, SNAlSDLC, Ethernet
and circuit emulation

- SNMP-based network management:
both in-band and out-of-band

• How many shelves to support 32 OC-3s?

-Redundancy ffor power supplies, switching fabric. common logic

Does it possess switched virtual circuits based on Q398
........... s_i_gn_a_lI_in...;;;g_? ..,,~ ~ ~

~outing Today

• PVC

• Vp routing on a call by call basis

• Need to build SVC into switch

• SVC= Free for all for all

~~

........._-----------------------'....



ATM Switches .""

Waiting for Switched Virtual Circuits

• Any-to-any connection never materialized for frame relay;
many LANs over one pre-routed conenction possible

• Switch makers dropped development; hopped to ATM product

• Sprint/Fore have SVCs planned for LANlWAN nets

• Without connection management the switch is a cell DACS
(digital cross connect)

• Manually reconfigure VPINCls makes re-routing slow and
inflexible

• ATM Forum working standards - needs global implementation
1iIIl~

.........------------------------------_.~ ......

ATMSwltches

ATM ys. Frame Relay
FRAME RELAY

PROTCOL STACK ATII PROTCOL STACK

NETWORK 0.933 Signeling
0.938

NETWORK

DATAUNK
CONTROl

PHY

LINK ACCESS
PAOCEDUAE·F

0.222

BAI,PAI

AN AdeptatiOn Layer

~-------

ATM Level (Cells)

-------
Mulipte PHYs

PHV
,". ' (~

/.

f • " 'r"
Oa" Link ConnectIOn tdenlifier (OLel)

is local: ebititV 10 mux muIIiple
togat apps. onIO Age link.

Flow Cor*OI Via Forward Expticft
CongeIIiOn NclIificlIIiOn (FECN)

B8ckwe1dl Explicit
ConguIIOft NotificatIOn (BECN)
and Dlacard EIgibiIiIy (DE) bits

ConnectiOn-ortented: PIICkeI rnwang bU8d
on idenlitlCllllOl'l oIlndIviduat c:twnneta bIIHd
on Venual Circuit (VC) number, ATM uses
~ I'" is 01 local aigniheanCe 101' a
J*t1CUlar inI.... only.

~MMceprovider have burdon 0'
..Iic Shaping .~ bandwidth management.

... .......... 1iIIl
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Future Switch Fabric Requirements

• Switch design challange is how to switch hun­
dreds of millions of cells arriving per node

16 x 16 Switch

'000·3 • •

,..... I---I-~"""-""'--I--~

.~'2 .----.

..... 1---1--+-+----1---1---+----1

•I..
Requires 12 McellsJs capacity

~~"'OlIIIII- ..."...ol

ATMSwltchn l~=============.:.:::..~............. ....."11III

ATM Switch I/O Modules

• Copper Trunks: 56/64K, T1, T3

• Optical: OC-3, OC-12 (future)

How many shelves of equipment
dowa it take to support 3~ OC-3Is?

~~

~-----------------..",~



• Automatically routes PVCs

ATM Switch Profile: Stratacom

• 9.6 Gbltls Matrix Crosspoint Switch; Next gen­
eration switch fabric scal~s to x Mbitls

aggregate capacity .

• Closed Loop Bandwidth Manager
assures CIRs .

• Multiband: 56 Kbit, Nx64, T1, T3,
6 Mbitls (Japan )for Frame Relay and ATM

....,jl.llil.;

~-------------------_.-

ATM Switch Profile:
Stratacom Admission Control

- Feedback Control

-Advanced Queueing
-per Vc queueing (Isolate sources of congestion

and direct corrective action to Vc)

- Opticlass Queue Service Class
-Porportional Queueing (32 service sUbclasses)

-Selectable queue service algortlhms

-.1iIIlI,... _---------------------'-""'"



Stratacom's Service Algorithms:
-Always serve, always OK to serve, guaranteed,

. min. transmit rate, delay limited

AT&T Engineering + Stratacom
Switch = Network:

• Experiments/us..don1 want bU8Y slgnal8

• AT&T Credit Manager allocates 'tokens'

• Network engineerecl to give out credits f88t enough
to meet Committed Information Rates (CIR8)

• Works with Stratacom Queue Service Parameters (MinIMax
bandwidth credit accumulation rates, service algorithm,
maximum queue depth, CLP highllow, EFCN threshold,

8ervlce priority

~--
........ ,."....oIIl

ATM Swltchea

ATM Switch Profile: Northern
Telecom Passport

• Preventive and Reactive Controls
• Network Engineering

• Load Sharing on Multuple Paths
• Traffic EnforcelShaplng

• Call Admission
eOueulng Polley

• Buffer Allocation
• Traffic Rerouting

• Rate Adaptlon
. -explicit COngestl~nNItIfIC8tlonIDlscard .

(prlorlty-ba.ed) .
-Expanded frame relay notion of FECN, BECN

• Monitor network, CIRs, buffers, qu~u.lng trends

~~
.......... ......"....ol



ATMSwttc...

Impact of Open Loop
Congestion Management:

• Trick or Treakl

• If congested, segments of larger frames can
be discarded at Intermediate nodes

• Other segments may continue to consume
bandwidth a8 tram. march onward

.. R.tries necessary to deliver entire message

• Canier may not be engineered to handle your
burst rete • discards.

1lIll~'----------------------.""......

ATM Swllchee

ATM Switch Conclusions:

~--~ ~

: < i
1 >, ' f

~ ,

- ---

- Users want
ATM LANI
WAN link

-sves
Coming

• Carriers will provide most
robust digital services at

frame relay type cost
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o Optimum Delivery of Short and Long Messages
e Low-latency
e High-bandwidth

o Scalable
o Non-blocking
o Gigabit fiber optic communications
o Support data acquisition environment
o Standard based solution
o Reliable, robust design
o Absolute protection from data corruption- ."..------_.._------_..-----,~~.. __CIt •. k " ............



Ancor Communications Adapters
Parity Protect Data from the Host to

Fibre Channel

~••IfiIlil••" •••••••••••••••••••••_~1Cl12MM

- 88/1 08 encoding
- Unique 4 byte delimiters
and ordered sets

-32 bit CRC on data and
header

- .HQ undetected errors

:



. ..

II~I - ')0·1 g ~y+c Pc:yIO(].4 .

('1 ~ '2 ~ 1:1~~ /( I 'I) j;"',rj

(jFrame-delimiter ordered sets
C SOF Connect Class 1 (SOFc1) EOF Normal (EOFn)

e SOF Initiate Class 1 (SOFi1) EOF Terminate (EOFt)

~ SOF Normal Class 1 (SOFn1) EOF Disconnect Terminate (EOFdt)

C SOF Initiate Class 2 (SOFi2) EOF Abort (EOFa)

e SOF Normal Class 2 (SOFn2) EOF NormallnvaHd (EOFni)

C SOF Initiate Class 3 (SOFi3) EOF Disconnect Tenninat.lnvalid (EOFdti)

C SOF Normal Class 3 (SOFn3)

~ SOF fabric (SOFt)

LJResult in negative Running Disparity

LJSOF ~ EOF used to control functions of Fabric

(j Class 1Connections=Only valid SOFc1 Frames make comedions=Any other problem that prevents a connection results in error message to originator of
SOFc1=Sender cannot transmit until it completes connection With destination

LJ Class 1 Data
e Switch passes Class 1frames unchanged=If switch should modify a frame it will cause a CRC error at the destination port=Ifa port has an abort condition (example: loss of sync due to cable removal), Fibre

Channel primitive signals provide proper take down and re-tink

LJ Class 2 and 3 Frames
e Only valid frames are delivered to destination address=Frames received in error are dropped

.t 8811DB error

.t CRCerror

.t Framing error=Undeliverable Class 2 Frames Result in Error Message to Originator
- . - ~'" ~ Undeliv~rabl.e Class 3 Fr;m's !-reD':Opped .

' ••i'~.:~ ' ......,., . • . - ,···-v '. ~ •.

~••••••••••••••••••••••••••••"10f261M
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32 Cross-Connect S\',ltches
64 Ports Each

32 G pons, One; to e:lC'l

CrrJsc.;-Ccn'lcc:l s'.'. !(~h ~

eXT 250 D1

eXT 250 OM

-~------ ------- ------- --------
-~~----- ------- ------~ --------

.- ~-~===== ====== ~~~====:c,=

.t External
-48Vdc Power '.- :ID.-

.t Redundant i

Power '"put I~ (])
.tSide.to-Side

Air Row
I~ ~.t 700 Watts

.t 45 Pounds

I~ :.t Rack Mount
.t Hot Swap ~ ....-.. ~

Modules

.t Internal
Universal
Power Supply =

.t Back·to-Front
Air Flow

.t 170 Watts

.t 28 Pounds

.t Rack mount or table top
~••••••••••••••••••••••••••"'0I2MM

r..-.....CIIC_illIII."..........



o Scalable. non-blocking architecture from Ancor
Communications
=266 Mbps shipping today=16 Port 1.0625 Gbps ship in 1995=16 & 64 Port 1.0625 Gbps ship in 1996

o Assured Data Integrity

o Optimized for High-bandwidth. Low-latency
communications

o Ideal for Data Acquisition

~"""""__"_"""""""""""""""1or.1MMeop,ngM '9lMeltlJlJfJl~ M RigIllI AiIIIMd







International Data Acquisition Conference On Event Building & Event Data Readout In Medium & High.
Energy Physics Experiments October 26·28, 1994, Fermilab in BatBvia, Illinois, USA.

3.2 lInisys 16x1hwitch
The prlJllltype "' Unis)l5 (,iovcnllnell' SyMelll (;/lIIIP', sn
swi'ch c'l/Isists of a !Iwi'c:h 'abric: wilh Ifllk""

11te swi'ch 'abrlC is con,'ruelcd by ,cplitlllill~ ,he use III
a sinl'le swi'ch chip III a mUlli!ltll'C tonJi,uralinll. IisIII~ a
banyall.likc multiSlare nelll·tn "ill ha\'c mll~1 III "k'
thar:te:(tristics ilIa bi, cflllisbar swi'ch. bu, ill a c:heap"I~.

Kllllwn blockinJ! tha,ac:'ensllcl' III lonn.-r nlUhi...;r!!...
IWilc:h tonli,u,atluns arc c:nntRlllc:dlmlninliled h)' VSIII~ a
pa,cnecd chip wirinl! !!theme and Ruinl alronlllln

Slime as ,Ite Unis)'s IWIl-t>y-twu swi"'.... pafllllell.VllS ..
used. Ind the chips "'111 be implemen,ed in CiOl.\~

,eehnoJoey. Bandwidth 01 Ihc switch fabr1c is scalable III
16 Gbytes/l'. Un.sys il cunenely devck'Pin, Ihrec dif'-crtill.
bu' c:ompletnemary SCI ,n,ercunncc:' Inpo'of!ics. na......l~
sill!!1c rin,. mesh and mu'us'a,e ~YSlCIII.

Detailed descripunns 01 ,he switch and lahnc are ~hll

Cil/lsidcrrd proprie,al)·.

Sl'wral cllmtnerci,,1 SCI M~IIch p,.II'II('5 '''''11(11111'';111''''

IIr","td IIII.' "~,,k1 are I'uh..r :lval'ab'" III'" <II Will h.
llvall.'e ill tIne ye;II'S '1111"

l.' Unlsys two-hy-two swltdl
lllllsy" ,wlI·by·tWII IWIIl:h uses ,he same prlll"'fll~ :I' ""'

2112 Sll'ilCh IIK.I. The inpu, queue III line "'lit IS ntt'Ft"
w,'h ,he C1U'put queue III ,he Illber (l'iruR 61. III reOlli'y. il
CIIII'" be percclve.1 as '''''' t>:te:k-III·ba.;L I)at;,pulllflS "lIh
sUflle :Jddlllllllal klllC Implenttlll~d 1111 ,he sallie: die: PI. SII
,he c:hip will Ieven!!e lIlI ,he 'ec:hllnl,'i!Y. deslJ!lI. allli
eapericnc:c ac:hicved frllm lhe Ualapumr cll"n. ,"us
parallel Luw Yctha,e Difte,cn'i:al 5"nal 'l.\'OS. lEEr:
PI~IJ6.3' at S11Cl MillIS ulll:d and 'Itt chip is 1II1pletnellied
ill CiaAs Ici:'\IlIlIo,y. 1he $wildl uses II s'allc ,nu'illl!
SChetne wlterr 'M Rlllllnr d...C:IliIlIll 15 based 1"1 lhe l:lrrelld
and 'M 'rllls:te:,illliid n' 'he rec:ei,'ed pac:ke:1

elemenes will Jinall~ be.:l1...... ""551hl~ III re:a"/e '"
princ:lple. ,he ""lfC Iklltl' IIIIt call have 1111 OIl ~hip-!'I:'. Ilk'
~ier OIlC: tOIIn fuml a 'a"c sySlcm. IJllwever. slllall
switches will still be needed '0 mOlLc ,Ite bes' CU5"
pertormaoce 'rade·IIAs. ('lIl1ncelUII! small ~Wi"'hel' '" t>iV
Iwitches and 'hen usin, ,hem in p'at:c "' ,he bi~ "n.-,
provides flelibili'y. 'buuf!h may be wilh SORlC s:lcrihte nl
pcrtOnnlnct and cnst.

3 SCI Swllch Products

Out

- "he..

'.............

~ h,)pa"., 'I'~
I
I

iLJriI(Zln
I All ~.IIItc:"drr.,rrII"",••, lu,ie.
. Mu. M"'lplcorr; ...., ""1"'''1 t1""uc. ""p h:'l'..n~ ......Ok·

1'" .. A model of SCI 2·sWllch

2.2 4x4 lndtch mudd
A slllall lIulltbcr "' rin!!~ C:llnnec:,~d to~· SCI 2.2 Iwi't"~~

can ,"'e' ....i'e hl!!h pcrfOlmOloce. bul "'rIC SCI-based
syslcms c:tl/l,alRlII, thousallll" IIf III.S w'th many 211~

Iwitc:hcli willnll( be IIble til usc lhe 1k1lcml0l1 bandwidth In
A b'l! palh between nndes Ieadin, 'hl'OU,h swilches al....
inlntducr~ kill' 'atCllCltS. II is al51l mon: clIslly to build :l
system Clnr example. 414 s... ltchl by usinl! 212 switches as
in fi,urc S.a. b, wileR cirh' SCI puns arc used. The true
414 swi'th me.1 couk' he derived hllm ,he It.ra' mntIel
in "I,ure I.:!.

ulilll:llion til SCI and ~rltlrnlaoccun be J!uanneeed PI
The speed ,,, roullng "'I! II: , \II·hen under ccna,n tJvnhok',
will not inllucncc ~y!lten. throll,hput. dependin, on tho:
$peN of bllcblde Cllnnec'illlls 191. How '0 choose tlte
in'ercnnneclS is di~usscd inl"l.

2.1 2d switch model
Tu cOllnect ,wo rin~s. an SCI nnll·'o-nllll swilch will til·
necdel'. The SCI s~IJiutlllll proPllseS seven' difterenl
llIpoJories 'hat un be IMII" up WI'h simple 2d swi'chc5.
lMS(' Sf'1 sw,'ches ha,'e 'WIIII1""'S :lI1d 'Wtl tlu'puls. Oala
"",1111" UllldllcclitlClallv ill/lI.M III""" alld Cllmc IIUt Inllll
'M 11I1t",115. ·n.... IIIPC" a,"1 IIII'f1UI "nb ltere are parall,"
vcrMIIllol Sl'I. i e. lit bi,l' IJala path. I bll c:kI.:k and I bll
lIal A de'ailed t>kJ.:k c1iaf!ram III ,be 2.2 swi'ch is shena'n
in FIJ!ure 4. II is 1ft pri'lClplc '''" SCIIKIlIe chip cllmpa'it>k
pllns lire Cllllnecled t>a.;L·III·ba,L

:Linlt1'n linlt10u1

.~.-'~i~~,!:~~.. ~:~·~1Il1
. . •._h1Io'

... ...................,....

2.l 1.1 switch _nd I-Iller
Wi'h ,he devclopmen' 01' new ,echlllllnn. 'alJc Iwitche~

such IS IIIIl IIWilch. /f.I'ft liwi'th III' cvcn 32132 swnch

al t>1

-g"-" --~~:~~,~.:...:
~ ~._.

-- . h--'" -" .. ~

'rr-,~ .' ......- ,-_.. ' ~.

fI, ~ pseudo "x4 switch bUn 01 2x2 lwitchn

".11,'
.'·llIlIfI,1

,'N

·/FO. on "'. sam••WI,.I:
c.

I

ICrosspoint
. In'.~lions

"1' ,12

c=::J
c:::::J
c=::J

fl~.1 Age...,. block diagram of NxN SC' SWItch

Sotne Clf the imJlCll111nl issues in swi'ch dcsi~n ha'e be.·11
~ssed In l'imula'i'III~. and lhe rrslI"s are he'p"" I."
eumple. "'i'" (tlllr pOll:kc's dec'p IllIeves. 'he' hl~h

c • -. CSk ---:---..
;.'~... ~..._-- .-.
~,' IC. _ I ""'!"" """II-reet 1...,LIll'· r~. ~

of ~; . !i;

f\ '~i tl ~: r.f· ,I,
kr!c-i", . -1
"''''' -----

~~:.r ., ISCIII~Pa<'FI""i.-!MI·\",
, S0. ~. J ~-'--s('/
I LIIlL III Lilla. nlll

. F.;i-on;CiiIheNportiofaii' SC, N-,wi'ch
,hat III SCI switch Ik'" WC1U1eI have minnr dillcrrllCt 'rulll
an SCI nude. BUI nu c:ac:he tUhe'CII' kltlC '5 needed
Sevenl Iwi'c:h JIClI1' arr cnnncc:l~d t>:te:k-'u·bad .·i,h
pll5lible illlcn.'''lIncellflllS a5 bus. nnv. ur Cn'$5t>:I'. ""t'
Adclrelis Uee:tlder wuuleI ~ me...: cumphc:a'ed Ihall ,h ..
Address l>tcn....r In In SCI IlUIIe .merl:te:c '"k:I' i, ha' ".
dc:cude 01 r..",e til addres~. OInd prelllOl"'~' u~cs mlllnllal,,'"
ll'llcr Ihlll pad.efs talJel addRSS. like lhe 'ran..ac:lIl1l1ltJ

1he cumplelily and 'lIe til such a ""It Ill"Le "k'

imptctnen,a'Ktl. ,II a Iwltch 1111 tine 1iI1l!!le c:hlp dl'ft.:ul,
when ,he number IIf puns be~'Clntts 'ar~e. Anlllhe, ,wi'c:h
"".1 bases CNl cil\'U.1 s.'i'c:hilll! tllllCe.... aimlR!! I' u~inr

less 'l'lCUt "fI:lCc. lhus Rdue:es hardwarc till cadI ~"'ltch

plln desil!n (fil!ure :tl. Hu"'eve,. Ihis model h:ls 1l1l11lc:l.·11
well "uclicd fllr SCI. specillly 11/1 huw III "uh'e ,h..
CIIIll!e!lticl/l pnlllkm. Nunt of lhe c:umlll prudue:'s "'C~ Ihl'
IpprClac:h. We will'ncvs 1111 1M Iirst ",,1Ik1 in Ihi~ pOl''''r_. - ------ .. _ .

N·'Mldll'_hcrwrmitloln'~·lnrorN.N5CI ..."eh Wt".11
_ hoIh ....., I'ilI't'r

widt I number or SCI Ik\fU connected. The llru~1urr ,.,
nell pon could be implemen'ed u in Fi,uR 2. Wc Clped

BinW"
Depanmcnl of Physb

Universi,y of Oslo
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SCI Switchl'S

Abstl'tlcl
It I .•",,,,, hllil, (mill a 'lnRlt SCI rillit IIa.1 li/lIll".1
~rtD""""e, o"d dll" n", sealt. I, is "'tno'tlll'
"'""11')' 'D eDflMe, MO".'· rillR' ",,'O,,~/, SCI 'lI'i,('hl'l
", «hi,.... hi~h 'h"'"Rhp", ond I"", 10'''''""" Af,,,lr/.f ,.,
ctHfII/IItrwl nc';"·,, rJ"iRIIS 'filM st.'rra' cUnlf'U"iC'.f l..iII
be prrltrt,..d. \to, ,,'ill abtl rJi,c"" d!lJtml' .f.I'S"'"

IDpDIDJies IIS;It/t SCI ,f..'i'ch,s, ..'i,h .fptL'ia/ 'nlpllOJU ""
"""'icall"", (or HEP Da'a Acqll;,i,i"" S.\·S'tl/l\.

I Inlroductlon
The approved IEEE standard 151J6-11J112 .- The SeaIOlt>...
Callaellt IlltertKe (SCII J"I'Vidr5 compute,-bu~-liL..
IeIYkes in I disuibulccl envilUlllllellt. II uses paine-11l-1k11l1l
IlllidiftCtlon:allinks to connect up 10 M K nodes I II·

A un,1e SCI rin. system il known for its limplic:Il).
However. il hu 6mitccl pertOnnanl:e IIlCI cines not luk
12161. A rina stnKtUR is a'so sensitive '0 banl.'arc
fli!llrel. SCI switch is I key component In buildin, up
.... SCI·baed pnxes50l IIrChitcc1urel. The SCI standard
IEEE 1Cd. 159ft clnel not diR!C1'y specify an SClswi'ch 'If

1Iridtc. A wide vlriety of mcc:hanisms Ire pIIssib'e 1711111
In 1M .1' sec,inn. the ,cneral 5.·i'ch mndel\ will to..

iIltIoduc:ed. 11te '.'lIch mndels p'"vide a dlf«' conllec:III"'.ween Iny two rillls Ih. Ire c:onnected 10 ,he '.·IIc:1I
IIIfomtllion CNl commen:I~1 SCI Iwi,ch produc's I'mnl
sevent companiCI will be presentcd in 1CI.1inn 3. We .·iII
discuu difl'erene Iyltcm lOfIOlaIies usin, SCI switches ill
..ion 4. wilh special foan Oft Data Ac:quisilillll sYSlcnl~

FiftIIIy. tea"", 5 sulllllllrizcs 1M pipet,

1 Genera. SCI Switch Models
One III the SCI N-swi'th

'
mude's is shown in Fi(!ure I.



'.Ie 1. SCI Switches

_ - ~ - ~.. S~'"~J ""d--L~O~~k~,~~='~:~__~ ;'~~type I
UnI1ys212 UNtSvS 2x2 BaAs. 2 Gbyle'~ I maSlung IC. UNISYS 1June 19'Y.> I
IWIICh LVOS , fI18Chne

I Ul1tSVI IUNISV~ - 16.16 GlIAl 16 Gbyle ~ .·-t--- I£. ----. UNlSVS G-;:-I-E~ 199s-1
I 16.161W1fcn LVDS eral !• , __• • ... _~ _~._ 1~_. __ . _- . •. _

• TOPSel I Thll"IS('" I ....1 I GaA!. I 4 Gbvle , I L.H I 10 GelllJlai OAl.l Ie".. 19,,',
I Iw,le" I 001",.". ILVDS : I Ioo\.lIj :

!=;~~_] .::':---T:~~~~~-l~~'~·~ ~ ma~~:_-! I:' " G;~;~I - --'; E;'d;;;"

l&npII2.2 I. CERN/D:. I 2.~ i CUOS 2OOU\Iy1"!'. i S"'~~" JI" DAU ! M,ly 199..
IWl\Ch ph', i; I INISl1'''iI '

HIe Iw.Ie" r !NMOS -~I32.;;i CMOS 32.100 Ulotl~' 'I~'-' I ~- - -_.- • TliV1~~,;:'-"1 ;'I\<lI!I!U

IC'''''1 1.- 1.-1 1 SCI AnA H.. ;

~~Itll -1~"~IIS _l.~i CMOS '8x t Gbll:~~~t~-;':~~~J! __·~~.~.-_·_~~~An.4 FC-t~~~99'"

c:r-~.-- c:::::::::!=:3-_.~.
,,,.,,,, ..... ,, "',,,".h •.a""I1.~

~""'.~-~~~
~--~-~

".2 l·!i"·itdt bused XsK Imidir~l'tiun:11 S~'stl'm

I ,illl! S( '1111 (1,"\"'III1UI",1 ",1I111sl:l!!C lIel"."I. ., pISSlI'••,.
S(e "'!lure II As IIIdlCUI.·.1 III lilt IIl!ule, 0111111..1,,·, ul'II:I.. :
m.....s Iprlll:e~SlIr~ alkl rncm.IOeSl call he d",,.h\lle.1 :Ik",,:
lhe I'lIlh. "1I11o'e,'cr. 'tlr lhe: saffll.' rCa'illll we ha't l'III.'nIlUlk'.'
be:hlfc. :a nn, wilh ntall' nlllJes will ROC !iC:ale and has
limilctl rerlllrm:ancr, When the 'raltk is umhlfn,l,. nil""
pac"el~, Ihe benefil III su.:h :II lupollll!Y is Ub'IIlUS, all ,",'
li..k~ will be flllly usc.1 :"cvenhelcss, II re'llIire, 11.:"1'
Ifllell,'~ alkl "l:"eral Illlbl.llllhllll requcsts hi ~alll"'h' ,h..
s!l~lelll dll... IlIlhe Co:lk""'U:, I.C'. edNIl:~ 110 III h.I' c r"I"'" ;,

..··..·,~·b
.~.~

14.,..,,,,,, .~ --r.:::h
~~c:::::!:::::3-.~

• !IC.'I ....I:,.:""IoI ........"

II" III SAIlSA system buill 01 4·swIlcht's-_..- ---'

h·r1l1111..\.....,· III .Ic~.:nhc '1.0.11 ~V~ll'lII~ 11I~IC;kI.,1 GllIlIIl' "

x,s ..r I;', III. "llIdl nellh~, "". "C call ., .. liN~~'I:
1Il11ll1sla,.c s\·,I.'III. 1111' W~"'III " ,ulla"k '"r ,1:11"
cII'lIInurill:ali~," t>clllo'tcll Ih... 1\\0 ~..Ic~. ,,·hl..'h I' Ih.· COl,,'

.·lItn prnce~Sllr'"I on'"IC shle :llId lnelllllrce_ .>11 Ilk: .l\h,'1
lhll~ dala tllIw umqu,·I,. Imlll IIftC' Side ,.. 'he "Ih"r lh,'
ro:"cr"..- palh III :I nnf! lill1l,'Iure C:lII he' u~d ' ..r rcspll''''
p:ll;I.cb, II i~ also INC 1h:l1 III SOIPe (;I~~ dala II,,\\, III "'~h
di,tclillllS, lIo'hich maLcs Fi.... usc ••1 :III hn"~ 1M.. n.",
hcl"-ccn Ihl.'llIlIJes lin Ihe same sil.... IS also pt'S~'hle,I ...IIIl!"
il malC's '.lIIlinl! lIIure dilll':lIl. alld Ilk tic...."" .. 1~'lIe mll,1
be lakcllcarc 1"1'"

",ullislavc IlCllIo'orh OIl'" sf'C.:,all!, MIIICIII"r Iu....III!!It:s """
l'III.'I1klOCS Il\lllne ~IIlc 01 Ille Iltlwurt and pr..c:cs~ors III1'h,'
OIherllUl. The s.:a':Ibilill' ..I mul"~la!l~ l'IC'Iwtn "a~

II~ad)' IIcrn 5bollo'n in I~'. 10(1 l:arrer sys'ems un hI.'
e.peelN III h:l\'e scalable rerlllrmano.:c,

4.1 4·swltth ha~d IRklR system
1-1!!lIfl' III I~ .1" cl:llllflh~ ..I' mulll!>\al.'c S!,~ll'lII~ ,h:ll

:cd:AflIs \l'llh S('f We hllll'" 1Io&: musl t1c ..c...,. • lit'"

Delec\ors. 10 • Ch.lnnt1l"

~ ~I ••• ~l

l' Event BuillIef. PrllpOSll: SCI I
2 • ObIs. 8OdO Swllch NeIworIt

CQCQ ••• CQ
RISC FARMS. 10' . 10' MIPS

DPU: OUal POI1 Memory p. P,ocessor
Itr'l DAQ syslem (LHC, CERN)

'Ille CUITCIIl S\'MCIlt ......., Ill" IIIdudc :III "St'l \wi...I.·
Ihal rullle~ d..(~ t>clween sn nUl!lc,s '1 he ruuulIll .'
pcrtllfnted by I"&: cRlllsbar pn..r 'II Cnle,,"!! Ihe "SI'I
dllm;uu"

3.1 Summar"
T:ib.... I pr(lvidt~ a CIIIII"anM>I' 1\t:llIoeell dllll.'IC'lIl S('I
swilches

l'hcre mi,h' t>c SIIIIk' lIlurc src..... S('f swil,'h proj,·.:I,
1'"11" lin slimewhere amllud 'hi' wllrld

.. SCI-based Net,,'orks
S('I ~\\'ilches clIuld /Ie uscd III CI>llIlC,'1 lIIa,,\ 1""nh'Vlc,
dtf'ClkllllJ: lin the n"I'IIIt: all!..ruhllls II~~ liUpp.n. lhe sir
..I Ilk '110111.'11 a"<1 Ihe ".lI:k·el,,1 11111. ,·anall..lI...·h: 'Ill:
IYfllcalllll&:\ .re n\l"~II.•·u/lc :100 IIII1IUsla!!C 11t1"",L, sn
bascd mulll"lIf!e nelw..rt Is sun OIl (·foR... a~ ;I c:aRLIld:i...
III I:IIf'C YoII" ,lie ~qt"rcnlenls nf lUlurt \,cr!' hlr" ntc alkl
l:arve sn~ lb'a AClfulSllI..1I S!'M...nl, It:i!!UrC 'h becalh,'

~:.~ A nngIet bridge ~~~~~~.

Ml>ill~. I'nr hil!hcr hIlL spec.1. 111(' alSlI rrm I....s I""'II'IIII~

III U\l"!! I (jbll/~ 11111.. \l hl.:h I' ;111 l·X""II!.' prlllill" \rUIII
m:l.I. Senal 1.1,,1. Iechn..lu!.', III !-r,lIlo:e. hlll,'CSII' "I
l'i1I1' IS dc"chlJl'"!! an lC~1i lIlt ''''lid. \\hl':" ..I". "'"s.11 I
Gbll/s rer hilI..

3.7 (Hht'rs
(""I...·' sWII,h Mlpp.n, S('I,,,;,,~.I Sllfl,·"·"1II1'1I1:' Ih,'
t 'IIn,c, I:Xclllfll;lr "llIch IlIe~' ah' ~11I1'fl1ll~ .. "I... ",,'. "
Ilu.·le,d IIl1e'CIl\llll'cl "slelll "'t1Il\l'''''!! "I "p ... Ih
"ne"I,·,". C;k:h ..I 110 hId. CUlllalll\ III' h' loi I'.\·IUSC
pnlCt~SlIf~, mell'lllrl"'~, alkll:U

The 'Inl 1c,'C1 Il'Ilen.:l>nftC'CI Iilllr..·nIlJ~ I I' a .:.~r(m

crmsb:lr ...unne(III1' " pmec~ ...ors, " men"lfll.'~, alld all
imellif!eM 110 subsy!llcm

Tilt !It(IIIKI Inti '1IICrClml'll'," "IlI,·r·n,"I.·1 Cllllsl," .·1
I.."r S(" IIIII!~, c:leh ..1 110 11I\:h Inll'IC..IIIll'(I, ttlk' ..I the "'111
l'III.'lIk"'Y cunlmllers In..n cac:1I111 Iht It> nod."

fI, II An SCI system based on • single HIC SWllch

k,..".......,,·ke'r..n.~ - - ... Ite...e'h·' 1t.'""n,l· ,g 1Ia....·llh.... llrkl, , ~.'

(....~--~(;'-I--.~,t~'J
Nodr~ ch.pll

1~Jt>h: ~'t:l:, .. ; ! kill.... ·

'-----.l1 n~.L _

r~.llIeM a'lll re~p"lsc "nl." ..·r,,,,\t·,1. 11I1.'\t· 1'.1, kl' h' ""I'~·.:I

"n 1111: I:U·SIlIc: SCI h/ll,
1111 Apnl". I''''~. IU):!~ "mICl.'!;" CT.lt:'\. h..~ h'l Ih.· 111·1

11111': 'IIL..:&:"I""\' 1f:""nllll,·.1 SCI ra,L"I' \\1\11....1 .'\10'1

/1c'''·I.'CII ,,,'.. SI'AIU' .'IIf~Slalll>ll' mer Midi all S'" ~...
hndj:el~1

J.ft JIIe switrh "tr sn
11:1:1: I', t:l~~. Ilclch.relll.'..lh Imclt '>1111,','1 .1111' II' h..s,'.1
111\ I~Chl\lCal,""\'ck",";cnls,,' hl!!"I~ IIIlq!I;I\(,I, ,,'" p'" ,'I
Inlcrcllnl'lC'..'1 ICChnllhll!~ Imflk:nll.'lIIl·.1 III hi!!" ",lulII:
clll'llnKldil~' VI.SI pRIce".:" As,...·c', 1'1 III... ba~dllle I. Of

Ihls lIlandard ha,'c lbelr IIri!!m, Il'I IIol"" 1>11 paralld
Ir:ansflllI~r·ba"l:d ~~'''cnh "'III~h h:I~ 'aLeu pl:I,,' III ..
number IIf a:SPRI1' P"'ltc's, SCI I.. 111(' ,"Itruc&: IS IInd"r
c1evelopmtnt or SINTEF. Oskl.•·"ich "III usc lilt' a, Ih..
Ir:am,...m la~cr 1>1' SCI. Ha~d "" IhI! CUITCIII tXlShllj: ):!~~~
s"ilch. C'1I14IRlm INMOS, ,be SV~I~III "III /1c kllll.,·d "I.c
in I-I!!url.' Ii_ EoIs:h "I ,he 111(' ...;,.: I~ s.:n.". lUll' al II"

3.3 TOPSCI swll~h

lhomSC"1 T('S. fnnee and ')alphln InlerCCKUII.'CI SoluIIII"·..
Norway. :are Ihe Ieadln' p:anner III Ihe TOPSCI I::urcl.;,
project EU K~4 '" deveklfl and pnlduce S('1ItchrKlllI~\' h"
interaJMec:lln' hl,h perform:lnce cllmpuler slI~lelllS, a'kl
In particular 10 deveklp I hlrh perlllrnwlCC SCI SIIo'lId.
CERN Ind ,he Univenltll Ilf ~k, fRD2~ pn'I(CIl :lr,'
lUOI:ilIte panner~,

Ealensive simul:altl'US lIa"c I>\-eu ,'ameli IIUI .11 n:1l '\
and tile UIII"crMI!, 1.1 Osl.. III a",'s 1111' ""'r1Unll;lIke II"
ctittc~nt Irchltectures, '1 he clInelusllllI plllll' III II...
eoRvenlence vI usin, Dulpllln ~ llnl. Cllnullllcr~IU 'I ,,"h
a B·Unl liS lhe back·to·h:lcli ullemal bus IIIlercllftllI:l.'lu·u
1·11t iWIICh will he ~iIli/cd in a SII,,:unl'llulll·lawr Mulll
Chip Mlldult fMeMI Mlbslralc ",illllnlir (ia"''''''"", :,,"1
line terminalion re5i!iforll 1m :I 5111cIIII dUfl 'I h..• mUlln:'
alrorilhm will be based 1111 lablc k"ILufllnr lIexlbllll~ ,III,'
compllibilily fwilh ..ther Sl'I ~wilclll.'\1 rea~"II'

11te tafJd hlbnca\lllll pnll:e~s III Ille SIIo·.ldl dill" I',
Vilesse's Uti micrllfl If·li:lAs III :an,1 lhe ck'~I!!n "'III I..,
carried 11111 usin!! FX·:!ClIlK !lca III (ialcs. AllemallH'
IMercoonec:lillft khemes h:l"e beCII C'valu:llcd, iuclullu.~

micIo-bumptnl!. wlre·bllndlll~ alkl T,\/I. Subslr;d:'
evalualions have betn c::amcd IlUI b,'1'('S ineludllll! "·Ia, ,"
IMen:oonec:l""'" wilh mlcRI.bump;nl! Ilkl wlrc.be.ldln!! ..I
thechi~.

Based on YC'S' preliminary imen.:"nneclion dcsi!!n rule',
Dolphin. SINTEF·(ktn and TeS cairied 11111 cumpltl,'
eleclricallirnubtions of ditl'ercm intertCJllllCClilm !Il.:hel'lK'~

011 lhe U......UII wbslrale. The elletl of lhe liUbslr31c
n:siSliYilY lift IlteIIUlliCin. dWXlerililic imprd:inee a'kl
CftlIIl:alk WII eYllu:aled.

A hermetic coolinI' 1O,,'er I~ 10 pu'"I1IUp III lbe cerann.
p:id.IIJe. thus Ivaidin, plliemiOlI n:li:abthly JlWblcm',comi.., 'Rlm liquid·semicllnduc,or inlerac'iuII~. 'Illt "qtll.1
Is Inside III ead':IIlllcr, 1100 ,he hC'a1 'r;all~plf1 I~ :MI~I,·.I'·\

itli phase ,nm~lliull

J.4 Dolphin U: .wltd,
The CMOS ver,"m uf lOPSn s,,'il(h IS Ulkkl
devek1pment by Uctlphill Inlcfl:onnr~1 Sulu,illus. lhe lk'I\
swit..'h will U!Ie lhe new Dulphin 1£ chip wilh It,UIIL ..'
lhe back-etid bu~ 1111 I PCB, 'fhc ll' Slloilch lIo·m .....
impIemenled ill ~a1 and 4.4 veman., 'A'ilh lhe pIIssiNll\~

of undwichiRl! l.~' Ilf melfe J'('B~ '" I larl-'t'r ."'1\1.'''
throu,h I·U"",

A mask·based rou,in, Illmnlh", will clle(II\I:" hill
many nodes """ a hieran.:hlul s~s'el'll. I;aull lukrall'
feature Ilf lhe IWI,,:II is empl1asi/ed 'flit SWllch will ",'
fllCkl,ed III • IpCtial desi,ned be.- wllh 11110'11 "uwel
IUpIIly. The SCI LillkSc.lJ"l (1'r;\\.'.:r. Ol JlFuducl lfUnt
Dolphill) could be easily CIlMC'C'ed IlIr :",a"'~1\ :Iud dtllll~

~

3.5 CERN simple 2d liwltdl
A simple SCI·SCI bridl-'C Ih,urc 7. ha~ /1cen hUlll Irlllll
two nodedllps CORnecltd bacl'lll-ba~k u~in~ I )f'C~,.,1

cable belween lhe 111011 CbuliC's 1I11t b:lcl·tnd ttu, III Ih(
Dolphin nodeo:hipl, A brid¥c IS possil>lc because I...•
CMOS nodecllipl 'rllm 1.51 Luric. {'a, un be inililliztd'..
IUOfnize I nII,e uf ttl S('f dc:lilinallll\l idenliners wIN'\('
..kell slllIuld be: fl:Is.~d 10 Ihc ('beI, IIIsl,·"" III
mransmllllnjr lhem '" IIII.' nil', TIn: (llIls nlalRlaln, Ih,'
SCI JlDCket slnIClurc. 1/ IYo.. <.bIIllCS ar.: CI""lC\.1ed wi,ll

"



Pit II. hi unIcIfectionellYl'em buill of 2·1WiIch••

..... wlJ before beinl lUUted back 10 m:opize lhe
IUCCCUeI of the lend packets.

5 Summary
This ,., lives I Ihon overview over pneral SCI .wilch
..... and IUlllflWize. level'll commen:ial .wilch
...... Some 01 the crilkal fellllfeS or lhe commen:ial
SCI switche. are not revelled lince they Ire lIiII
COIIIidcred fIIOIIIicI-'Y. 1Wo lOpOIo,ics of uli", SCI
IwiIcIla are pracllled. More could be found from lhe
IiIenIure III i.thil paper. AI iI is shown in IlbIe I. leversl
hllhlpeCd SCI Iwilches will be IVlillble in I99S. which
will YUII,. oven:omc the anre" SCllinale rinllystems in
perforwa-=e and malte SCI·based IJSlems more lObuli.
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Overview of Optical Switches

Larry A. McAdtima

Charlee H. Chalfant

Optlvlalon, Inc

4009 Miranda Ave

Palo Alto, CA 94304
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Outline of Talk

• Survey of Optical SWitching Elements

• Acousto-optlc Barrel Shifter

• SOA-based Optical Crossbar

• Optical Switching for Data Collection
Applications



Performance

• Size: 16 x 16
• Fiber: SM In, MM out
• Ave. loss: -26.0 dB
• Loss Variation: +2.5 dB
• Polarization dependence: <1.0 dB
• Operating Wavelength: 1285-1320 nm
• Switching time: 1 IJsec

0.,. ACQuI.",on Conference I
. Octobe, 27. 1'e4 Fenni,.tI I

OPTI~~'~ISION
l<tui,JdiXi£D
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SOA-based Optical Crossbar Switch

IU
PC..

....P..-ca._ :
SCSI ......
.......... ec......-
~ HI.....

.....
~ 14-

In 00000000

QulOOOOOOOO

- Modular d.lgn

• Supports both In-band and out-of-band control options

• Supporta connectivity up to 8 x 8

OPr~~ISION
.«ablliiD
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Out-af-band Control of Switch

• Optics module contalna optics.
thermoelactrtc coo....., and front
end .e.ctronlca

• AT comptDr aupporte a graphlCIII
IIF, OA.M, and ,.mote comm.

• Digital card ....ultl._AT
commanda Into EeL control
elgn'" for individual SOu

• Analog card generetee precl.aon
CW drive cu.....nts for Individual
SOA.

• Thermoelectric controUer card
regula.. temperature of optiCli
module

Ta:~_""'"
ICII .............

:
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In-band Control Configuration
with Polling Receiver

HIPPIAdaptar

• Initial demonstration bMed on HIPPI~I

• Round robin polling ualng multlcaat function of MYM archltact&n

OPfI~~ISION
'!Qta OII'Ia



15

TBONE Testbed Environment

WorkaUltlon

g
HI"'" •

1310.... ,

OptIcal
ero_bar
Switch

Workatldlon
CD .. ·Local Fiber Loops

OPTI\9ISION
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Data Collection with Optical Switches

• Optical Switching provtclee high bandWidth, low~r nde,
circuit 8Witched connectioft8

• In-band or out-ot-bllnd 8Wltch control poeelble
• Buffering tor flow control end contention ...-oIutlon mu8t be

done lit end polma
• The btl".. .hltter .upporta the minimum .-qUi... connectivity

for ".vent building" (N etatee) .
• The cr0eab8r .wltch aupporta IU'bItlwy cOnnectivity (NI ....)

OPT~.ISION
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Switch-on-a-chip - IBM's ATM Switching Technology

"Swltch-on-a-chlp" The Road 10 ATM

IBM's ATM SWitching Technology

It'..
~

'J

A wide ranllC of evolvinl muhimedia aprliealillns inlegraling voice. video, all,l
dlil. have introou(:ed the demand for new hill. speed, hiBb hUldwidlh networh
l1aese Relworb musl also support the different and dynamic bandwidth neeth
of Ihese applications in a unified manner. ATM (Asynchronou~ Transfer
Mode) hlls heen conceived as an approprialc nc:lwork lechnology 10 address Ihe
variety of needs of Ihese applicaluJlls ATM s slruclure surrortiug fliSI sWillh­
in, on demand Ire key c1emenls in rmvKling necessary dvn:llnic h,\Otlwi,hh "I·
locallon ClIpabiltties wilhin ATM nelwmb.

Swllch-on-Iochlp

Switch·on-a·chip is an integraled swilLh chip developed 1I1 thc 1111\1 I~esc:afl:h

l.ahofillOry in Zurich, Switlerland. 'I1le l.aborlilory's cllcnsivc: rcscalLh al,,1
advanced tcchnology at.1ivilies in switching syslems has kd 10 .he dcvelupmclIl
of 1I slate-of·the-art, innovative, biBb performant.-e, modular, cllcndllhlc ATM
switch chip. 1be Switch-on-a-chip is unparallc:lcd in today's markcl phlcc.

Chaflderistics of Swilch-on-a-chlp Include:

• 16 Input ports

• 16 output ports

• 380-400 Mbil/s per por'

• Buill-In support for modullr growlh In numb," of I'0,h

• Buill-In support for modullr Irowth In po,' .\-pctcl

• Buill-In support for modular growth In aggrt'g,lte '''rough,,,,,

• Buill-In support for automllic loml-sllllri"g

• Self-routing swllch elemenl

• Dynamlcilly Shared-output Buffered elemenl

• Built-In multicast Ind broldcast
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• Aggregale dala rale 6.4 Gbil/s per modulr

• 2.4 Million Iranslstors on 15nlm chip

• 472 110 pins

Swilch-on-a-chip • 111M's A'I'M Sw'.chinl Technolugy
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DtsCriptlon

A muimum inlemal cclllenldh IIf M bYles h.s hcen chosco, I'aeh "' Ihc I~

inrol ancIlJUlrUI pons has. ma.irnulO specd of 41MI Mh/s "'hid, "',ullS '" iI

111111 allll'e,lle dill ralc of 6.4 lib/,f I'" Ji""k ,hi,. 1\ unKt'1C ICilIU.c III Ihr
.wilchin, elcmclII is ils !ll:aIcabihl)',

• Swileh systems wllh I III~r nllmhc:r "' r"n. COlli he huih ' .. lin Ihe '1:,,,,
modulc as lin&le o. mulli II... self ",ulina netwllIk

I The sYSlcm ron specd can be: inerelSCd hy cllnllcelin, sc\'cIII mlldlllc, III

paraDel,

• Detler Ihruul/tpul for bunly I.allic mvironrncnls (I ,AN's) tin 'IC ac:hie\'Cd
by inc:1Ulin1 lhe sU% of lhe inlemll pack" bulTer .bu usi.., "lfallck-,I
module.

Bcc:.UIt: of it. modular architeclure:. Switc:h·on-.-c:hip is Ihe ;'1eI1 ,,"ws fm •
wide I1IIlF of rrodllCl. with dill'crcrtl price. and pcdonnanc:e dcmll,d,

A lypicaJ Iwilehin,l syslem is shown in !'iaure 2an1l coOllislS of 1100 c1emenh.
lhe Swildl flbric Adepler (SI;A) IfId lhe swilch flbric formed by Ihe swileh
d,i"., In lhe SfA'•• typiclUy lhe Ddwort-depenllenl proc:essinll i. IIl1ne. I'm
cumple,in In Al'M·ncIw"rt. lhe SF"". provide lhe convenion 0" Ihe A'fM
I"bello Ihe swilch fabric·inlernal roulina mcc:h.nilm. IlIkI p,..vide .he new lahel
fur the OUI..,itll ATM 1inIl, We will call Ihe ATM·...:II wilh ill prefil..1
intemaJ·switch-routin. hudcr. packet in lhe lCquel, N,"e Ihal il is nlll n_.·
III}' Ih", Swilc:h-on-.-e:hip wlIrlls wilh ATM cellI: any ....Ia·fralllc sclllnenle,l
.uch thaI it fil' lhe inlernal 64-byte m"limum .ile (illClueJina lhe I,,"cler) will
be I,iOfllIell,

aa. SwlIdt .·.1Jrk t:lcwcal: S.ltdo-....·dtlp

""hrf
An iclcll Iwi'eh elemenl will mUle ""eke" wilh..ul Ill,. alill "'i'h miooooulIl
I.....sil del.y. wh,le pre",,,,i..,lhe m,le. "I padet Imv"" Most Iwileh ardlllct,

1""'" .....pCl"'d fClr ATM cmrlCly II.. cnneerl "f ",If·rouli"g: Jollie III Ihe swileh
inlflCClllhe inlernal-switeh·rouling heade•. Ilid IllUleS Ihe rackel ICI Ihe apJlf"'
rrille OUlrlll, Inlemallyprovisi..nsllemadeluchlh.III.. Cl>lIIplcle inpul
I••froc call he Sln",11 in lhe sha",11 p'....kel ""If.,
(J.II,.." ""lftri•.,
/)IlC III Ihe sta'isl,cal nalo.e ..llhe lI,ellllllllll .."iii.: il " r ..ssi"'c Ih"l >cvcr.,1
packell allllcnd fur lloe ..me outplll rolt al lloe IImc lime, The",'...c SOIl'C
pac:kell m.y be l..n"",lcily queued ICI resolve Ihi. OOlp1l1 ron eonlelililln, lie­
C'UIe of perfonlllllcc il i. optimal I.. !>ulfer plekels II Il,e swileh 1I"..lulc Clol·
pul. in 1'11'0 IIh1er, The ideal pac:kct .wileh has unlimited bulT"rina "",p.eily
..... Ihe",lil.e never h.. 10 rejecl • r-kel because III bulk. limililiolls, III real
life the sU% of the inleml' packet bufI'c:. is limited lIIId III"an. lie rc'luircd III
U'" Ihe .vaillhle bulfer spICe elf'lCicndy, This is lehieved by dyn.mically .I,annc
lhe Iimiled bulk, If'llCC .moDi aU lIulpuU while mainllininl k>aically "'I'llale
PUlpul queues, The OUlpul bulferina and roulinll epnc:cpls employ..' ",.uh in
Ihe Ioaic:aIswitch an:hilCC1ule .hown in Fi..,rc 3.
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Umltatlons of connnClonai switch Impiement.Clon.
Convenlional implemcntalions 1)'JlicaJly use I 1in,Je or dual port mmlOry 1_
Fiaure 4) Inlernally I time-division mulliple. lechnique is used 10 obtain access
10 the Ihucd packel bulrer.

Swltclt-on-I-dtlp: no,eI switch Implement.tlon.
The architecture 01 Switch-on·.-chip is boscd on lhe separatiun or the dala and
Ibe conlrolllowi. The bulk or packel dala il red Ihrouab the dala JCCIion onl)".
It conlist. of lhe aJoballhucd packet buller and ruUy paralJel I/O IOUliDllree:,
ill onJcr 10 lvoid the botllcncclt oil aIwed med'llln .0' lhe cIall ..ream.

I
I~~\"'''''''I

... _- .
P..._,.-

-- - 1111" I- ---, ~

-~ I-=,~c:rm._'--_.
1<:)'- ..:c::m-.-

I
I

-............. -t---e::::i

I·· ~ .. J •.••• 5. • .. S......-....,Ioip .rchil.....

....e 4. e.-lIlIaI ....c4 _, ""'-1;'

The a_ber of po.tI, the memory and the port IfICCd dclcnninc the required
width of the inlaMI hi....1fICCd bus: illhe port IpCCd i. Y and the number or
portI is 2N (N Inptll. and N outpul flOIU) the mjIIiRd width it 2NYZ. A. lhe
bit Rle n/or lhe number of ports is ittcIeucd. lite butdwidlh required in.
-- .apidly: A awitdt wilh 16 pons, I Gipbil/port rcquim. lIlemory cycle
lime of 13.25 nano~. (linl!e-pon memory) Uk! an inlernal widlh of lhe
"}Iith Speed Bua· (ref. Fipre 4) of 424 bit. (note: Ihi. i. Ihe aize of an AIM
ecII: nta bit.!). FOI' ATM·applicationa, lhere it no relief in incrasinalhe bu.­
widlh: lbereare limply no _ biu in an ATM ceO which can mlb use oflbe
additiona1 but wire.. Conaequenlly. Ifty in~ in srccd and/o. rort. hal I

dnmatie elrect on Ihe required memory cycle lime. At fulure improvements in
IiIicoa tecIlnoIou are eapectal mainly in dcnaity·pin and not in .acton of
opcecI-piD. no relief of thi. memory cycle lime problem i. in siabl.

The dalo section i. conlrolled by a conlRl' ,",clion such Ihol Ihe requircd
.wilchina runction is achieved (I'ilurc S).
The control aection only ftlCCiwos a poinler and I COf'Y of Ihe lirll byte of an
incominl packel: the lint byte is used 10 roule dli. poinler inlo lhe ~rrmpri'le

OUlput queue. After this, lhe conlrol aection delcte. the tx'py ..f Ibe lirst byte.
Thi. mechanism worb with Ihort units: in lhe order of one or lwo bytes. This
aBow. for a fuUy parallcl implementalion in the conlrul ....1iun. Ibercby reduc·
inllhe lunc needed 10 actually pcrfonn the roulina lun~1iun 10 approaimalcly
12· IS cl<K:k cydct fur 8 16 by 16 switch .melli.
Separation or conlrol· and dal. complelely removes ony inlerferene... and both
section. can be optimiLed for Ihe function lhey carry OUI. As lhere .. no mul·
liplcaina of dala lin lhe dal8 sec:tiun) lhe cycle-lime of the inlemals or lhe dat"
JCCIion i. equal 10 the system-level cycle'lime le.I.• SOMII/. rur a byle.wide dala
palb implemcnlina I 400Mbps .wileh). .

0010 Sedl.

1.... dala section conlUns lhe Ihaml pack" bulfer which is built from a set 01
lhiA-recislcn. in which lhe packet is scriaJly Ihmed in- and OUI when il anivcs.
nespcetivcly leaves the chip. Each shift·rqisl.. holds Clactly one packel Allho:
input aide up 10 16 inaHl'lina packel' can be lOUIN simultaneously inlO free:
shiA "'lIisten via 16 roulers. olle fur each input. An en'ply shirt rep"'" address
for each ..r Ibesc ruuters i. pmvi.Jcd in ad.all.:e by Ihe cOlllrul ..,,1;OIl. Thi. shirt
replier ad<I",ss is ollly n:newed when an incuminlll"'cket on Ibe n:s,,"clive i,,·
PUI has 'cunsullled' il. AI Ihe oulput aide up In 16 oUIll"ill1 pack... can he
IrousminN simultalleously fRlm sclcc:lcd shili "'lIisten vi" 16 acleclors. one r...
each outpu\.

Swilcb·on·a·chip • 10M'. A1'M Swilchinal'edmoloaY Switch-on-a.chip - 10M'. ATM SWilchinl TechooloGY l>



Control SecliclII

The control section consists of 17 control queues, namely one output queue per
twitch output and a sinlle frec queue. hom the latter, addresses rointing tn
empty shifl registers are dc-queued and fed to the input ruutefS in the data sec·
tion. As soon as a new packet has been received, the shift relister address from
that input router is entered into the output queue indicated by the routina tal
in the packet header and a new empty shift register address from the free queue
is retched. The output queues behave as PIJ:O's and contain only shift retOstcr
addresses of packets ready for transmission via the correspondina output port.
The addresses are sequentially de-queued and fed to the output selectors in the
dala IeCIion. After a successful packct transmiSsion the addresses are retuOled
to the free queue.

Swltch-on-I-chlp: ScalubllUy

The robustness of the Switch-em·a-chip uchitceture provides (elf'

I. Increasina the numhcr of ports

2. Increasinlthe port sreed

3, Increasina the agrcpte throuBhput

... Hardware-asisted automatic k,ad sharinl

l""llhe .....Iler or pori. - 'arl .:11.......
Switches with a larFr number or ports Ihan the basic switch module can he
realized by connectinl .verat Swilch-on·.·chip module. in parallel for a sinp:
~, or calCadifta them for • multi ltaF syltem. Switch-on-a-chil' hu built·in
loPe to allow address-fiherio... the input and activation of U1 output for 1111'­

portin. linale ... ellpmsion. I:or multi "aF elpansion every st. require!t
• clifl'aent lOutina-ta, In acncral.

~
-hrt1..n ~I .Portt..n....1... • Port 1..0 • _.

~
rJ - I I ~m1.~I Poftm1..21n I •

I ~"+1.~ R _

Peltm1..2n ....... Port-..-.............,...........
'''' '6. S~ pert .....

Switch-on••-chip has. built·in look-up table which allows mUlin,-header bytes
of the amvin. packet. to he thul11cd, This allows multi staF routina wilhout
customizinl the individual "aFs. While multi stage: networks pnw according
to a Ioprithmic law. unp "aF networks pw with I !tquare law, but have less
delay. A hilh ron cuunt on a sinBle chip I' Switch-on·a-chip is a ,,"cat .d\'an·
taF becau. it requires sipUfteallt Ies~ chirs for larger switches. (12 port sin[de·
stase switch requires" Switch-on-a·chip chips, compared to 64 chifls if thert
would be only" input- and .. oulrut ports).

Switch.on.•.chir. 10M', ATM Switchinal'echnolol)'

Inc.,ruln.: the port ..oed - Sped bplnsion

A unique feature of Switch-an-a-chip is to expand the actual spc:cd (II the switdl
pon. by usinl multiple Switch-on-a-chip chips ill parallel: Inste:ad (I( all B·blt
WIde pon. the switch ports become then 16, or m"re bits wide, anJ II doubbng.
triplin. etc. of the port speed i. achieved.

...<....... lik : I-.f-.~-.l:~~r ·bit., I x'---'-H-=..= ....~-. It - .•1)';' O~
1. bit 1. bit

Speed Exp.n.lon

I'ilarc l. S..il~h'illl-.·dlipaprl'd npall.itIll

Swilch,uII·a-chil' ha~ built-in Ihe hardware Sllrpml 1(1 built such sWlll'h SYSlcm~

easily. lhls is the flrclcrred methud to builtl. CK, swildll:s lur pnn spceds ell
622 Mill'S and 2 4!1l1 ObI'S Assuming a 41HI Mbll/li port sPCl.-d 1m a single
swilch module, the: rarallding of only t"'o modules would be: SUttiC:ICllt til bui'"
a 622 Mbit/s swilt;h.

Increaslnc the: IIcc,ccale throughpul - .·rrforn,anrc •.lCplnii«1II

'11IC alBJClll1c throughput of • padlet switcb is gi\'etl by the producl (II all flmb
and tbe port spc:c:cI. The relUh obtained, howcvcr, has til be multiplied wilh a
rKtur less Ihan I 10 account fcl, the ract that there is only I limited amount of
output·buller Ivailable,

.~

Perform.noe Exp.n.lon

fil..e.. S",ildl_-.-dtip per.....lICe e....aion

11,e actual value of this factor is a func:tion nf' lwo Yariables: the intcmal buner
memory alld the traffic: c:haractcristics: mure bursty lfilffit will reduce the factor,
while: more intcmal buffer mc:mory will increase the laclllr Clellrly, to Inlil.:ipate
rutun: nced., a means or increasing tile internal buller memory, wilhollt reJc­
sipinlla chip. is needed, Swih:h-em-.-el,ip has the ilarcJware control built-in III
allow cascading thc inll:mal buffer memury 01 multiple: Switc'h-on·:c·chil' chips,
such that the: system behaves as if it were one chip with inerealiCtl huRer Incm·
Ilry. Contrul signals belween tile Switch-un-a·chil' moJuleli guarantcc pfC1(lCI'

packet sequence:

Switch-on-ll-chil' - 111M', ATM SwitchinllTcchnolurY



A.tomatlc lGII. Sharinl • Un. ranndlnc

At the tystem level, it is orten required to surrort acec:ss to a hiJll-sreed back.
bone from multiple Iower·speed links. /\ tyPIcal eomple is the access to a 612
Mbps ATM link to carry the non·local traWK: of multiple: (more then 4) Mbrs
ATM ac:e:ess links.

Ei1
............

F••, t, ........-c... u.. 1".''''.1.

.~."'.

""J

fP.rforwn.no.

~
.

. I ".".-_. .

~.

'l!!{~ll'
I --rl~i'~ 1-- I •

1~~~~~r
~!J.

Porte

111e usual means of .ddmsin, this problem is that multiple lower If*d rents
1ft muhipleled toFther into the 622 Mbps link. This. however. reqURS careful
bandwidth manaaement. and remanRinl strams when larae bandwidth reo
quests must be ICCOmmodaied. Swilc:h·on·l-chip hu a buill·in feature. dubhed
W "..n,/Uw. which manaaes lhe bandwidlh on such links fun, with hard·
WIle. I.e.• lor 4 ph,sicaI Swilc:h.on·a-c:hip ports can be combined 10 support
_ double· or quadruple·speed link. withoul IDftwue 10 control which con·
nection is allocated to • ph,sical Switch·on.l·chip outpul pori.

c...... die a ......... , ..... of tile SwlldI·.·.·cWp .ppllal.........
The bIr mentioned ••panlion method, can be combined rRCly 10 delian •
lWitc:b·rabric. The port. ancI performance elplnlion meIhodt require lhe ea·
IImII manipulalion or Swilch-on'I-c:hip', conlrol _palliD provide muimum
llelibilit, in runctionaIit,: e.l. pori clpansion can abo be wed 10 IUpport
multiple priorities.
In fiaure 10 on peae 10 lhi, richness of the Switc:h-on·.·chip application apace
is shown. (link paraIIcUn, is baled u alpCCUl cue of apeed elpanlion).

Maltlast Su,port

SwiIch-on·_-chip aupporIl 1o build hiah speed communicalion networks which
IlIppDIt appIic:aIiona thai feature • heIerolCftCOUl mi. or woice. dli. ancI ¥ideo
tnII'ec. "JPicaII, auch "stems require the capability or hancJlinl multiroinl
connection. for ICfVices auch II video cfidn'bulion anel lefeconFen:nc:in..
Swilch·on·.·chip provides • lleaible multicast capability: it i, possible 10 tend
• copy of _pecket 10 all (broadcast) Of onl, • subset (multicast) of lhe switch
module'. OUipui portl. In order 10 cooset'YC bulTer memory. onl, one packet
110.... location is wed. From which muhiple copies 1ft lent. The activation or
• multicast connection il done throUlh the packet IOUI'" header. and _ d,·
namicaI, proll'ammable IlbIe internal 1o lhe Switc:h·on·a-dlip module.

"'II.' .1. Scepe ....k S.itcll_·a<1li, ."'.'ioIl .,.u.
Rtrfrrntts.
I. WI:' UCIl/cI, A.I"J lin,hersclI. 1.lli;"li~ III\lI (j "l\.lIrh~lIl1.•/\ lIillhl)

Modular .'ae. Switc:h r.... ObIS Ibles·, ill ""'~' of '.U
W

9!. V..kllhlll'lIa.
Japan. AU, 1992

W E. llentcl. "I'.J. l:n,I'CrsclI. I Iliadis.·/\ Iklihk: Shun:,I·nutrcr Switch
for A'I"M .t (ih/s Itate,·•••,:eerted hy C.".p,,'~r Ndworl... ISDN S,..·
f'....

Ur. ".1'.1. linabcncn
Mp.lli...·Speed Networkl
10M Itesearch Division
Zurich I.-bonta"
S.ume....nssc 4
CII· 180) RUKhlilmn
Switzerla..d
Email: .pi @ zuric:h.ibm.cOIn
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Broadband-ISDN I ATM Switching

PROBLEM

Each 155 Mb/s line may carry 350 000 ATM Cells/sec.

REQUIREMENT

ATM switch must handle Meg8cellsls or Glg8celiS/s

DIRECTIONS

High throughput requirement dictates:

Simple, efficient buffer management

Switching in VLSI hardware

Topologies with high degree of parallelism

Self-Routing

Typically cell-oriented
..................-z.....t I.



Packet Self-Ro:":'Ling Concept

User Data IHdri._ •._---..::....;~-----~

User Info !c~

User Info , 511 C : d3: d2 i

User Info . ~~!51! C :d3'

User Info 531 ,,2 ' 51 ie,

Performance of Different Switch Topologies

o

·~~r~-" -.'•. ._+· '.· ~.. .· / _...
• ~II'; .ei -;-- ••,'. -~ ..

5eIf-route with Finite Output Queueing

MIdtistIge Queueing

'.-~-1H.!-,: lL~ !';. : •
N.~_ _ ! . .. _ .1

Stll-route with~ut Queueing

'u'-'=::. ':ii--. I· .· ~ . .· . .
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Crossbar with Input Queueing
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Crossbar with Multiple Input Queueing
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Conventional Switch Design

First Route, then Store
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• -Bus on a Chip"

• Bus: several hundred wires

• Does not scale to required performance levels

PRIZMA ARCHITECTURE

Store while Route

PACKET
MEMORY

FREE
ADDRESSES

ADDRESS
ROUTE &
QUEUE. .

Full P~r~lIelism

DATA

... Separation of data & control

... Control speed fraction of data speed



PRIZMA Basic Operation

1

Inputs

f";i7-
~I _·-o~

1 I

I I
i

Free Buffer Addresses

'v / Output Queues

...~~-ZUfictlL-.lory

PRIZMA - Switch Basic Structure

1-to-N
Routers

N

Outputs

o.
1

.....
Inputs

N -....;;D=--_~<'J=-----t:!!=:~::!::!:::!J

1

•Non-Blocking
•Queueing to resolve output contention

•Self-Routing



PRIZMA - Switch Port Expansion

N

N ......

:2

Single Stege: growth with equere lew

Multi Stege: growth with n-Iog n lew

PRIZMA - Switch Speed Expansion

---..-

Stacking:

..
N

M ••t.r

S._ve

..
N

Link Pere...llng:

N-"

..



PRIZMA - Switch Performance Expansion

1

N

1

N

PRIZMA Switch Application Coverage

iPerformance

•
Ports

-.



PRIZMA Chip Implementation

6.4 Gbps /15Mcellsls .

1
2

16

-16 by 16

- 400 Mbps/port

- 128 cell locations
-472 UO's

- 2.4 Million transistors

--

~/' Nways BroadBand Switch

51.2Gbps

up to
0C48ISTM16

25.6 Gbps

up to
OC121STM4

up to
OC3lSTM1up to

OC3lSTM1

Nways Switch
Model 200

I MIll
up to T3IE3IJ2

200 Mbps

Same Access Services: CES, Frame Relay, Volce!Fax, ATM, SMDSlCBDS,
X.25, HSSIIDXI, HDLe, ISD.N, LAN RoutlngIBrldglng, •••

~

Common Technology: BBNS, Hardware (ATM Switch, TrunkIPort Adapter),
Software, Network Mgt., Node Operations

TNNEXEC1 1
--------
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• Campus Network Solutions

• Incorporates ATM Forum Standards

• Links to Today's LANs

• Supports Existing LAN Applications

• Provides Virtual LAN Support

ATM

Local

8erwr

lB .-ctt

ATUonthe

Deektop

ATU CO'....b.tor

P.,..Ie. Proc:euor

A'IMMOVU ."
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Topics
• The PHOENIX Chll)

• The ATl\Il.u)·er IlIlerruce(Al.lt Chip

• The ATM S\\'lIch

• The A'fM IIClsl

• SlmulatlClns
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PHOENIX Chil) Features

• Scll rlllilill&!.

• 8 hi! "Idl! Imrullrl dahl pori

• 320 l\Ihil~s I)er 1'111" (tl~t1 Mill

• S~'m'hrolllllls prOICll'1I1 ,,1111 IIllCkl'l 1111\\ ~·lInlrlll.
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PHOENIX Chip Features (cnnt'd)

• "arlahlc 11;ll'kch frnm III III Hlm'lrls,

• .'llllit IlIleralllltrl'fll' IIl·tertillll + 1If1:111ialhe rlllllilll,:!

• hlUr III'illrilies.

• 8 Kb~ tes 1:....0 hullers.
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• 1tt'rna,iVf' ph~'IIicltlllC~'c'r for othrr "irlll'r 1.·\,1'1 l.rll'II.·,,1-,
Ii".. S('I.lIId ATM. ItoulllI~ d.il'" ",i.h ...h·lclI... ·,1 rlllllll'I:
Iltra't'llit'S ArC' iliad.·. Alld th•.,..· rmnilll!. rhil'" lIF" 11:-..(111

11I.ildinlC 1.lOt"b fur IArller !'wi,r1Il''' h.r I.ltlll' ... !'..illl hIlL,

·1.... ... .. ...."'"",.... itt ,Mr' I,~' ,h. '-:"1'1111 ... ~,:
CI~II/M..,ruM pn.jrt.,.

'A."IIChrtttt<_ '.,-rer M,.....: I·a"',rc ,..n".1 d .....·.. I,,· .1,.·
('('nl' &I ..... 'or the! broad"'"d 1",••, .....1 ~.,\.•,.•.• 1);.;•.,1
:o.o..work IB-ISI):".

I. IN1'IWOl'C'TlOS

1:1' 10 1I0W I)ata Acquisition (DAQlll~',,'c'lIIs h.."" IIsc·,1
hiSh Ipt't'd bu_ bt'lwl't'n t"qnipltlf'1I1 connrr•• ·.1 '11 .1..·
Anlt" backillanr and 100nr IIf'el'cI COllllc'(',ioll' '" IIIUF.,
dillall' t"quipmrnlli. "'hr prrforlllllllr.· llf I'... tracli.inllal
hackplane bu_ IIrt' limitc·d by .ilt.II,' lr'Ul8l11i:-Sllln .Id/l~s

nnd thl' impt'd'lIlc.. misma'ch acr(l!I~ n b"rk"I...,.· TI...
.illnal qnalitr "' IIrrt'rl..cI by rt'lIC'ftionll tIIu",·,1 by muhil,lt·
tolIn«lol'h. n'! w.·11 liS I,~ load uria.i,,". .\ l'I,rkphlll"
"UI tall ollh' .ralllillli. 011" aV'"'",1 /I' /I lin ... h"'\\"~11

"II rCJlIllc'CI"~' hud.'!C 111..1 I"~'rc'lfm' c·,,:-.I~ 1"'c'III11'''' a
t.ottlPneck in lIIultiproct'IiIIOr IYIIP.IllIi. '11... """ ..I rOllllllos
tolIlmunica.ion protMoi. in IOfawar.. 10 Amid rorruluioll 10'
1011 or data III"" oflen redllCed th~ poIC'lIliAI Ill'rlorlllllllr.·
or .... l1Ia.lII.

Point·&o-poilll ron'leC'lioll iliA ver)' "rollliliilll: 'c·I'''"o1.'F.~

Ihat rould br al,plil'd.o lIolh in Ind br'WI'C't'1I IIl11hIIItOt•.,..
IOIly't.emI. Ilo;lll-to-point 'illb avoidlht· "ClIIr.cll-A·,illl','·
limitation ohlM! .hared hllll. A lar~l' 1IIIIIIh"r ..f r,-cl"''tor,.
ran poIen.illly ht' oULILandin~ II t"" sAml',inlt' ill "~'!lIt'III'

t.ued on point-.o-point lillb. which ill Ahnliic r"'I"ir"III"1I1
for hi.h performance parailelay""llIli. 'n A,MillClII. I,oim.
to-poi", linb .110 rt'dur. ahe lIOIl-idt'I,I-rrAnlinri,.,..iun·hll'
problem. Thll•.•he dod ra'l' CIIII 1M' mlldl 11I1l"C" li.r
ltaint••o-poin' linb thin for h...-.

"Iniml .11 tilt" nt'w protocol. fur 1II1t'rrOIlIl""lillll 11.1·
"'orb art' hurd 011 point.t~poi"l lillks. ('O'"I1"M,ly knClI\ "

..".mll.... An' AT~I'. l·ihr.- (~ha'IlI.-1 fn, ttllllllllllliC'lIl1ot"



.·il:o,.· !,:J. 1·1t~"ic~allue'!I Ih.t I" III trall'I".1I I'd'~' I·

Irmll .liN'·IC'I,1 "l('k"1 la~", 1.,oteM·lIl,

OMI/IIIC hils IInl ddilll'd a lisl'd pack"1 lelll:.lh. all.1 call
for 111111 InSOIl hI' the UalllJlort 11I~'f'1 fllr all II,,· (II I"'f~
,\1 till! 1110111"111 111"11' al" l'fo.it,,.I,, ill •.1If1lI"· lIIalml\!. II"
uf O~II/III(' 115 Ualllporl layl'r for Sl"I. :\TM ill ..1 hl.f.·
(:hallll.·1

fi~lIr.· :t.;1 t;1\'l'S 1111 illllSlrlltiulI (II huw I'h~'M('al Ill~,'r~

lUI' uaahll' to trallll,ort I.ackets hOIll Ilill"'II'III 1101l'k"1 l/l~"f
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t t ,..• I ...."u,."tli,n,' ,.", , ••h,. . .. t~ f
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,h,rarol 111(111111111( .lal'l. "II "I'I'f"'11 h willdl III""':'S"~ Ih.
l',ulu....1rOIll ..I"XII~' 1I11.llIIay .I'·Il'· ·'al.· II... "~·Slt·llliu Ih.
", .. It· "I...,,· 1II11S1 fllllll,·rIlUII,. a,.· rr~lIIl! Itill'k.I,' .. ,h. II

1"'1111 ..1,1•.,,11111'1 j"l1 1t1l1l'·lilllul.. · IIII'I'III1I1~ \,al'k... " I'; 11,,1
nil ah"fIIalll":" II 1I'1I~ i"I'''''''''' 1001,.1"111 ...."I alllllllak.· Ih,
1..."h"u,·.I,·,"'II.I'·1I1 111111... "h"""11 1,.11'1."1 1"111:,11.

·1I1t· ()!\II/IIW lillks II",' n (f••hl·ha",·.1 lIu\( l'ullu,,1
all:,lIwllIlI' ,\ II..", WUlrul rharllt·It·, IS St'1I1 b"lII Ih.·
"'fl'I\"'1 III II... Ih.· "'·IIlI.'r fOI I")o'h .. fhalaC""rs ur 1'1.·.111
h...· duua.'It·I". ill .h.· r,·f.·il., ,'hal'lfl," hlllr.·, 0111'" II..
...·11,1,·, ha" IrIlIlMIIIIl.·.1 .. Illrtl\l'l " dml""""" II l\'lllls 1111111
II re'fl'I\''S nllllll..., II",,· ftllltr,,1 dIlU;"'I"1 ..\ ""IISt"III"lIn'
i~ Ihal .. hllk 11111"'1 1""1 "I.· a 111111111111'" r"""I\',· 101111. I
III II rllll,arlt'l' al ",111"1 ,1,1.· II... ,'ro'II~'''1I "I 111""
Illall II "ha,an", lOr 1,"I1O'IIIW "11'11"'- Ih"1 II' I"'If·I,.·
II,.· 1I.·~t ",,1\' nl1lll ••I,hala.I.·, I- f'" 1\ •• 11'1 II...... ·11,1.11.
~I.I,' 1...1,.,.· II", 1'1"1 ,,,1/- 1,.... 1, ,., " ...1......·.. " II ii' ..... II

IIIII~ tr:IIIMIlIllHI .... II 11,,1\ .,.1111 ..1.1•.•·, 11..1 1.·~trlO I Ih·
iliax111111111 1,,,",1,, .,h I I Ih., IIIIL II" I "h... ,.1 " 1- 'I ••·. Ih.
I" .-adl hilL 1\1" .....1 ,- ,.h..., II III 1.,1.1.· .; I

ArrIa...._',,,·,

1'h,,,,,,,.alI"'\d.

...........SCI

SCI

11':1110 ·1 I 11.·...1,·, .11'1"'1111' slll.,.ulI" ''''lli,,~ ..I ,,It,·L.I-
11",,",:1, .1' h"·,,,,cll.1 rOIll'.....ilitltl "I nf'l ..o,k~. II. h'

UM'/"II' i, \I,;".IICI ''It.~I.orl an S('I "uk...

I h., rulll"1 1'1111' S"I"',,11 ~ H'/II'/Il/",/, 1'/'./lIIq [i). '1 h"
1I"'a1I' 111:1' II... 1011"'1 f"""lIffl" IIIl' luu'k"1 liS lit ltlll lis II...
111111'"1 lillk is c1.'If'f11lilll·.I hlllll II... nddr..ssi,,~ IIIforlll""""
ill I • Iu,,·k... h"lul"r \,11l,·i,I.·,1 .hal .h,· 011'1'111 lillk is h.·,·
\\1 11 I'"loltilll( I"r"lIl:ll 1111' 1I"lwtJrk, Ih.· I'af""1 11t'... lo-r
'·I,·a,,',. a 1t-1II1".r;II~·I';'lh 'hl""l:,h ,,·"irl,ll....1111 a II""" ,\­
II,.· 'lhl ••I·lh.· 1'1Il'''''I .. 1,"11••llh'"I1~h Ih,' I.alh \':11",".'­
I hll~ ;, 1.;II·k.·1 11Il\~ I..· 111'111" ill 1IIl\1I~ II Ilk". Imll.·,,. all.1

1101,1.", "lIl1l1hlllll'III1S" '1 .... I'l\ck.'1 h.·... I.·1 lIIa~' "\'1'11 I..
r,·,,'it.·.1 I.~ I"., .1..~lIl1ali"lI 1I1,,1t- 1...1(.,,· .1... ",hul.· l.ark.1
Ita,. h... ·l1 unlllllllill,·.II,~· Ih.· !lOIIIU·. '\11 illll'lflllltJlI of Ihi,.

""11""1'1 is ,"""'" ill "elll" ·I.'.!
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~\ .. II" "IIlIl'U'''' I

"I~'II" ,! \\uullt...I.· ,...uilt&: 1-.) f.,t \ .. """." .1" ,I... Iu'n-
1,,·;,,1 I",,. .r",,·,1 ill II... ,...." 1 I. tI,·.... I,,1 d'"' ,10.
I"".. , .1.",,,1.,, I" 1"''';11.1 II..· ' -1..1 II' II,,· ""11'"1 lillL
i, h.·. 11.1 'II" 1.1· ..·• III II", l.lt,'L, I .01' 1It111""liilld•
I",w""I••I ...,.IIII·\· ."It.· ""II,,· inl"" hlOL 1'1 \\1"'11 II..
hhlllt:, arril"'~ .1 Ih,' .1'·S'OII411"" Iill~ ,I", "'1 I.."It·
IIIat' I..· a, 11\'1' ill 1I... 'It· 01 ...·' "llIlIi,'s '10 II..· 10.·1 '1. lb.
III.k. "..I 1t....·.II,,· II,.· I'''' k.1 011.' h.·.· I.. Ill' 11... ·,11.,· ..11,,'1
,••d .... -

\\ 1111111 11 ""''''11'1. l\ '''11'''' 1_ :0 l." ..1,""'111 I..
i,",·'tllllll'·" a ",i.I.· lalll:," ,,11,,"1." h,!:.,·III'" hlll" ..,,·.1
~~'Sh'lII hallllll'I,lth 1111,1 IUI""F J;""II"~ IIn~ I.. · iI.l,i'·I.·,111I

II... '11111 ... 111'1.\ al.... I.. "OIlIhl!lI,.·.1 t .. 11111,1"111"111 " lit ..

1'''IISt· r"1I1illl! ;111:",ilh", 1.11""11 a~ """1,.,,,,; ..1"••1'"" 11'\1
'1 I,,· I'II,.L... i" I""" li,..1 ""111 I" .. 11111.111111 11I"·,II ....hll"·
....s.i":IIltlll \l'h..... 1"'WlI"I" I... · I.a,·k.'1 I•• 11~ lill1l1 ,,,"SII·
lIall,,11 nll~ rlllllilll: ""'hlll'III" 111;1\ ilia '111111" lI",wlIll
""I"h'II~' allllllllllllll11" 1I"'I\",k oI"la~ 111101, t l'O'Il,"II"II~ ••1
1...,1\ ~ I••".1
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1\ 1111' Ittli "", 1I111'lI'IH.\

()\IIIIII( . III1L~ 111:0. I... 11111,1"11 11.. ·.1 ''''III I! .. "lIwll :11".'
III "ill... ,... IhllS all,.I\·1II1! 1II1o·,uall III .. I.. ,,:.· 1I111111...r ..I
lil.k" "II II SlIIIlI,· rhil', I'IIl' ronl"1 ""'" a""IIII.I,·, ST ('1111
rrnlll IIIUIIIS \;'1. IllIs illl"era..·.1 .. :I:!''''l\~' (f"S~llIll I,hls al"a
f", ;11 hllk~ "II" 1,"I1"rs 111111 l'ilCL.-1 1..111 ill~ 1",,11' ..II a
"ill':'" ('~I()S rllill. M:txilllizilll( .h.· \'al"II"~' .... II rnlllt'r I~

1"'II"liciallls 1"'- retlllt'r" n't'falllh'''IIJ:hlllll is .1,·h',,"ill.·.1
I.~ Ih.· 1I111111"'F ..r hllk1l "I'I·f11I1I1!:. '·"lh·lIrr'·IIII~·. '11,,' II"" ..r
hieh \'al"lIr~' fUllh'", I\lso. r"dll"'~ III" 1I11l1l1"'r ..r lilllJ:"S ill
II ""1 ",..,k. wlllrh "lalll I.·.hlt.·,. 110.' II' 1\I'II1k l"h·lIt~· ,,11.1
I'a",'" I · "11&11""'1111':'.

I'"d rlllllllll:, dill'" llIa~ I.. "1111,1,111".1 III a I'a,,"'~ ;01
"'a~'" 110 1'1I.."trutl I.acL,·1 SI\'ildl' ~ :111.1 ",·1,,10,1.... ~'II'"

III1Ls 0111 ",mit· I'ark"1 rllll"'1 d"1-- 111" 11,,·.1 I., •·..1111.·.·1 I..
.h'·II01.I.·.; ","i." SIII'I.h· IIIltl 1·1I11~1I11 ... 'II'· l'ad,,·I,.: Ih"ulll'l
lill"" ar.· 11",·.1 101 CUIII...tl Ih.· Ilil.'L.1 F"III"1 dill" III ";h'"
1I1""r 11111 ",·.wnIL

'III" S'I ('111·1 l.a""'·1 ''''"11'~ dill' ,1I1'1,••rl" :1.h"",,·.·,1
""'"11''11''''' IIlIl'h as .I.h'I'"I·,' rlllllllll: ,tII,I 1"';111." ,"'1"11"11
'\11111'"\1' Inlllillll 's 11 ·.1 "'h"11 a ""1 ..I •·..II...·rllli\l·I~
Illtllll"'I"11 "lib "1\\'1·1 ·11 tlolll .. ·,1 ,..., Ihal a 1':lrk,'\ wII..·.1
I" .tII~ IlIIk ill .1... ",'1 "·llIlldl ..· ,..·,,1 .1",," ;tIIY I'r,·'· lil't. ••1
Ih.· ... t 1111" iml.rUl .... ""I\I",k 1..·rll.,III:".... · ill 1"flIIS "I'
1."1" liI"'III'~' 11I..llhrlllldll'"1

III" rlllll"F" III" d""!lUI.·.1 I...110 ,",, './'III ,,,,,/,.1' !l.!
",IIt'I.·I.~· "adl ..1111111' lillk 1- a-"II(III·.1 a" 11I"·l\al...F
a 111111:"'. 011' lal..·ls l\a:aill~1 1\·llId. Ih,· \,:It·L•• h.·iIll.., I'
flOlIll.ar.·.1 10 ••1.·"·f11IlIl" II ""!1,"1 hilI. III" 1II11111"'r "I
",·...1"1 h~ ..'S .1"1'1 ..1,·.1 ..~ II r'.III.-' "all I... "1111111(111.-,1 I..
"1111'" 1011" III \1111 I.~'I.',.. hili II", 11111111 ..·, 101 ,1,·.;lIl1alllOlI
1I1O.I",.lh"l C:III I..· F'·;II·h...1'II" 1II"lIh" ".1'" 111111 .. ·.110. '.!;.'i
OIl li~I:I:I:, Inl IIIIS r"u""11 .,.11'" "UII'"1 hilL frum II..• r"I1""
call I,,· ... ·1 111'111 .1.. h.·a...., .1"1.-1",". r"I"'ahll~ a I"",,.i1,I.
...·....",1 IWI"I"I fOlI f"'llwr 1,,"1 illl! III II",. \\'II~. "II" '1Ii1~

111'"' a 1,;\I'k"I ''',ullch ...·\·.·rul ,.111. "'·I\I·..,k,. II,. "h""'11 III··Ihro...·,,'·~ix .."......inA

III. III<: UN" UTIlNOI.llI;\

Tltt' ()~II/III(: ltchll(llo~' is ol'tilllizl'tl 1lI11·11l.ls rda·
linl)' local COlllRiUllicalioll. (:alt ill lak..11 10 "uslIl" lit.·
maximum or rOllll,alibilily IlC!lwet'n 1111' I,rulotlll.. IISt'11 ('11
rorl't'r alief ul.lir lIIelli;I. Wilh cOlllwr ill"·I1II.·.1 let I,,·
lI!1t'd b"IWet'1I chil)lj, copl",r or orlic Itf'I""'C'1I hnar.ls. IlIltl
nl"iu I,..IW'''·II r"hilltl. alld rooml arcortllllll,let Ih,' c1''!oiJ!,1I
of tacl, "arliclllir arpliralioll. 10 ,,110'" illl.·jtraliull etf
It larlt" lIuml...r of lillb UII a siIIAI.· rllil' Ih,· I·r..luml­
",.' 10 c1r.11ifllll,·d Ih"l lite lill'" rail hI' iml'lt·lII.·II..·.III..Illf.
It r..lllh·,,!)· 11111,,11 amoulII or siliCOIl "r.·a. '1 his IIIltk.'­
rolllilrllrtlOlI or I.rlll" parkt' rOIlI('1 chil'" ItOSsihl.

IIIIl"·A.1 (ll' u~'illl 10 dnil(lI Iillk" "'illt hild..",1 I"",si\.l,
"I,('('d. lit" tllll,hais ha\'!! Mn on utl'II"II' rwrfnlllllllll'" I..
to!il ral io ;md simpliliH Iylll"m ""llillterillg. '111" rullowilllt
lillks hav.· 1.....11 developt"':

• 21Mt Mb'I/lit'C I>ILI-Suoh., (I>Sllillk~ 1:1)
• 1 Wlil/lit·C or :K.ibil/I lIi81t Spl"'" (IISIIi"ks \1\

Tltt're ill IlllO'" lfK'C'ial lih." ol'lir ""flIitlll Ilr Ih.· liS
lillb t"II.'d TS~ link". T.hl.':1.1 5111111111riz.' .h.· ,·nli.m,.
mll/III( ~ link...

Ollly ~ri.1 bidirection"llillks ar" 1l1"·fili.·.1 II' Ih.'SO· al"
Ih" li",,,If'll1 forml or poi"I.L~"oinl lillks '1 his r.·lax.,.
•It" I)(!rrorm""rl' rt'qui,tlll..nl 011 Ihe illlli"ilhullli"kli. SlIIf.'
('lIsinft'rilll of " Ilfflll' numb"r of seliallillkll Ill" '·II"i,·r. II
,,1lfC).ll'lliandslt'll5 wirK. ha rt'dll.·..d or lIusk'-1\ fIlllslrml,l­
and t"1L'li...r c1orkilIA·

lht' links IIII\,,,Oft lin,,' fOlltr,,1 lUI .h.· t'll"""' ",1,,11 a
l.llrk,·1 lII'I~· h.' nlllhll' 10 Ilrnf.....1 ...·mll...· Ih.· "··IIIIf.,.1
01l'1"1I is alr'·H.I~· in II"". Uala rontillll.... I., 11..1\' IIl1lil,,1I
ItIIl'.·". 1I10llK Iht' l.aclt..1 I,alh nr.. fill,'d. 11\1'11 Ih.· II.,,, ••f
•hl'. III Ilall...I, 'nlis ill conUlIIil 10 I,rolnwls "'hirh 1I11'~
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H.,uI· !i.I. All ...an,.'''· uf C'CIlIlI4'C'lilll\ ~.'·'lc·ltl' "ot:l·II..., 1I-1I11l IIII1'C' .b.III1I1'· 1I1l"rlftlll"',1 '1~11I1",.1

""Ie .y.....m. containinl thousallds of lIod,-", llliilll!: 'OIl',"S.
Difl'erenl network protocolll do ill lelll',al r..ll"i,c· dill..'I·II'
Iypee and architectures orswitch". 1I0wl'ver, ()~II/III( "Ii

lHiallinkt with flow control and wormholl' rou. ill& tOIlI.1
he alternative pby.ical layerl ror S(,1. .'ib,~ Challlld a."l
A1'M in application, where bilh conllectivil~' hrlW~'1I II

hilh nunlber or nodes i. needed. Tbe lIexible [ormAI _1,,(1
ereatN a poaaibilily to .hare a OMI/III(: IIwitch lM't"'....1l

SCI. Fibre Cbanllel alld ATM. A .y.telll of Ihis killcl ilo
iIIU1UatN ill tiJ;ur. 5.1.

Tile latenty throulh thl' O~tI/lllt' IIl'lwork "'i11 ill
~rneral. add vrry little to the time t"kl'1I 10 trAlllllli.
A tinllr packf'1 throulh the inlerconllt'('t. 110"'''''1'1.
it ia poaible lor conleltion to oerllr "" II rl'1lllh or
"¥Pral parke.. competinllor the Ame dl!StiIl8Iiou. '11...
O~II/I11C network', low conlrol will relult ill pack..ls
beina delayed. rather than beinl discarded. ",hith Areall~'

ease lhe man~«ementlunclioll.
Tbe efl'ect. 01 a delay can be minimizl'(1 Ity !'lIlurill!;

sufficient bufl'erinl at the poiIII of compl'titioll ro, tht'
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Notes of a simulation watcher

A neophyte "simmer" shares what he's learned from

• Talking to experienced "simmers'f

• Examining code

• Reading books and articles

• Net surfing
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What's the simulation supposed to tell vou?

Languages and software are available to handle everything

from nuclei to earthquakes. What you leave out is as

important as what you put in

At least one thing is clear: use discrete simulation

techniques. Most of a DAQ system is digital and isn't easily

described by differential equations.

Some important questions at the level of a complete DAQ

system are about bulk data flow unrelated to physics as

such:

• Total throughput

• Load balance

• Lost or misrouted data

Others involve some actual inspection of the data

• Rejection factors at each level

• Finding regions of interest
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Typical inputs to a global DAQ simulation

At this level the tendency is to avoid consideration of

physics; that's done in separate programs which generate

input for this one.

Typical inputs:

• Event-size distribution

• Time distribution of Level 1 triggers

• Transmission rates

• "Black box" behavior of subsystems

• Scale (numbers of subsystems)

• Topology

• Decision-time distributions

• Resource-management algorithms

Usualiy left out:

• Power consumption and heat dissipation

• Reliability

• Scale (physical sizes, cable delays)

• Data transmission protocols

• Voltage levels, signal riselfall times
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Data atoms

It helps to have some general guide to tell you what to keep

in the simulation and what to omit.

One way: look for "atoms:' of data. That is, pieces that

change state together in response to some stimulus.

Example 1. A dual-port memory may keep a sub-event in

several blocks, but all blocks are read out or freed by a

singfe command.

Example 2. Data sent through an ATM switching fabric is

composed of many cells, each of which moves more or less

independently. ATM guarantees cell indivisibility.

Example 3. A collection of interchangeable data items all in

one place may be represented as an item count + tag.

Atoms are created and destroyed at SUbsystem

boundaries.
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Progressive abstraction: an event in multiole DPMs

s
8
B

Sub-events are blocks scaUered in DPMs

Sub-events are IndivIsible data umts

Sub-events are byte counts + tags

B
Counts+tags held in a single object

s
8
B

Monitoring

A simulation with no output isn!t any use.

There are always limits on resources:

• Computing power

• Memory

• Bandwidth

In some places the limits are generous. in others strict.

Monitor usage atsuitable intervals. Histograms. etc.

Consider an "ideal" mode with unlimited resources

everywhere; good for early trials when limits may not be

well known.

Keep subtotals; processor 83 should not be handling 70%

of Level 3 decisions.

Apply conservation laws where possible.
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Documentation

Have some.

Pace of development can be furious: hard to keep

documentation up to date.

Systems such as eWES let you generate both compilable

code and TEX documents from the same set of source files.

FrP CWEB from labrea.stanford.edu, Ipub/cweb/, for

C/C++.

For language-independent WEB packages, FTP from

src.doc.ic.ac.uk, IO-Most-PackageslTeX/uk-tex/webl

• funnelwebl

• nowebl

• spiderwebl
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Time

How you handle time is crucial.

Distinguish between sim-time and e PU/real time. The two

are only loosely related.

Two general methods for advancing sim-time:

• Time-driven

• Event-driven

Time-driven simulations add a fixed increment to the clock,

then check if anything needs to be done. Can be inefficient.

Event-driven simulations keep track of when events are

due; they set the clock forward to the time of the next one.

Event-driven requires non-trivial data structure. Luckily,

good freeware implementations are available.

Keep sim-time clock precision as low as possible. Use one

of the computer's built-in data types if you can.
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Scaling

DAQ systems are getting bigger. That slows simulation in

two ways:

• More happening at any given sim-time

• More internal bookkeeping (longer queues, etc.)

Use algorithms and data structures that scale well. Avoid

searching linear lists, for example.

Try to find places where many physical sUb-systems can be

represented by a single entity in the program.

Use profiling tools to see where CPU time is spent.

There are many types of code tweaking not performed by

compilers.

Last resorts:

• Break the simulation into smaller pieces

• Extrapolate
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More scaling

The simulation may use many pseudo-random number

generators that should be independent. Their states must

be easily controllable for both reproducibility and statistical

validity.

Generators based on Knuth's Algorithm M or similar to

CERNLIB's RANECU are probably best.

Generators using only simple linear sequences may be

inadequate (depends on how they're used).

Graphical simulation packages may have trouble scaling

up. Duplication of SUb-drawings isn't enough because

interconnections have to be made.
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Parallel processing

Workstations nowadays have expansion slots for more

processors. It's tempting to try a multithreaded simulation.

However ...

• Decomposition is tricky (inter-task communication)

• Programming support is anything but standard

• It may interfere with standard packages such as X

For long runs you can use a multiprocessor in the same

way you use a set of independent workstations: run multiple

copies of the simulation.

You may want to keep a parallel programming package on

hand if it offers superior debugging tools that can be used

on single-threaded programs.
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Ease of use and portabilitv

Of course it should be easy to usel

T~vrk
Standard X tool kits such as XVie~and Motif can help a lot.

Try not to make the control panel look like something from

NASA.

The GNU C/C++ compiler seems to be everywhere.

There are well-known free packages available via

anonymous FTP or (some) on CD-ROM.

Generic class libraries:

·LEDA

• GNU libg++

• NIHCL

Simulation libraries:

• SimPack

• Awesime

'.
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Where to look for more

Books
Bentley, Jon
·Wrlting Effldent Programs"
PrentIce-Hail, 1982
ISBN 0-13-970244-X

Bentley,Jon
·Programming Pearls"
Addison-Wesley, 1986
ISBN 0-201-10331·1

Bentley, Jon
"More Programming Pearls"
Addison-Wesley, 1988
ISBN 0-201-11889-0

Fishwick, Paul
"Stmulation Model Design and Execution: Building Digital Worlds·
Prentice-Hall, Nov. 1994?
Not yet printed, but the first chapter IS online via WWW: http://www.Cis.utl.eduJ-fishWlck

Knuth, Donald
"Tt18 Art of computer Programming'
Vols.1,23
Addison-~esley, 1975
ISBN 0.201-03809-9, 0-201-03802-1, 0·201·03803-X

Knuth, Donald and Levy, Silvio
.",. eWEB System of Structured Documentation"
Addison-Wesley. 1994
ISBN 0-201-57569·8

Koenig, Andrew
·C Traps and Pitfalls"
Addison-Wesley, 1989
ISBN 0-201-17928
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Perry, Douglas
·VHDL·, 2nd ed.
McGraw-Hili, 1993
ISBN 0-07-049434-7

Prycker, Martin de
"Asynchronous Transfer Mode", 2nd ed.
Ellis Horwood, 1993
ISBN 0-13-178542-7

Sedgewick, Robert
•Algorithms·
Addison-Weslev. 1984
ISBN 0-201-06672-6

Wirth, Niklaus and Reiser, Martin
·Programmlfl9 in Oberon"
Addison-Wesley, 1992 (ACM Press)
ISBN 0-201-56543-9

Articles
Buhr, Peter and Stroobosscher, Richard

·,aC++ Annotated Reference Manual"
1993
See under "Free Software"

Christiancen et al.
"NEBUlAS - A High Performance Data-Driven Event-Building Architecture
based on an Asynchronous Self-Routing Packet·Switching Network"
CERNJDRDCI92-14
CERNJDRDCI92-47
CERNJDRDCI93-55

Mandiavidze, I.
·Modeling and Performance Evaluation ActiVIties for Event·Builders
based on ATM Switches"
CERNJRD31ITNI94-11
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Mandjavldze, I.
-Modeling d the CMS Virtual Level 2"
CERNIR031ITNI94-??

NAher. Stefan
-lEOA Manual"
MPI-I-93-109 (Max-Planck-Institut fur Inlormatlk)
1993
See under -Free Software"

Free loftware
Prime-Time Freeware for UNIX (commercial collectIOns 01 freeware on CD·ROMs)
May be found in the computer section of bookstores
To contact PTF (Sunnyvale, CA, USA)

by phone: (408) 433-9662
bye-mail: ptf@dcl.com

For FTP access I give below the name of the machine and the directory

Awesime (dass library for process-oriented discrete event simulation)
gatekeeper.dec.com, Iplb/miscJ

GNU (Free Software Foundation)

gccJg++ (C/C++ compiler)
IIbg++ (general-purpose class library)

prep.al.mlt.edu. Ipubignul

LEOA (class library emphasizing combinatorial computing)
ftp.mpi-sb.mpg.de.lpubJLEOA/

flC++ (front-end for adding parallel computing to C++)
plg.UW8terlOo.ca. lpubJuSysteml

NIHCl (general-purpose class library, said not to work too well with g++)
alw.nih.gov. /publ

DAQ Simulation Requirements & Goals - 16

Oberon (compiler and development system)
neptune.ethz ch, lpublOberonl

SimPack (C library of simulation routines)
ftp.cis.ufI.edu. /plblslmdigestltoolS/

New.groups
Each of these newsgroups has a list of Frequently Asked Questions (and answers)
stored on rtfmmit.edu To look at complang.c. for example. go to the directory
lpubJusenet-by-hierarchy/compllang/c

compdcomcell-relay (ATM)
comp.deem. frame-relay
comp.lang.c
compolang c++
comp.lang.fortran
comp. lang.misc
comp.lang.oberon
comp.lang.vhdl
compoparallel
comp.simulation
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Behavioral Simulation and High Levcl Modeling

Mike Haney
High Energy Physics. University of Illinois
Urbana, IL 61801
m-haney@uiuc.edu

Abstract

Commercial and acadcmic languages mul tnoh
for electronic system design aUlomatioll.

Behavioral modeling. multilevel modeling. simulation.
validation, verification, and synthesis issues.

Examples of the use of these tools in industry.

Emphasis on what these tools deliver,
in contrast to the objectives of the user.

What.?

Behavioral modeling focusses on what. not how;
emphasis on function rather than implementation

~lany levels of abstract ion
(see fig)

Behavioral modeling is relative:
systcms vs algorithms
algorithms vs RTI.
RTI. vs logic

Every model is "hch~,,,ioral"

with respcct to sOllle lower Icvel
(inclllllin!! rcality!)

Mixed level modeling:
Combining a "high levcl" model of this

with a Ulow(er) lever' model of thai

Best of both (all) worlds:
Faster than complete low Icvel simulation
focusses Oil what mailers

module on a "virlual testbench"

::!



What (continued)

Simulation
continuous (analog)

linear algebraic methods
numerical integration
"accurate" but expensive

synchronous (cycle based)
levelized compiled code can be fast ( lOx)
timing must he analyzed later

discrete event
hetter whcn causc and effcl't

have a "Iarge" dehly
timing can he ilnpl icit
(no need for unit delay)

discrete task
groups of events

with static temporal relationships
local causality horizon
well-defined boundaries

3 ./

l AYOI' J
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Why?

to better understand the problem

Motorola used trace-driven simulation
to model/analyzc PowerPC performance,
to let the compiler optimization group
study the code that their product produced

to codify the specification

the SCI "spcc" is tlvailable as an
executable C program

to "cxplore thc design space"

Motorola used trace-driven simulation to
model/analyze PowerPC performance,
to examine bus/cache trade-offs

to prepare for "the real thing" - testing strategies

Motorola created a family of PowerPC
simulators (C++):

architecture (testing application programs)

timing (learned that "crror handling"
depended on the user)

function (timing model adapted to Verilog)

IBM Haifa Research Lab; PCI Checker.
Takes simulation traces; looks for
protocol violations. (yarnn@vnet.ihm.com)

5

Why (continued)

to get better leverage on the dcsign proccss

Fiat Central Rcsearch rcduccd design cycle timc
by 3()~) by mixing schcmatics with VUDL

(did not want to "lose" timc
learning VHDL up front)

SGI started with 7K PALs. Addcd 3 times
more features to the spcc

=> IXFPGA's ( I.~ new ~ hv h clll.!illCCrS
in Xmonths (Verilo!! + Synopsis)

6



xamples from High Energy Physics

Sehureeht, et al.. IEEE NSS, No\'. '91
CDF data acquisition system. in Verilog

Booth, et aI., IEEE NSS. Nov. '91
general barrel-shift event builder,
in Verilog + DataViews + Ncxpcrt

Streets, ct at.. FERMILAB-Conf-92/.t1
Expericlll:c with Modsim II

Bogaerts. et al.. IEEE Trans. NUl:. Sci .. April ·tJ~
SCI-based data aC4uisitinn arl:hitccturc 1'01· 1.1 Ie .
in Modsim II

Shu. et al.. IEEE Trans. NUl:. Sci .. April '92
nexible modeling software for pulsed data
acquisition. in FORTRAN

Hughes, ct al.. IEEE Trans. Nut:. Sd.. April '92
SDC data collection chip. and trees of chips.
in VHOL

Milner, et al.. IEEE Trans. Nuc. Sd., April '92
SOC data acquisition. in Modsim II

Angstadt, ct al., IEEE Trans. NUl:. Sd.. Aug. '92
DZcro data acquisition. in RESQ

Dean & Hancy.. IEEE Trans. NUl:. Sci.. Aug. '92
FASTBUS virtual environment. ill VHDI.

1

Examples from High Energy Physics (continued)

Kristiansen, et aI., IEEE Trans. Nuc. Sci., Fcb., '94
SCI architectures. in C++

Wang, et aI., IEEE Trans. Nuc. SeL, Feb. '94
SOC data acquisition, in Modsim II + DataViews

Lelheren, ct aI., IEEE Trans. Nuc. Sci., Fcb. '94
ATf\.1 event builder, in ~lC++

K

'.



How?

VHDL

IEEE standard 1076-1987, I076-93('!)
standard, but few libraries

cnlil~' rind i"
fltllt (x: in hil_\'Ct:lntlJ ",,""lnCl);

index: tlul hil_\'ccllI'I.' dIJl\nIIlUJI:
cnd fin\l;

more expressivc. more Ilcxiblc.
tighter (againsl programming error)

nrchilcctUlc finll III lin,1 i~

type illt. army is an;'y til In 71 (If hil \'t'rhlll' d"WIII .. II):

si!!nallisl:inl alla~': '''101111',''11111 :1111" .""'111.
.. "111(1":01101 ..... (1111(1"'.·111111 I,

--- hill:IIY ...:ald,

"t,!d
.. \' 1I1t1, i

in\lcx <= • III J ";

10\\':= 0;
high :=8;

fnunll:= II:
while ((Inw <: high.' (lntllfolllld 0.. "tlillol'

mid ::: (low -I high) /2:
if (x::: lisl(lIIil1)llhl'n iOllnd :::.: I: end if
if Ix :- list(mitl) thcnlo\\':= mill I I: '-'lid ii,

if (\ < lisl(mhlll thell high :~ mid: clIII if:
clld 10111':

"q!1ll
'1'111" 1'111":' '"

1:lII;tl'k 1.1: IIIln','l

\',Il';tl·h; 1"\\".11"'11.11".1.11111:,,1 1111'":".1

I , .. wlth- \t'/lII' hi \<'<"11' t.' ""\'.111" t.,
\"Il';thk~IIIl\"":I"1 II

ltcf:lII

if (sorh,'lI. 'II" IhclI IIIII.blt' ,,"\1

i:~ /I;
while (i <: ~I "IUp

j:= i .. I;
whilc (i < H) Inop
if .... ils_I,'_illl(lisl(;jI -: hll~;_llIjl1l1li.,l(i I' III.:n_

ICIl1f' := li!>t(j); IisIOl ..:= Ii ..I( i): lisHll ... ~: telllp:
w:lil (UI II n~: ... IIll !.ylldutl llllalll l ll

cnd if;
j:= i i- I:

end IlIlIp:
i:",j .. I;

end luop;
sorted := I I';

end if;

VI - VHDL Internalional

OVI - Open Verilog International

Cadence Design Systems.
and many (secondary)vendors

The Verilog Hardware Description Language.
Thomas & Moorby.
Kluwer Academic Press. 1992

IEEE 1364 committee
libraries, but not standard (yel)

shorter, faster. more models available.
easier to leanl

countless vendors. products

The VHDL Handbook. Coclho.
Kluwer Academic Press. IlJH9

Others...

Verilog

9

il ilulIllll Illh,'1 inde' ' - illl til hi ...·hllIhlI' <'lId II.

wait 1111)1:

l'lllll'rnl'CS!;;
end fillJ:

----- --_ ..._- ..

Nt/'lfc 2. Ilclunillflll "Ilcelli'-'I.iftli 1I1'lIle I'hul ill \'IIIH -
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Leapfrog - Cadellcc Dcsign Sysh:ms. San Jose. (',.\
(408)-943-12J4

Voyager - IKOS Systcms, Cupertino, C!\
(408)-255-4567

AdvanSIM 1076 - Intcrgraph Electronics. IIUlllsvilk, AI.
(800)-VERIBEST

QuickVI-IDL - Mentor Graphics. Wilsollvillc. ()I~

(SOR)-6X5-700()
V-System - Model Tcchnolo~y. Ika\'cl'lo\l. OR

(50) )-69( J-6X.1X
Optimum - Vanl;'~l' I\nalysb Syslcms. 1:\\'UlOIiI. ( '. \

(51 ())-970-1600

Figure 7. The most cost·effective simulators appear in the lower
right-hand comer of this chart.
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II
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:~r K~Y
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iI
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I Sc:nemal!': I:
~Dlur", I'

SP\"

HOS
'VHOL Lin':

HOS
i ArChlt~:: .:"::":". _

HOS
I Analy:!~~

I Svn'hesls
100:

Actrvit\'

a-:· .. : ~;

.. a.,," _"

..- . ..ra-a ~.. _. -.,.

Offers block diagram entry, fixed point simulation and analysi;,
architectural level design, VHDL output, and interface to synthesis tools

••••-1'"•• ...........

System
Le\'el
Design:
HDS \'5.

Tri1dition:1\
Method
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Generate VHDL directly from the model:

bttqJ.n

1G0'~a:a::~ 1 q~Il._lonlE_STa.T"':S. tJdiDl_'. qtb%D_l.

.~-_._---:

_ SfRUcrURAL _ch~t.__u~. '~nlccur. of IIll.%N 1S

~.~ DUAIl':'
pan( qtb._Io:__nA~

qdaMlll 6'
IJChUJl.:1

i..c.,,~;

.._~r;
i._...r :

Portions of
the DUAP.T
VHCL.

Tile generated
behavioral VHDL
entities are inter·
connected via
structural YHDL
constructs.

~ BEHAVIORAL "~ocecN'" •••=_.t_BOUl:t:G_UG 1S

be;:.r.
c ••••t .OUlIN; U~ J.san J.S

" ...~ .~ ~ED- ->
..t ~ma'....nt tll.<:

..n.C LOADED c- !.lse
& ....~ to dUll. 2111.
S~ .oLE%J;~ U:;-UJ,n c- s':_D!P':Y'

.nd J.!":" --
"nen .c ~T ->

~f n...nun .UF· .....:t~ end :S~=,_~ - 1 then
•••~qn io IhS~ 21Cl
.....lJn:~o:c:LJ.Tllildi..~s_.CFFUI.
~n.c LOADED c_ tna.
.t a=:.cuIG ,.l:C u:.n s':_LOADC:

.ncl ~=7 --
.nd c •••

"'!"I'i o••:_-:~_HO:":)%NC_J'Z::

._---_. _.__ ....._--_.
"roc.tlU~••••:_.t_&N1oSU:~
btt~~n

•••c 8C HOLDIIIG ,.1:1:0 .
•••c- 8t- TX S81FT Po!::; .

.n:l •••C:8t:Dliau:o -

-------------------
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PC-Based Vcrilog wsic & ella. April '(l-Il

VeriBest - Inlergraph Electronics. Ilunts\'ill~. AI
(800)-VERIBEST

FinSim - Fiotronie USA, fVlcnln PLU1. CA
(415)-325-4474

BaseLine - Frontline Design AUlommiun. Sun Juse. CA
(40R)-45(1-0222

Silos III - Simuc~\(1. Union Cit". C/\
(51 {))-4R7-~>7no .

VcriWcli - Wcllsprin!! Sohni""". SUllol!. i\1:\
(8{){))·VERI\VELI

Viper - intcrHDL Inc.. Sunn~·v:,k. (':\
(40H)-74lJ·K775

Cost Ys. utility

21 ,

module leslTA:
reg NIckel. Dime. Select. Return.
wire enable, change;
~s ps (Nickel. Dime, Select. Return. enable. change).

begin
INickel. Dime, Select. Aelurnt =0;
Hit Retum'
De'Posi,-Nlckel;
Deposit_Otme;
Hit Seled;
DePosl,-Oime;
Deposit_Dime;
Hit Seled;
itO $stop;
end

always @(enablel
•• (enable)

$displayrSeleclor Enabled-t: elSE1
$dIsplayrSelector Disabled",.

always@(posedaechange)
SdisptayrChange Received").

lask Hit Return;
begin
110 Relurn. 1;
Sdisplay("Coin Return"):
'10 Return. 0;
end

endIask
task Hit Select;

begin
'10 Select '" 1;
SdispiayrSeleetor Hin;
'10 Select. 0;
end

enclask
task Deposi,-Nickel;

begin
.10 Nickel. 1;
SclsptayC-Nickel Deposited");
'10 Nickel. 0;
end

endlask
task Deposit_Dime;

begin
.10Dime.1;
Sdisplay("Dime Deposited"):
'10 Dime. 0:
end

endlask
endmodule

)/1

'.



Veritools, Los Altos. CA
(415)-941-5050

VERITOOI~S nATA SflEET

VeriUnfn.4 ·1.1

Other - UDt/1

(if VIIDL = description, then IIDI./1 = synlht'sis... )

Fintrollk USA, Menlo Park, CA
(415)-325-4474

UDL/I® Featu.·es

Synthesis ()rientcd

Verilog HDL Desig" P"r(!ier
VerlHnt Is developed bV hterHDL

WHY

Verln.1 I••
produclhlly
e••••ccmenl 1001 for
detl,.en who a.e
Vallo. HDL
Valli•• ca'.
deYelopmel' lime by
Idellll".a codl.,

\
enor. .blell
o.lIerwl.e would be
carried ulrecolalzed
I.to .'mul.tlo. aad
.pabal.. Verlllal
.ava lime ·.Id mOlley
b, provldrna a fa'l
a.d aleape••ive .a)'
to develop lId check
I deal,I wldaout
Invokl., I .Imulator
or I I,atllellzer.
Verln.t Implements

IIOW

Verlllnt 'checks
Verilol desi,ns for
'yltaa errora,
lemanlle errors, Ind
quesUolahle
constructl, At the
lame .ime, it
performs a thorough
rifting of the design
and "OilS warnln,s
rClardlnl codlna;
pracllces Ihat may
lead 10 problems In
.Imull.iol Ind
.ynlbesls, These
checks Ire user
conflgurlble. A
project Icam may
define Its cndlnc slylc
by turning
Il'l'rnprllh: checks

WilEN

Use: Verlllni during
the desl,n creation
..hase prior '0
.Imulalion and
.ynlhesis, Verilinl Is
very (asl Ind hcll's
you fix design errors
wilhout running I

Verilog slnlulalnr or a
synlbesizer. II is I

vcr)' efficient and
economic wIY fnr
each member o( a
I'rojcci 10 check a
desl~1I and liS
crealinn linlc. Usc
Verilint before: place
&. mUle al design
release lime 10 cbeck
a neilisl for logic
dc:siJ!R rule vlolalinns

- P"en"c IIwPllifl!!- lit c:u,.~ suhsl'l
_tJni(IUc llill,IIYlk~ reprcscUlin!! Inlc!:!cl', UilS...m~" hlllr·\'ilhh.:,llugic

imtl ilrrays or I"our-villucd Ingil-
- SUPllOrls clock imd re~cl

• SyntilK fur finilc-st,lIC n",chine dcscril'liolls

Powe.-Cul Modeling Constructs

_Implicit cO'l\'crsion mid resohllinn hmctions
• Funclimml (in lahle I'urlllul) dcscrilllion 01' f1rillljli\'l'~
· Ilicmrchical siruclumi dcscriptions
• Ocneric siandcani functions fvilri:ahlc lIumhe,. ..I' pmls, !!l'Ul"'k delil),!'..

cle.)
· Path delays
• FmlOllt descriplion

Jlotentiul 1"0.- fast shuulation

23b

• Simplc dilt:tlypC
• Rich set 01" predefined function:>
- Support fo,. synchronous ussil:!nmcnl ..
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Fi~ure 5. Foresight Mini-specification
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Optional Initialization
Block used to set
initial conditions~
executed at simulation
startup

Be~:nf:r." h! IN 0••15 io:' -- :~-?:...':.e :::.~~ in ea:h :~:~e~! f:-!~.:~:-.:,:

reaLv5:" := 0.'::
111l!l9_""~" := O.t':
fer xII, O••311::? - $UI'\ real a...d lr.'!9 c~~:: :)'.'!~ ;a:l :~~.::~~

9 := 2.0 • ri • nO!~<h:> • flQ!l:<x) I 32.C:
r:aLvr. := r:aLvr • (floa~<LrawdatabM , :-::s (g) I 32.0>:
ia59-v!!" := U'!l9_V~ • <n~!l~(Lrawda:a<:::» • rosin !~) I !Z.O!:

en:! 100=:POCo~Jf~(h:} := 2.0 • r:Cjt <i.53.vr • ia!l3_v~- • ~e!ll.'''~ • :-e~l.'J!l-}:

en:! 10-"::
:nolo

In;tl·,,1 1···· L--------
~iin..··n ...

pi := 3.14152:

i~~: Lr1Wda2: - rr~ of 32 e-bit ~led da~a poin~s
Cll.IWr..s: power.tft: - rray of 16: p:Ml" In ea:h c:~=e~e fr~:;,Je:"':Y (\ • 15 H:
hr..ab: hz, r:al.vr, iaa~va.-, 9. x:
:~a~ic lo~l:: pi:

Procedure
section
executed
each time
mini·spec
"fires'"

Header
defines
interface
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TI-IIDl. (VIIDI. slr:l\\'Ill:lI1)

YI.L (lB~1t

I\c'ldemit: l.anl!ua1!Cs:
AULIIi . .
Bel. (Base Conlan,
Chipp~'s 1101.
Cunlan
ORI.
Ellal
H51.
IMOSt.
ISPS
SETI
Silllilad.
SlUIII>EI.
Wislan
Y,\Sf.
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Analog 8ehavioral Modeling (continued)

VIIDL-A (I()76.1 analog extension)
manual expected next quarter, ballot next year.
(ASIC Design, Aug 1994)

Verilog-A
Cadence's SpectreHDL simulator accepts
Verilog-A (analog) and VHDL-A, as well as
Spice. for mixed Icvel simulation
(Computer Design. Aug, '94)

Silos BclulVioml Lunguagc (SBI.) for imalog.
Simul:ml

DIABLO, Inlcrgraph

MIIDL (microwave)
a very different heast
bchavior

9
functiol1 9 structurc and gcmnctry

on cllual footing.
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The rest of the story...

The trap: implementation vs function
Too much how, not enough what
leads to decisions instead of choices

Early warning signs:
when you say "bit" or "wire"
instead of variable or link

Simulation can be large
32-64 MByte RAM

avoid swapping !!!
100MBytes disk

traces, reports, partials

Simulation can be slow
hours, days

Parallel simulation is still a research topic

34

The (rest of the) rest of the story...

Warmup...
most simulations are initially Ilonstatiollary
(some never are stationary!)

How do you know when
the statistics of the simulation are valid?

fixed initialization time. based on experience

filling a distribution to an expcctcd mctric

design-or-experiment & power analysis...

Il is typically better to run one long simulation,
and "fold" results,
than to run many independent copies...

(Pawlikowski, ACM Compo Surveys. June '90)
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Then what? Synthesis,!

synthesis can be chaotic .
strong sensitivity to initial conditions...

RTL synthesis makes gates out of equations
limited scope optimization

Behavioral synthesis interprets algorithms. data flow
schedules, allocates
cross-register optimization

Synthesis generally
focuses on data palh
assuming single-clock control (FSM)

Synthesis (continued)

Works (VHDL):

concurrent assignment
processes
package
procedures and functions
enumeration
variables
arrays
component instantiatioll
function/operator overloading

(Computer Design, Aug. 494)

Doesn't:

assertion statements
floating point (4.3 biIS'!)
File I/O (ASIC/disk?)
Configurations

(one choice please)
Scheduling delays
Transport delays

(effect. not cause)

Large design space requires boundaries
to make synthesis computationally tractable.

That means target architecture choices;
that means local minima, not globaL.

36

Rule # I in VHOL synthesis: it won'l happen
when you think it wilL.

(assume nothing about liming;
use handshake signals.
or synthesize/back-annotate/analyze)

(II other rules: IEEE Design and Test. March '91 )

37



Synthesis "biggies":

Behavioral Compiler - Synopsis (VHDLNerilog)

DSP Station/Mistral2 - Mentor (DSP focus;
Mistral is the synthesis tool; uses DFL,
a custom data flow language
derived from Silage (UC Berkeley) )

BooleDozer - IBM/Altium
(VHDL attributes for annotation)

Lambda - Viewlogic (interactive environment;
rule-driven proof-of-correctness rather than
comparing "before" and "after" HDL)

ArchGen - CAE+Plus (icon flowchart
with C modules; output in VHDLNeriiog
for further (external) synthesis»

(asie & eda, Aug. '94)

38

Verification
Will it work?

static timing analysis
vs dynamic timing simulation

formal verification:
did the synthesis translation screw up?

lest vectors:
did the ASIC foundry screw up?

Validation
Will it do what you want it to do'!

test vectors are not operational vectors
test passed = nothing broken* it works in the system
(common ASIC complaint)

Behavioral simulation can guide you toward validation:
behavioral fault modeling
understanding the problem

side-by-side comparison, concept and product

39



Odd bits:

emacs macros (smart edit modes)
grindef macros (pretty printing)

for VHDL, Verilog (public domain)

free (1000 line max) Verilog system from Wellspring

VHDL modeling guidelines
European Space Agency

psi@wd.estec.esa.nl

VITAL - VHDL Initiative Toward ASIC Libraries
addressing the "no libraries" complaint of VHDL.
"Sign-off quality" simulation

vital@vhdl.org

Beware of companies that "buy" their solutions:

Intergraph -Ilill merging Daisy/Cadnetix/lntergraph
(2+ years...)

Viewlogic - "best of class" tools,
but users complain of interoperability conflicts

Cadence - one of the more aggressive "land grabbers"

40

To probe further:

comp.lang.vhdl
comp.lang.verilog

especially the FAQs (vhdl, verilog)
comp.lsi
comp.lsi.cad
comp.simulation

IEEE Design & Test
IEEE Trans. Computcr-Aided Dcsign
ACM Trans. Modeling and Computcr Simulation
Simulation (SCS)
CACM
IEEE COlnputcr

Design Automation Conference (DAC)
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Review of SCI Sinlttlatiol1 I<esults

AndrJ Bog&lelh

CERK I~II Genl'''' ~.l Swil/c.-lalld

Bill \\ &I

I)hy~ics Department. 1I111\'\"~1I~ 01 (),I". 1'()Il 11I1~, Blllhklll. "' Ih I"''''' '\11'\\ ,I'

I);lla ,\l'l/l/I~III""('lIl1lell'lIll'

:!()·:!X ()r,,,hl'l /III, I

hrmil;lh

Useful add resses:

Andre Bogaerts: bogaerts@dxcern.ccrn.ch
Din Wu: bin.wu@fys.uio.nu

anononymous ftp server uf RD2.J (SC II:
sunsci.cern.ch (directories sci and simulation I

e-mail reflector (ATLAS Simul.ltiunsl: ~imlll,lliunl!!'s'lIlsd.l'l'I"Il.,"h

WWW access to RD24:
http://wwwl.cem.ch/RD2-l
or use CERN Home Page. select "I{esearch and Dc\'clopmenb". "1{02-l"

-- ~ _.._-_..

'"fahle of Content

Overview of SCI Simulations
SCI Simulations with SCILab
Switch Simulations
Modelling of the ATLAS DAQ and Trigger System
List of Publications

i

I I



•

'oJ

:;
::

I

1.~

• • •

=

... -
~.~
-' -;

~ ~.
~f

...
~

•

-=

•

>.

:~.= ...

~ 7-.

- r.

.E·
~~ :
'J

~

7-
"':S .~

- ·r.
~..

:i.e- ~...
~

oJ

- ~

!

~

.~ .~

f

:,..
7. ~

.1£
,.

:::

.:d

---

• ••

• 1-
J.

~
t

•

7. i

i

.. .;:
::
r.
i
;,

"": J

~-
J •
~ 'J

=-~.. -
.,,-:=

:::...~ - -
.... i

7."
2

•

7­
.!:.

z·
~

•

J'J
~..
e
~-QJ

Z

o
en...
Q
C
.g-fa-;
E
en

i .::i=
:~,--
:U
1:I:J

Table 1: Overvie\v of SCI Simulation Work
Grou~tion Main Interest SlIII.a..eeI S,.aems Tools. Metbod5 Hllall Can_t

'.". ""(....I~. ,,' (·.."hrC~.lll·. IC ',lhrMMt Il.,... ••r Sllll'I ..\. ("••II~ ......... .....1.............., tt-a..... ..•. ml:l~ ('10'''''' ...i.......•

(WI' ISItnl:flU"" ..., Pen....-no.I......,nrua. ,,"',.. NetwarkL ONII c'•• In.a~

OroIaIDt""n1 1lIIctq. IIICS~ "Ii.liMef...

RI)~~ cC1:RN. "II" ••, PnIoWlnaftl:C. HF.r l);d;l M.~... Nft....'b.S..'Ik"hL' ~ICN)sI\III.II·lil·c .•·.....• ......~.~.. ,\&......... IMI) .. d''''efI!.cnlu'h

,."". ,., h"nh...~h C\ ....·."...1'Stu", ~k"tt... \. tC ."",,,,,""1 ""'r" -'1'1 \,... C. .....1 , ..... do....~ ...l

",'
1I~1~'~"\rrk· I ....." ''I...".. Sf'''.Itt:.... ~..., ....1...-n:ntlM...". ~II' II"" ,,"'............t·, , \\" "'·'-lIfII'Il:.cnltl

~'''c:a'••. C. ·.....on....·\

I lin .., \\ ........... Ibn~... C.a.·,,,·c·........·II.\. k·"V" • "."'i: .'''.1''''. ..,.
0- \11' ..."~C'n\..,...,,

lise', ..\ 'I .... \,,~·d.··, I ..."·..·nl \11' k •••~, 1I.a.,,·,hl\.·. twn...•

.. 1":Ift'.teM:.cd"

"CSI) ,So.n I)ec.\.... n'\I'~"':Il'''''' It,"!!.-, \lUU"'", " r'dl_. UC'lId.c'll"

"II" ,,' \\........... ,,,.,, SC" '\ .." ..... 'tt'...·I .., ...C.·I~I_LII.' ,,,.... \\.,". n'·\\"T......il
1.·111..... 1 ,.... II••:a.,,"'.III



,--------------------------_.----_._-------
SCILab Components

SCILab has been tested on SUN/SPARe

-----Oasic Model of an SCI Node-------------

FIGURE 1. A simple 2·node SCI syslem with 1 processor and 1 memory

'1

, .

~ • II :.

24 2£
• 1

'.[1

'"•• Ih\ '.

(PiltHt(ltljttll

21 nWrltc:M rC\p1n'l'

I .------.....------ .. _-

I ,,· .1-"I
(..

I ".

j ".--t. •• ,.-..~ --":,,, ...;,.".,' - '.~--I ,., -- ~,"., ,

I
c. ~
(, ~

01.

I
:,.
;I:

I .. ,,... 1'~'" , .!
I
iI FIGURE 2. Plot 01 ........ 00' .... PAW

• core implemented in MODSIM Ill!!· (release 1.9), a commercial object­
oriented system for discrete event simulation from CAel Products
Company, La Jolla, Ca. SIMOBJECT and COMNET III are undl'r
investigation

• cache coherency code from IEEE (compiled with GNU C compiler)

• input/output pre/post processors based on UNIX scripts using Sl'lI.
awk and cc

• switch configurations and routing tables generated by T()pol:n~il\l'

which is a C program

• PAW is used for data presentation

• filters (UNIX scripts) exist for other graphics

• input based on ASCII configuration files (transformed by the cc)

• output in ASCII files suitable for PAW and many other graphics
packages

• SCIMP (SCI Modelling Program) can be used as a stand alone program
to model a large variety of SCI networks using built-in models of
paramaterized SCI nodes

• SCI code (in the form of MODSIM Object libaries) may also be linked
into other simulation environments (e.g. the simulation of the ATLAS
DAQ and Trigger System, SIMDAQ)
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BridJ!es and Switche~.

Which switch is best?

~~,,::.~

a) SWIlch ObIP.Ct. wllh typed" 1. CrossSwltch Modnl

,----------jnternal Switch Architectures---'--"--­

I

I
!

,
__l

BRID(;E

I ..

I •

An SCI bridge constructed I'rom 2 Nodechills ··huck to huck··
interconnects t\\'o rin~s.

bl SWitch Obtect. with typeld = 4. Swilc:hLtnk Model

Bus Interconnections
cl SWlich Ob\ect wllh bus at brlck side. wllh typeld = 5

FIGURl I. The CrossSwllch model. the SWllchllOk model and Ihe bus-hasP,ll sWllch mOlle!

A pseudo switch constructed
from 4 bridges.

:\ re111 switch hus hCtll'"
performance

-..- !



....1.

()

bit 8·0
form the routing lable enlry
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I I I I X· direcllon

I I I I Y • direchon

node on Z ring (0) or Wring (1)

partido X·dlr(OO).Y·dir (Ot).Z·dir (10).W·dtr (t1)

local nodeid (up to 32 nodes per "ng)
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2-D Mesh
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Topology and Deadlock-free Routing

Iblll!'

FIGURE 1, 2·d mesh system configuration and nodeid assignmenl convention

Nodeld Assignment Convention
The numller III lItllk!> 1ft an cLlI!C rllli! due­
nUl ha\'c In Ile K a~ ~h(ly;n here
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Multistage Crossbar Switch (Banyan)

16Rx16R crossbar switch constructed from 32 2Rx2R chips

I _

8Rx8R SCI crossbar switch constructed from 12 2Rx2R chips
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Scaling of Multistage Crossbar Switches
, -.-

How much Internal Buffer Memory?
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Optimal Queue Size

Tllble 1. FIndIng lhe apllmat queue me In • C·.wltch, cImove64 operation

Bllnklpftll=l Blink 1pMd=I Blmk speed=} Bllnk.~d=2

GBJte/I. Start· GB11~1.Virtual· GB,.__ SIOft· GBytl'1l. Vlrtu.l·
• qllt'Un .....·forward cullhroalh .....·forw.rd cui Ihroallth

I '~IICIIC· 0.6710.511204197(11' O.711J11.fI(l/IUm~ O.9W.'Mf1.69/6K7 114/1IK7II.111"1K

2-qucuc:~ O.92m 7011.611107 I 111141117111.MN711 I Mil .2510561521 I 17/1 J5111211ml,

3-qucuc!\ 09510.7211.6311 38 I 1I.IIS/lI.7~IM/I ],.,. 185/141"'19/583 UK/, HIU 1.l/511

4·~ucuc:s 0.961'117311 .62117 31 11.%111.73/1 MIIM' I.KIIII44111.121703 I Mqtl ""Ill I11MI,
;1. I-llu.:ue means OIlC-packel-lJ Cfl '"flul-Qucue anti ,'ne nulflUl-IIlk:Uc. n-IIUCUC' mean, n·Il;k:",cl·

(h:cr Inrul-queue and n oUlfllll-quCue
11 '~"ICIll' s ';IIA' Ih()llt!hru,,(ih~le/,Ifnellhuul!hl'lI11( i"~ld, IIrelr, Ihlllll!hrUII( ill, 1,"/, 1/;1"."ra!!c '"

lelU:yln,1

FIGURE 1. I, b. Test of Ihroughput scalabilily of reaI4-swilch-based syslem and bndge·
based system.

. FIGURE 2. I. b. lltency of reaI4-switch·based system and bridge-based system.
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Conclusion:
Throughput of a (composite) multistagc crossbar switching network scalt'~

with the number of elementary switch elements and is insensitivc to the
internal architecture of its constituents.
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The Effect of Blink on the Throughput

Store and Forward

Teble 1. pertonnance 0' a 4-aw"ch wllh Blink .peed 0' 1,2.3... Gbytel., Slor.and·'orward. dmove64,

Blink speed: I Blink s~d::2 Blink sPftd::.' Rlink "fM'~d""

GBytrh,81oft. (;Hylcls, Slnrt· GRylcll, SIOrf' (;II"h"'" Siun"
I nFOs and·rorwerd and·'onard and·forward .nd.lunllr"

l-queue· 0.6110.5 112041971~' II "~"I 71111 fl'J/hll'i 111511111(111 H/5,.7 ~ ~~~ ~ ~~~~0~ \.~
2·queues 0.92Kl.1011.681H171 1MIl :!51115N5:!1 11I4114M/I ..K/5M! :! IItI 1.1'1 !~~It~

]·queues o9511) 1211.63113KI IM5/1 .. IIIIIW5Ml :!1K/I1I21119KIt,71 :!t'll'III~'Il~~~.

"·queues 0.96JO.13/1.f12/17JI Ill'I/l ....mI1f7l •.l :! 5WI 97111711/111'1 :! KII! 1.. /11 0211/".'
II. "queue mean~ (lnc'packcHlc~pmpllI'\IuCUC all.lullt: IlUlf'UI'\I"~'''': n'I'Ul'u~, 1IIt:."" 1I'I':i""-::I-"

clc:cp inpul.qucue and n lIUIPUH,UCIk.·

l> "y"lclII', raw Ihuu&!hflllll( ihyll"l\l/Ill'1 Ih"ufl'l'lIl1 Cihl"''' ,III'U\ Ih""I'hl'lIl1 Cihl h'l, 11,1\", ,11'., I.•
lcocyln,'

~ .' h :

~ I

t ." !
~ I
i .!

I

Flcma,,: I. The en-tori of nlink "pnd tin ",-,Itnt Ih,,,u."pul. "II'rY·ancl·fn'"lIrd

The Effect of Blink on the Throughl)ut

Virtual cut through

'a"" " Performance 01 a 4-awllch wtth Blink speed 0' 1. 2. 3, 4 Gbytel., Virtual cut through, dmove64

Rllnk 1pHd::' Rllnk spHd::2 Blink spHd::J IIl1nk spt'fll....
CHyle/I. Vlrlultl· (;II~ltl". \·lrlu:ll· ('Ryldl. \'lrlulIl· (;tl,·h·I". \'lrlu:ll·

....... t, nit Ihl1lU~h elll IhrlNll!h ellt Ihrollith nallhrlM,!:h

! ~~;;.~:. jl~IlIl'ftlL'~!~~~~:. ~~T~!~!~ ~'I ~-:~. !'~1'" ,.7/i'j';i..,..~~. T~ ~T~~ili'~'~~i~~;~
~ qucuc' 11114"17111 M/'I~ ...!.~ WlI ~."..~ :..~ h.!/11I5W.:! _ :~:~ .1~~~~: .

.'·tlUC'k:' 11"",1171/1 N".,1C1 ~.KK/I ~ lfl~~~~~::' 021')/1 ~/1I7:!:~K5 __ :""'I·! ~~ .!Kf.l~~

"'llueIlC' 11951l17'/IM/Itt'i1 111./11 ..../1111 1"". :!M/~lIIl1lt'Kt7M .!K~/.!"flll!"11

.. ·11"':IICii"C:iii\liik~~~Jt·.Fiiij.lirijiil'ii;:: .ii"T"". iiiiijiiil 'ijiil-ii"-ilijm:i,,',riii;;m,-,ir..iliT-
,I.:cr IIIr"1 111k:UC an,1 n 111111'111 II"~""

.. ')'11'111" I.,,, Ih"lI~hl'ulI(ihl,.·/,II'Io·llh"ul·III'"'11 ,1.\ II'" I.'''''' 11I""l'hl'lII,1 ih 1,'1, ".1\ ,'I,Il" I.,
11'1I~'\11I .1

...(alN'~ I, l'h" elf,·,'lnf Illink "pt'"" nn s,,,ltom IhrlllllthlAlI. ,·lrltlllll'lIl·lImllll!h
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Effect of Pipelioiog 00 Lateoc)'
I. for I Gbyte/s Blink: 432/368/3201172 os for a UPASS valuc 01 1I. I, .:! or .\ rC~II\:~livcI~

2. for 2 Gbyle/s Blink: 348/3001264/128 os for a BrASS valuc of 1I. I. 1 or .\ rcsJlCl:livcl~

The latency is measured from the timc a packcI is in Ihc sCllllcr\ olltPlU lluCUl' lill Ihl' whok
packet is in the receiver's input queue for a dmovc transaclion.

"--'1
I
i

Effect of Routing Delay 011 Throughput
All '1lIIlll.uillll' ~II lar II~C 2 lis rollllll!! Jd:IY Ilccliell"lII" JCl'lIdlll!! Ihc IIIl'lIllllll!! pal"kch alld JII"~

ill!! 10Utlllg t1Cl:i~hll1. lwn n'lOn!'oCl:imds 11l:1~' he 'ldlic\'a"lc wilh rtIulin!! "a,c.1 (111 hll llIa,klll~

Till' may Ilc lunl!cr wilh taille hKlkul", We (lnly run simulalinn wilh IJPASS = II 111 \'inuaJ.cul
Ihrcllll!h Icclllll(luc.

Table 1. Thelntluence 01 routing delay on system pertonnance, dmove64. BPASS=l1

1ft..,
.an_ Jlin,._------_...
II 'NIII NI! 117"'"I~I'

I Kllnl:, 17"1711'
.._--- ----

I 1,I:tlll;, I 1../11 K"

11~"7h 1117/-11'1

2..'1

117.,,1I1l11

I K~nl"·

I 1""1 M71
1 171.. 711

I lIUI.'U,', ~

Oil",,!.

.12n:o. ......, 12K..,
- .._--- -----

117S!1I ~ll' II 7~/(\ ~"i II 111111 -; II II hllII·n:

IhIP~1 IHII;U~ IIs7/X711 1I.7~NI(,

I Ill/II "I· Ill~/1I7KI 1I ' 1!/lll.., 11.75/11"7,

10/1.",<, ll'''6m 1171/"'11\ 1I~,,17'h
... _. -- ---- ~_._._-- ----_.

~·'llM:.'III'. I 11'1\11I711 t""I/lI."1
1I'"/1l7I'111'1I'1I 'I. 11"1/11711 11<11/1171 II '.Hl/IIh7
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nGURE I. BPASS .alue .enus mlnlmunllatelK,

Conclusion

Virtual cUl-lhrou(!h lechnique is sp:dally elfccli\'C when Ihe ~ile ",. Ihe quclle i~ tlIIC. The
throuBhpul cun be 20i.Jl. higher Ihan slorc-and-tclrward. : ••• ··1...· .. •

The latency figures for various BPASS vailles show Ihal virtuall:UHhrou~h i~ Ihc hc~I, "wc l'il"

cade a number of 5witches in a la~e syslem. Ihis could he II bi~ !!aill

l'U:t IIU: I. Nu..tinl: .....:,;1' r"h,t un ,~'tl'nI thnn't:hlllll

Conclusion
Thc ruutin!! delay \\ III nnl <llk!.'1 'Y'I~lIIlhl'llu!!hrlll wh.-II il " r,,'a'llnahly 10\\. 1:'l'cl'ialh. Itll ;,

delay (If 1 n, III Ih liS, Ihc Sysll:lll Ihrnu!!hplll llllC' IIIlI vOIr\, Illlldl.

I~_-
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Throughput for dmove64, nwrite64, nread64 Random vs. Bursty Switcll Trafflc-·'-----l
dmove/nwrite/nread Burst size is 15 packets of M bytes (960 bytes) Id. "Bursty lraffic", Bin Wul

T..... 2. 11mu18IIon 01 .....wileh wtIh dlfferenl p8Ckel types ...d Blink speed o' 2 Gbylels

Nl" ThrclII!!hl'lIl

1«'-11\ 1':1111.
"'11111\' ,\'1\'1111

Raw Thruul!hru.

r'-'

-
'Ii .

t
I
c _,_~

Differl:n. Ir:lllie rall(·rft~. f"ll:"l'h

il_
,.

Depth of I/O queues in the switch: .. packets

~ ·1

".'J:

~
\l K-
1-
;.; 7-
=
~ II
.c
~I

E ~

-=~
InFo. dlllOft64 nwrilri-l nlUd""
l-queue' O.79m.6OI1.81174~" o71J"1.4M/:!m2HJ~ 117KIII ..112 hM/~I''''

2-queucs 0.9JJO.71/3.24/13211 IIlJCllU.SIV.14K/S:!S:! 119(1111 ~IVU7/to:!:!f1

3-queues 0.95">.7313.301197J 0931115K'-' 4S/M~" 1I9:!1f1 ~7IlS2ncClIC"

"-queues 0.9510.1313.3212658 1I9Jn15R/14Snto7to 1I9.11fISM/.15Httl:!1I1
- --_.......- __ •. __ A__•••• -. •••__ ..__..... a •• .-........ __ ••__ ._••• _ ........___ .__ _ _. _____ • _

.nros d...-. nwritt6& nrnd64

l-queue 1.1411J.87/1.171478 1.:!7ICl7K11.69/23n 1.27/O.7Ifl.73/l0U

2-queues 1.7111.3011.941661 1.7IlfUMI2.19128t09 1.67/1.0212.29/5057

3-queues 1.1211.3912.051964 1.8111.1212.1213317 1.79/1.0912.1815351

4-queues 1.11/1.4212,07l127to 1.8~1.I4/2.09/47:!:! l.lI4l1. 1212. 100totIJI

q'
means n-packel·deer inJlUl-qllcue lind n oUlpUI-queue

It, system'. raw lhotUf!hJlUII(i"ytc/~II'k'l lhotUf!hr"'II(ilw.c/,lIn'lr\ .ho,",·h
pul((j"Yle/~l1averal!c laICn('ylll"

The write. read operations can cause differenl syslem behavior Ihan the move operaliun. We COlli­

pare the dmove64. nwrilc64 and nread64 wilh BPASS = II in vinual-cul Ihroush technique.

T..... t. 11........I0Il of the switch with different packet types and Blink speed o' t Gbylels

Conclusion

It is quile clear lhallhe system performance is Iimiled by Blink specd. ThUll, Wlll:lhcr Ihe 1r41f1it: i..
drnovc64 or nwrileM does nul inftuem:c syslem's raw Ihmul!hpul. The 1:,lcnc:y (It" nwrilc and
nread i5 longer due 10 lhe response lime which is alsn included.
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SCI Switches Summary and Conclusion

• Several switch desi~ns havc been im'estigated (internal SCI rin~. bu:-.
true cross-bar). Internal bus is acceptable onl~' it it is several times faster
than an SCI link.

• Different topologies ha\'e been studied: 2-d mesh. 3-d mesh.
unidirectional multistage network and ban~'Lm switches. till' laUn
having ~ood characteristics for {'\'l'nl builders.

• Throughput of multi-stage cross-bar switches scalcs linearlv with tl'll'lI'
size. A NRxNRswitch (NI~ input ({in~s. NI~ output Rings) based on ,I

2Rx2R elementary switch chip requires (N/2) lo~~N chips

• Optimum depth for each of the" fHos (request I responsc inl out) ot l'.ll'h
switch port is 2-3 packets (each packet is 64 b~,tes of data + lh b~·tl':'

header)

• Internal switch capacity must be several times the capacity of a singll'
SCI link.

• Internal pipelining improves latency and throughput.

• Routing latency has little influence on throughput

• Throughput difference between random/burst traffic patterns is not
dramatic ( - 20%, depends on internal bufferinA)

• Two switches in preparation: CMOS (21~x21~ on one board, SCI link = 2Ht I

Mbytes/s, Blink =400 Mbytes/st and GaAs ("TOPSCI Eureka project",
2Rx2R on Si substrate, SCI link = 1 GBytes/s, Blink = 2 Gbytes/s)

• Table below shows size/performance/cost of TOI'SCI and CMOS
switches (performance derived from simulation, for CMOS scale
performance by 1/5). Use of high-performance switches is probably
cost-effective.

Teble1. saz., throughput Met coal 0" multi." eros'" twitch beNd on hlgh-pertorm.nc. a.As (SCI link
• 1Gbyt-"IIJn1l. 2GbyIeIIt) or CMOS (SClIInIc- 200 MbyIHIa. BlInk - 400 MbytHl,

,.lcell., II ...,) ThroulthpuIIGBytnl!o' (,:1151 lin '11t~ZR modult-",

2x2 I I 0.2 I I
4x..

2 '"''
.. I

IbM .. I II.M I~ I
161lft K I I.ft : ,:
32132 1ft I 3.:: till

641M J2 I 64 19: !

I
I
I

SIMDAQ

Model of the ATLAS Data Acquisition and Trigger
System

• discrete event simulation of ATLAS DAQ and Trigger System written in
MODSIM II

• simulates DAQ/lriggcr PrO<.·essors. Memories. Networks. S\\'itdU'~

• reads results from Physics Simulations to generat~ data and hit pattern:,
in ATLAS detectors

• contains a model of the partitioning of the rcadout electronics to corwerl
hit patterns (in ll/CP span') into 1# bytl'S assuciated with electronics
channels

• allows a choice for models of Networks: generic (abstract I, ATM and
SCI. Others (ClOt and Fiber Channel are in preparation)

• based on work by the ATLAS DAQ and Trigger Working Group,
SIMDAQ has been implemented over a period of - 5 months with
participation from many institutes. Special thanks to:

1. data from Physics Simulations, Event Server: Jed Carter, Reiner Hauser.
Christian Hortnagl

2. detector electronics, partitioning: Patrick Ledu. Rudy Uoc.:k

3. generic model: Stephen Hunt, Krys Korcyl, I{alph Spiwoks, Kamel Djidi

... T2 algorithms: losif Legrand

5. ATM models: Denis Calvct

6. SCI models: Hui Li, Rubina Chaudry, Bin Wu, Bernhard Skaali

7. output, histogramming: Christian Hortnagl

8. T2 architectures: Nick Ellis, John Stron~, livia MapcHi

9. coordinators: Frank Harris, Andrc Bogaerts
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Preliminary Configurations and Results

ATLAS T2 Architectures

• SIMDAQ allows the study of DAQ and Trigger Architectures in terms of
number and partioning of buffers, processors, networks, switches,
synchronisation protocols, timing of algorithms

• results are Trigger decision latencies, buffer occupancies. load on the
network, size (and cost estimate) of the system

• evaluation of different techn(}lo~ies

• status:
1. ATLAS EMC 512 buftersor 32 super-buffers

1. ATLAS HAC 128 buffers or 8 super-buffers

1. II local 12 processors: 64, 128 or 256 for timing of 150, 30n or 600 J-lS

J. , Global 12 Processors: 64 for timing of 200 JJs

• comparison of generic, ATM and SCI switch network

• results:
1. latency of 12 decision

J. life time of events

1. T2 buffer occupancy
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ATLAS T2 WITH SCI
-

Implementation of the ATLAS T2 Buffers, Local and
Global Processors with SCI Switches
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ATLAS T2 Architectures I
I

First Model of the ATLAS EMC T2 Implementation with
SCI
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Review of ATM, Fibre Channel and Conical Network Simulations
(will not be presented)

Congestion Control Techniques
Flow Control and Traffic Shaping

I. Mandjavidze
RD31, CERN/ECP

mandjavi@sunvlsi.cern.ch

RC\"ICW 01,\1 \, '·''''·f ("h.IIII'''' a.td Conical Network Simulltions

Intematlonal Oall '\CqUI'lIIl1tl Contcrcne:c on Event buildin..... DMa RadDaI

OUTLINE

.1) Candidates for an event builder network

2) Pathological traffic pattern

3) Congestion control techniques
• Flow Control
• Traffic Shaping

4) Generic event builder model

5) Simulation results
* Flow Control
* Traffic Shaping

6) Discussion

r. Mlndjlvidzc. CERN

FNAL. 26-28 October. 1994

I. Mllldjmdle. CERN
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Congestion Control Techniques

Two types of fabric architectures

FNAL. 26-11 October. 19M

It Link Level Hardware Flow Control

Some ATM (LAN)

Custom made

Fibre Channel

No Link Level Hardware Flow Control

Some ATM (Telecom)

R~.,", of ATM. fd~r Ch.,,/lel and Conical Nctwoft Simulaions

Congestion Control

Link leve1hardware flow control - Fibre Channel, Custom made

FNAL 26-21 0CIDIIcr. 19M

Sources Switching fabric Destinations

[J Buffer Not-Full

Buffer Full - Back Pressure

Rm.w ofAN. fiber a...a ...c.icIlNIl-.t1.' .

----..~ Free Line
)(.. Blocked Line

• Back Pressure Signal
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Congestion Control

Internal Link Level Hardware How Control- ATM (LAN)

Generic ATM Switching Fabric

FNAL 26-28 OCtober. 1994

Sources

[J Buffer Not-Full

- ......~ Free Line

Switching Graph

Buffer Full
Back Pressure

) ( ~ Blocked Line •
II Buffer Overflow

Data Loss

Back pressure Signal

Review of ATM. Fiber Channellftd Conical Networtt SimalMions

IntcmauOIIII 0.,. Ac:quilition Conference on Ewm buildiaalftd Data Radatal

Congestion Control

No link level hardware flow control - ATM (Telecom)

Sources

I. MlndjaYidzc. CERN

'FNAL 26-21 0cIaber. 1994

[I Buffer Not-Full

II Buffer overflow - Data loss

- ...~~ Free Line

I............. CERN
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Cell Loss Probability

FNAL ~28Ocaober. 19M

A/catel switching fabric
Switching element buffer size

Random (telecom) traffic

256x256 I/O @ 155MBitls
2 KByte
80% Load

6' 10.2

">.u 10.4C
(0
Co
~

" 10.6
"Q.
~ 10.8

j 10·'0 l
c.. I

I

10. 12 \ ,

o

Buffer occupancy of a switching element

I •

, I , , , I , , , t I I , I , . I I , , , I , t , I j..... ' I

256 512 768 1024 1280 1536 1792 2048
Occupancy in Bytes (0)

ttl'\'I('W nt 1\ 1:1,1 I ...... , I ·It.mlld itlltl ('"me:tI Nt'tWClIk ~i","IIl",,"

lnlall8uCIIIUII o.ta AcqulSlUon Conference on Ewaa blIiIdiIlllIId DIu Radout

Congestion Control

Traffic Shaping

Basic principles of traffic shaping are:

t. M.I"javid7.c. CHRN

•

Rate Control· sum over all input bandwidths towards an output port does not exceed
the available bandwidth of the output port - Easy '0 Implement

Break the instantaneous time correlation of cell streams traveling to an output port ­
Not Trivial

Studied Traffic Shaping Schemes:
* Cell Based Barrel Shifter
* True Barrel Shifter
• Randomizer
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2x2. 4x4 / 4x2. 8x4

(resembles AT&T/Phoenix)
(resembles IBM/PRIZMA)
(resembles ALCATEUISE)

A Generic Event-Builder Modeling Tool

Switching element technologv
Size:
Operation mode:

• Flow control - no buffer sharing
• Flow control - buffer sharing
• No flow control - buffer sharing

Buffer size: variable
Variable link speeds: 160,320,640. 1280.2560 Mbitls
Transrnission data unit: . A 64 Byte long cell carries 56 byte user payload

Network Technology
Topology:
Variable size

• Square:
• Conic:

Traffic shaDing modes:
• No traffic shaping
* Cell based barrel shifter
* True barrel shifter
• Randomizer

Banyan

from 8x8 to 1024x1 024
from 16x4 to 8192x1 024

Simulation Language: J,lC++
Simulation results have been compared with models written in C++ and Modsim

I(nll'," ..t .\ I" I,'., c 11,1111"'1,,,"1 (""'1\:;11 Nc:.wc"k Silllulll.ic"...

Intema.ional 0..1 Ac:qulsluon Confcrcncc an Event builcliat ... o.a .....

Simulation Results - Flow Control

I. Ma"'javid7.c. CHRN

FNAL 26-21 0c:IDbIr. 19M

Configuration

Event Builder 1024x1 024 @ 640Mbitls
Switching Element 4x4 with 16KByte Memory

Back Pressure up to Sources

Input Conditions

Event Size 1Mbyte
Trigger Rate 7.5KHz

Bandwidth Utilization 130/0

Event Building Latency Profile
250

200

en 150.§.
>-
(,)
c
Q)

1U 100
...J

50

0 0 250 500
Time (ms)

750 1000
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Load Dependency

Configuration

Event Builder 1024xl 024 @ 640MbiVs
Switching Element 4x4 with 16KByte Memory

Back Pressure up to Sources

Inpyt Conditions

Event Size 1Mbyte

Event-Building Latency

30

Number of Concurrently
Built Events in a Destination

Bandwidth Utilization (%)
5 0 17.5 35 52.5

en 4
C
CD

.Ii 3
'0
.! 2
E::sz

o Steady State

I maxr mean

mlfl

/

Bandwidth Utilization (%)
250 0 17.5 35 52.5

200

e Unsteady State
o0!----.....10-----2....0------'30

Trigger Rate (KHz)

fj)
§. 150
>­uc:
~ 100
m

....J

Kl'\'iew ClI A1 M. f:i ....·r ( 'h:1I1I1t'1 .IId <':oniClll Nelwork Simulll,inm I. MIIndjavidze. CERN

FNAL 26021 0cIabIr. 19M

Load Dependency
Cpnfiguration

Event builder 1024x1024
Switching element 4x4 with 16KByte Memory

Back pressure up to Sources

Input CondltloDS

Event size 1Mbyte

Average Event-Building latency Average Event-Building Latency

Bandwidth Utilization (0/0)
250 0 17.5 35 52.5

200 50

fj) 140§. 150
>->- g 30u

c: CD
~ 100 1ii
m ~ 20..J

50 o Steady State
10

e Unsteady State0
0 .. 0030 100

Rm.w 01Ant. Fia-a.-I... c:a..aa~ I_I i I. ,. 1ja......CI!RN
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Simulation Results - Traffic Shaping

Configuration

Event builder 1024x1 024 @ 640 Mbitls
Switching element 4x4 with 16KByte memory

Traffic shaping Randomizer

Input Conditions

Event size 1 Mbyte

Event Building Latency
Bandwidth Utilization (Ok)

o 17.5 35 52.5 70
250

200

en
§. 150

g
~ 100as
...J

50

o
o 10 20 30 40

Trigger Rate (KHz)

max

mean

min

Revw 01 ATM. Am Chsnnelsnll Conical Network Simulaainm I. Mandjaviclze. CERN

Ineemalional 0... Acquisition Conference an a--llaiIdiaI- DIIta~ FNAL 26-21 0cIDber. 19M

Cell Loss Probability

Alcatel switching fabric
Switching element buffer size

Bandwidth utilization

256x256 110 @ 155MBitls
2KByte
800/0

Buffer Occupancy of a Switching Element

~ Random (telecom) traffic

~ Randomizer

G-€) True barrel shifter

256 512 768 1024 1280 1536 1792 2048
OCCUpancy in Bytes (0)

6' 10.2
1\
>.u 10"-casc..
:::)

10-68
Q.
~ 10.8
15

.g 10.10...
Q.

10.12 L....t-.&-.J..,.......................&....I.............L..&..L-I~.........'-'-.&-.J..,.................................-'-'

o

I. a1eWj .....CERN
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Inpyt Conditions
Load Dependency

Configyration

Event builder 1024x1 024
Switching element 4x4 with 16KByte Memory

Traffic shaping Randomizer

Event size 1Mbyte

:

Average Event-Building Latency
Bandwidth Utilization (%)

o 17.5 35 52.5 70120 r---~--~---'''''''''' ---,

I0 640Mbitls Links I

Average Event-Building Latency
Bandwidth Utilization (%)

o 8.25 17.5 25.75 35 43.25
24 ,...--r--,.-~......,.---,..-,.-r--~"""-'"

I_ 2.56GBltls Unks I
en 23g
~
c:
CD

~22

20 40 60 80 100
Trigger Rate (KHz)

21 '--~-'--...I-....I..-""",,,-.--I-~--''''''''''''''''''

o4010 20 30
Trigger Rate (KHz)

80 ~--'---..I._---",_...I--...----,

o

Review of ATM. FiNor Channel and Canical Netwodt SimulMions I. ~jnidIII. CERN

FNAL 26-21 0I:eDbr:r. 19M

Scalability

FLOW CONTROL
Average Event-Building latency

Event Size (KByte)
256 512 768 1024

Configuration Input Condblons

I/O Rate 640Mbitls Event Fragment Size 1KByle
Switching Element 16KByte Memory Trigger Rate 10KHz

Bandwidth Utilization 17%
TRAFFIC SHAPING

Average Event Building Latency
Event Size (KByle)
256 512 768 1024

fi) 100 en 100
.§. E-
~

>.
c ~
CD CD
is 50 ii 50-' -'

Ol"1ool~""""'-""-'-"'-""'" 0~~~_......_--_--1
512 768 1024 256 512 768 1024

Event Builder Size (NxN) Event Builder SiZe (NxN)

• Network built from 2x2 switching elements
o Network built from 4x4 switching elements

1.1' 'j....... CI!RN
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Summary

1) The behaviour of systems with source traffic shaping technique is predictable
* Good scaling
* High throughput
* But well suitable only for square and "Near-to-Squate" systems

2) The behaviour of systems with flow control Is difficult to understand and requires
more study

For Small Systems (up to 256x256) shorter Event-Building Latencies can be achieved
(important for L2)

* Performance depends on the actual architecture of an event-building cross-conned.
Probably, better results can be achieved with more advanced architectures

* But sensitive to traffic fluctuations and destination assignment schemes

3) For LARGE event builder systems non of the studied network architectures are
"Buy-and-Use" solutions:
ATM Fabrics - In order to achieve acceptable data loss probabilities will require traffic
shaping

* Fibre Channel Fabrics (prediction) - Cascading several nodes in order to form a large
cross-connect may significantly decrease throughput of the event builder system, if
traffic shaping will not be used

InlCftlatiOlllI Dall Acquisition Conference on EftIII buildina and DIll Radoul

Future Work

I. Mudjnidr.e. CERN

FNAL 26-21 0cIDber. 1994

1) Behavior of the event builder systems with flow control should be understood
better

2) Fibre Channel fabrics as an event builder cross-connect have to be studied:
* Scalability of the system when several Fibre Channel nodes are forming a large fabric
* Which service class has to be used?
* Is traffic shaping necessary?

3) Developments In technologies have to be followed up (ATM, Fibre Channel)

4) From generic eve.,t builder towards specific DAQ architecture

* Realistic input parameters

Review 01 AN. Fiber CII...a ...e-aa NIIwwtt Sie=' M. 1.1' 1js.....CERN
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Prototyping ATM Functionality

. . . . . to Enable the Global Grid

..

/Jr. Htlln' /J. Vardr
Ctmer !or Com;""atumaiSde"a

INFORMA TlON TECHNOLOGr Ol\'/S/ON
Naml ReJearch Laboratory

\rtl.d"".~IOII, D. c. 20375·5(H)()

GLOBAL GRID: What is it ?

• A concept for aggressive worldwide distribution
and processing of data that employs distributed
resources ...

• Data Bas••
· High Perform.nee Computers
· High PerforrnafICS Workstations
· Multimedia COMmunications

.. . Connected by OOMmerelal and government
communications IIrtks ....

• Backbone of high captic/ty fiber optic trunks
• Supp/ementetJ and integrated with COMSATS,
RPV's and other ct!Jlttmunlcation links

• All use commercial telecommunications
standards b.ssd on BrascJband·/SDN
technology (i.e., SONEf and ATM)

--------



One GLOBAL GRID
Three Kinds of Interconnects

• Grid to Grid (uplink/downlink)

• User to Terrestrial Grid ("Last Mile Problem 'J
• User to Orbital Grid -- explosion of activity

GLOBAL GRID: What is being done ?

• Coordinated planning and production by govemment
- Input to national level deliberations on

telecommunications policy

• Critical experiments and demonstrations
- Very high data rate switching and control
- Encryption for packet communications



NRL CCS's View into the 21st Century . ..

Future applications will be built with a transparent,
scalable information framework that emcompasses

• LANGUAGES ... optimized parallel Fortran and C;
applications specific pre-compilers

• PROGRAMMING TOOLS ... parallel debuggers,
performance Inollitors

• FILE SYSTEMS/ARCHIVES ... distributed data repositorie,'i
that are remotely accessible

• NET\VORKS , .. Ri~abit lIlld heyolld, BISDN, and
wide-area Ilen"orks

• IMAGERY ... 2D/3D I(felike \~ide(}, \'iSlIll!i;lltiml and
\'inliClI realit\'

... we Ileed to e\'o/\'e {Ill ill/ol1na/ion i'~f;·(l.'itrllctllre to
remain competiti\'e: it mllst he cllpable (~l.'illpport;"g our
needs alld NOT be (}l't!I1\'!lelmed h,' the rapid growth
(~rll\'lI;lable ;,~rormClt;on.

Scaleable Architecture Test Configuration . ..

MPP RAID Array D2 Farm

(64-256 Gigabits) 1.6 (10-800 Gigabits) 1.6 (400 Terabits)
Gb/~ Obis

III
SONET/ATM: OC-3 (155 Mb/s) - Scaleable to OC-48 (2.4 Obis)

I I I
Local Remote Remote Remote

WS/ATM WS/ATM Data Sources Computers

d I fj • DIA - MLS - Globallnlelligence • Intelligence
MQ eQr: • Lab~ _Thru5t~ _eRDA's (Envir()nm~ntal.Rtf~rtnce.lR. ~I~.)

• DISA - Network - Command & Control • ~ynthellC En~lf'Onmenl
• NSA - Encrypted nelwork~ • Simulation (SIMNE1)



BUilding the Defense Information Infrastructure

Prototype a "network-centricn Information Infrastructure
for transparent, ubiquitous access to "globally remote"
resources as jf "local"

• Wide area communications and computing
via a Global Grid; SVC signalling

• Based on client/server and peer-fa-peer paradigms

• Policy-based dynamic routing with authentication

• Information caching and hiding inherent in system

• Wide-area, on-time information retrieval

_PRAGMATIQ. V,EW (at the fringe)........... ........ .., .. ~ ........ \... ":"• _ .................... -...-. _-r_P7__......~_.·_. _

• Based on",ATM :
- r.--...- - ... ..~ ~~~ r"·r· .

• Based on AFS

• Based on transparency of files

-Wide area

I=:e·····u...



DRIVING APPLICA TIONS

The Information Infrastructure Services

• Security and authentication
• Software distribution, recovery and backup
• Intelligent agents (knobots), nameservices
• License services, certificates. timestamps
• Caching / replication / cache & carry
• Databases / archives I voice-video repositories

B-ISDN Wide Area Coms with ATM

- SVC signaling
- OOS, flow and congestion control
- Bandwidth Management
- Dynamic routing. addressing. state

tblicy

ATM Cloud _._..

.1 ----."
/'

//---
'.....,.

( Other Net )
"--- --- --' ,//,

I, BGP,
\

'.

\

',BGP.--.-­
--"'~Il::__'>,

'-

Other Net

-----

,.
\

-,

Local Nets )

-~~P

Arbiter

1
, Other Net)

I I f

BGP

"

" '



VINCE

Protocol

Development

Environment

• An environment for wide area network experimentation
and protocol development

• Early development and adoption of ATM standards

• Integration mechanism for differing protocols, valuable
as an integration platform for disperate protocol families

• Tool for testbed experimentation

• Mechanism for experimentation in host network
architectures, protocol engine on hosts and switches

• Prototype enabling services, encryption, interoperability

• Simple and fast protocol processing abstractions

• Freely distributable code - Mach-like license
• No encumberances to public use

SCHEDULER

Core Services:
route. address. connettion, path. signaling, switch. port

Signaling Management Fabric Others
protocols protocols controllers Routing

SPANS SKIP FORE ASX Broadcast
Multicast

0.938 SNMPv1 simulation aDS
- UN' V3.0 -ILMI Scheduling

• AtonlMIB host API(sockets)

PNNI proto
credit switch User

Documents

Software Architecture:
Vendor Independent Network Control Entity (VINCE)

~••an integration framework for switching hardware, host
mt~rfaces,experimental and standards track protocols
... mc~udes. the. UC Berkeley Tcl and Tk too/kit for development
and vlrtual,zat,on of graphical user interfaces (GUfs}



Ellb

PROTOCOL

LIBRARY

lLMI I0938 I_SPANS IASX I host I sroute

SNMP I ATMCore

Protocol '·Skip I Address

ELlS

I timer events / memory layout I

• Developed a strong portability library which
requires only timing events and page-level
allocation from the host system

• Enhanced memory management system to
integrate buffer pool facility, allowing fast
interrupt level processing of incoming
packets

• Includes command dispatcher closely
integrated into C calling semantics, string
handling, and scheduling facilities

• Lightweight, no-copy STREAMS like protocol
stack system

• In combination with Elib, strongly isolates the
task of protocol development from the
operational environment

• Allows protocol processing stacks to span
multiple address and scheduling spaces
through the use of bridges

• allocate_down feature allows bridges and
hardware interfaces to transparently
enforce alignment and padding requirements



RECENT

and

• Enhanced kernel scheduling system to allow
protocols running under VINCE to remain oblivious
to kernel scheduling, priority, and memory
management

ONGOING
• Ported entire environment to run on standalone

DEVELOPMENT i960; developing SBA-200 and PTAI2 interfaces

WORK

for
• Providing fast scheduled zero-copy interface

across user-kernel boundary

VINCE 0.8
• Changed ATMCORE to allow for multipoint

connections and simplified call state processing

• Fully integrated SNMPv1 agent for use by the
ILMI and AtomMIB

1'7:·\ /2 - Progrtmlll1ahlC' 7~\XJ-ATM Jllteljoce. \'2
(O( JA1i\-!ON A10DULE CONCEPT
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P7i\/2 - Programmable 7i\XI-A 7M 1Iltelj{u:e, \/2
COMMON MODULE CONCEPT, SBuJ'lmplementation,
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The true ability to login to your home directory from
anywhere - with all the benefits of AFS regardless of

whether you are connected over SLIP or ATM!

AFS • Uniform access methods for files as a replacement
for more conventional methods such as FTP or Gopher

• Uniform security over file accesses

• Take full advantage of technology advancements
from high speed BISON ATM networks, wireless and
leading edge mass storage technology



Andrew

File

System

Integration

with

ATM

Multi-homed

Servers

and

Clients

• Work on path MTU discovery

• Caching algorithms for mass storage integration

• Profiling the cache manager shows 50% of time
spent in local processing rather than data transfer

• Work done to understand modifications required
to support mUlti-homing

• Plan evolution of intermediate servers and new
~Iien~ caching strategies

• Use name resolution instead of IP addresses

• Profile cache manager to find and fix bottlenecks
• Integrate mass storage system with AFS directly for access

to very large files (i.e.• terabyte data stores)

• Resolve issues that will come up for database
servers with the use of multi-homed machines

• If mUltiple paths exist between client and server,
bias the code to use the path with best performance

• Prepare for the IPv6 address format changes

• Add options to bypass client 'cache if necessary
• prevents read once onlyapps trom overwriting cache
- improves performance by avoiding cache data structure manipulation



FUTURE

Development

Work

NRL

Campus

Fiber

Grid

Topology

• Examine kernel interrupt processing and scheduling
issues; provide improvements

• Further integration of experimentallP protocols

• Provide generic eso socket interface matching
specification of Craig Partridge

• Provide early implementation and experience for
the ATM Forum PNNI WG

• Provide extensive architecture and interface
documentation for user community

• Deploy in production-like setting
• Washington Area ATONET

·-Port to other switch fabrics (Le., GTE, etc.)
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NRL ATM Lab Grid Concept
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NRUARPA Rapid Prototype HPC System.



ATDnet Initial Configuration
(May 1994)

Bell AtIMtIo OPMwtlal- SUpport center
Silver 8pr1ng, liD

NSAMPOP

OC4ADM I
_-..l......._-, 2-oc3c

serving Central Offices

NASA MPOP

I OCeCIADM I
__......._-,2-oC3c

NRLMPOP

I ac.ADM I
2-oC3c ......._....,

Oc-a
(2 Fiber)

DlSAMPOP

1 0C04I ADM IV2.()C3c __L..&-__

ATII8wItch

----~

ATDnet Final Configuration
(JuneSS)

ARPAMPOP
NSAMPOP

I ac.ADM I

,.......---JL..&._..., 2eOC3c

.--.-l"-&.o__ 2-oc3c

s.mng central Office.
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OREN Testbed • Phase 1

OREN T••1bed (ATMlDS3)
MAGIC T••abed (ATMIOC3c)

A1'Dftet (ATMIOC3c)
GloMI GrId ••pertmenta ,......-)

6128194

DRIVING APPLICATIONS_e ee

• Distributed, wide ar{Ja collaborative computing
with OnT/me delivery of information

• Digital video with dynamic resolution control
and high resolution imagery (HDTV)

• Information repositories, archives, and
multimedia databases

• Real time sensing, instrumentation: globally
synchronized time and spatial (GPS) resolution

• Collaboration technology: virtualization, wide
area simulation, mission rehearsal, training

• Virtual corporations, electronic commerce, and
health care

• Entertainment







Data Acquisition Software Design Issue..
Robert D. Russdf

Computer Scienu DepartmellT
University ofNe'" Hampshire'

Durham. NH 03824 VS:~

rdr@unh.edu

Abstracl

A perspeclive on lhe role 01' open snllwarc stand.mh. sud, ", POSIX. (III the tlc,,!!" .1IIt!

implementation of DAQ systems. Considerauun of how these standard, ellect the portahlht~.

inleroperabililY. conformance and performance 01 soltware alllllle\'cb (II a complt:lt ~~ stCl1!

1. Introduction

The DAQ systems currently under consideralion fur HEP arc larg~. complex syslems thai
musl evolve and change over a period of many years. The~ arc desl!!ned and lIuilr by lar~l'

collaborations of sroups geographically scanered all o\'cr the world. each usin~ diflerenl hard­
ware and software platforms to develop small pieces of the lotal system Ihal must intc~ralc

and perfonn ftawlessly when the experiment finally ,ets beam time. Durinp ils development.
the technology, experimenlal layout, and requirements of the system will all chanpe unpre­
dictablyand perhaps drastically. The question, therefore. is how can it aU possibly be aCcom­
plished? Although there is no simple answer. we can look at some of lhe issucs involved and
try to ,et an overall picture of what design strale,ies mi,ht be followed.

2. Technoloalcal Development..

We be,in by notin, Ihallaqte dala acquisilion COllllhor:uions share man~' of Ihe tedmil':11
and managerial problems of any larre soflware syslem. and thai a 101 can be learned trum hcm
these problems are being addressed by the soflware industry as a Whole. This is nullo
depade the special problems related to the reahime nalure of a DAQ syslem. but merely III
put them into I more global context. IS indeed the producers of mosl commercial reallimc
.ystems are doing. Table llisls some of the inftuences of the lasllew years that have had sil!­
nificant impact on the design and implementation of modem OAQ systems.

lJnderlyine many of these factors is the overwhelming inftuence of standards and Slan­
danls bodies. Almosl aU soflware systems on Ihe market loday claim 10 adhere 10 one or
more standards. at least in pan. And most vendors are commiued 10 conform to developing
standards after lhey are approved. But except for language standard). which bc:~an in the
1960's with lhe first standards for Fonran and Cobol. this universal embract uf standards for
just about every aspect of software was unknown as recently as a decade a~o. This is pan!cu­
larly noticeable in the area of operating syslem standards. where POSIX. "the I'onahle Oper­
atine System Interface for Compuler Environments". has been embraced by \-inually evc~

operating syslem vendor.

- I .

18ble J. Technologlcallrends InRuendnlthe design of DAQ software.

The emergence of C as a standard language for reahime syslems.
The emergence of Object Oriented Methodology as a paradigm for programming.
The emergence of useful CASE 10015 with demonstrable benefit.
The emergence of Unix as Ihe dominanl OS in Ihe workstation markel.
The emergence of dislributed computing as a paradigm for computing.
The emergence of practical examples of transparent distributed computing.
The emergence of X·windows as a standard user inlerface.
The emergence of POSIX as a standard operating system interface.
The emergence of open standards as a primary motivating force for vcndor~

lhe emergence of industry consonia 'I~ a standard modus operal1l.li fur vendor,
The emclgence of commodity software as a goal of most vendor,.
lhe emcrgence of free !ioftware as a de lactll implement.nion 01 many ~tan~ard, _

3. Standardlzatlun

Just as lhe early language standards allcmpled tel define the commun IUlIctlOnalllY Ihal ;1

programmer could expecl to find from a system claiming 10 be "Fanran" or "Cobol". so th~

motivation for Ihe standardization effon leading to POSIX. which began wilh the lusr/group
standard in 1984 1111. was to bring order 10 the chaos which had developcl1 around the vanous
versions of Unix Ihal were proliferatine at that time. The final POSIX 1003.1-1990 Standard.
ISOllEe 9945-1: 1990 14 J. very much reflecu Ihese ori~ins. Developed under Ihe auspices or
the IEEE Technical Committee on Operating Systems and Applicalion Environment!> (TCOS J.
it is a "minimal" standard in thaI mOSI controversial issues were simply avoided in order 10

achieve the consensus neccssary for approval. II is a "permissive" or "compromise" standard
in thai all remaining controversy was resolved by eilher designaling several confticting beha\"
iors as "siandard". or by declaring any possible behavior as "implemenlation defined" (lr mor~
simply "unspecified" or "undefined". Even using these blalant excuses to avoid controversy.
lhe POSIX effort took four years 10 be appru\'cd as a nationul slandard in 1988. and two mnrl'
to achieve international standard stalus in 1990.

Many unresolved issues uncovered during the POSIX 1003.1 standardization effort were
pushed off into other TCOS working groups, so thaI by Ihis lime Ihere are more Ihan 20
POSIX 1003 project groups. some of them dealing with more than olle subproject. Tallie 2
!ives a recent lisl of these projects. Perhaps equally astonishing is that POSIX represenls just
one pan of the bigger cxplosion in software standards that began in the 1980's and continues
today. Examples include the multitudc of networking standards. the user interface standard!>.
the language standards. and Ihe huge number of software engineering slandards (over 250 by
some counts).

3.1. Issues In Standardization

There are a number of imponant meta-developmenls in Ihis aurry of POSIX slandardila·
tion activity which are having significant consequences for individual standards:
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The evolution by all parts of POSIX from a historical Unix standard to a more general
intedace standard that is independent of any underlying operating system. Conse­
quently, many non-Unix-based operating systems have committed to POSIX 1003.1
confonnance, including VAXNMS, 0512 and Windows NT II:!). Most realtime

I)

1003.0
1003.1-1990
I003.1a
1003. IllS
1003.2-1992
1003.2a
1003.2b
1003.3-1991
1003.3.1
1003.3.2
1003.4
1003.4a
1003.4b
1003.S-I992
l003.Sa
lOOJ.Sb
1003.6
1003.7
1003.1.1
1003.1.2
1003.7.3
1003.'
1003.9-1992
1003.10
1003.11
1003.12
1003.13
1003.14
1003.15
1003.153
1003.16
1003.17
1003.18
1903.19
1003.20
1003.21
1003.22

Table 2. POSIX 1003 Standardization Projects.

GuidetoOSE
Pan I: System API (C Language)
System API Extensions (C Language)
Pan I:System API (Language Independent)
Pan 2: Shell and Utilities
Pan 2: User Portability Extensions
Pan 2: Shell and Utilities, ISO Revision
Test Methods for Measuring Confonnance to POSIX
Test Methods for Measuring Confonnance to POSIX 1003.1
Test Methods for Measuring Confomlance to POSIX 1003.2
Part I: Realtime & Related System API
Threads Interface
Pan I: Realtime System API Extension'
1003.1 Ada Language Interface!>
Ada Language Interface Extension'
Ada language Interface Re:lItime Exten!>iol1\
Security Interface
Part 3: System Administration Interface
Part 3 Amendment: Print Administration
Part 3 Amendment: Software Administration
Part 3 Amendment: User Administration
Part I: Network Transparent file Access
1003.1 Fortran-71 Language Interfaces
Supercomputln. AEP
Transaction Processing AEP
Pan I: Protocol Independent Network Interfaces
Realtime AEP
Multiprocessin. AEP
Part I Amendment: Supercomputin. Batch Environment
Part 2 Amendment: Supercomputin, Batch Environment
1003.IllS C lan,Ua!e Interfaces
Directory and Name Services API
Platform Environment Profile for multiuser timesharing
1003.1LIS fortran-90 Language Interfaces
1003. IllS ADA Language Interfaces
Pan 1 Amendment: Realtime Distributed Systems Communications
Guide to OSE Security Framework

(2)

(3)

(4)

operating systems have already moved in this direction, including QNX. OS/9 and
0519000, VxWorks, RTMX, pSOS+, and lynxOS (12). According to their stated
intentions. most realtime ~ndors can be expected to conform with 1003.4 as well,
now that il has been approved.

The requirement by the InternationaJ Standards Organization (ISO) that international
interface standards be stated in a manner that is independent of the programming lan­
guage. This has led to a revision of the current 1003.1-1990 POSIX standard, which
is defined in terms of the C language, into the 1003.ILlS (Language Independent
Standard), and has given rise to lanluage bindin. projects for C (1003.16), Fonran
(1003.9 and 1003.19), and Ada (1003.S and 1003.20).

The realization that testing for conformance to a standard is a necessary pan of the
cenification process, and dlat development of test procedures is an important pan of
the standardization process. POSIX 1003.3 (ll was developed and approved as a stan.
dard for developing test methods to measure conformance for olher parts of the
POSIX standard. but the state-of-the art in test development has not advanced enough
to enahle test methods 10 be developed at the same pace as the standards they are
Intended 10 test Therefore, all requirements that test methods be written before a
standard could be submilled fnr approval were dropped. Hnwever. the need to
advance the stale-of-the-art of test method generation has become even mme acute
because of these difficulties 16).

The realization that no single standard covers all the topics needed for an application
or class of applications to be porta~le. This led to the concept of an "Open System
Environment (OSE)", which is a set of standards and specifications for interfaces, ser­
vices, and data fonnalS thatl08ether accomplish the various fonns of portability. The
POSIX 1003.0 Guide li~s • reference model for I general OSE shown in Figure I.
An "Applications Environment Profile (AEP)" is a comprehensive SUbsel of an OSE
that includes appropriate choices for optional features of standards and specifications
10 support I panicular class of applications. finally, the "POSIX Environment Plal­
fonn profile (PEP)", which was originally called a "Traditionallnteraetive Multiuser
System (TIMS)", is aleneralized AEP from which other AEPs can be derived. II was
intended 10 define a complete, traditional Unix environment. Table 3 gives it list of
current examples of roSIX AEP and PEP standards projects.

Table 3. POSIX Profiles Projects.

1003.10 Supercompuling AEP
1003.11 Transaction Processing AEP
1003.13 Realtime AEP
1003.14 Multiprocessing AEP
1003.1 S Supercomputin@ Batch AEP
1003.18 timesharing PEP
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Application Software Enlit~

Application Program Interface
(API)

Application Platform Entity

External Environment Interface

(EEl)

External Environmenr

fllUre I. POSIX Open System Environment (OSE) Reference Moof.

3.2. Problems with Stand.rdlzatlon

There are many criticisms of the rapid move toward POSIX standardization. of which
only three will be dealt with here:

(I) Not all standards have been finalized, Ind the approval process often drags on for
years. What is • desilner to do in the meantime? One Inswer is to build "thin inter­
faces" to the clnft standards. an Ipproach taken by the Vinual Operaling Syslem
(VOS) developed at CERN [9J. This interface provides many of the realtime facilities
included in POSIX 1003.4. but was defined. developed and put inlo use years before
that standard became finalized. vas defined facilities that Ire conceptually close 10

those beina standardized without requiring the specific details. so thai when the final
standard is published. the "Ihin interface" can be rewrillen and in most inslances made
simpler. The benefit to I DAQ based on VOS is that it could be implemented and pUI

. inlo use withoul Waiting for the standard. yet once implemenlations of the standard
become available, the DAQ can utilize them almost immeiliately because VOS has
isollted any recoding 10just its "Ihin interface",

(2) Except for 1003.12. Protocol Independent Network Interfaces. and 1003.21. Realtime
Distributed Systems Communications. all POSIX slandards deal wilh a single pial·
fonn. Yet the wave of the fUlure is disttibuted computin,. involvin, interaClion
between many different plalfonns communicating via networks, hi~h·speed buses.
elc. Other standards. such IS the 051 standards and lhe XlOpcn model. are a nece!!­
sHy part of I total system design. Industry consortia have also developed more gen­
eral models of distributed computing. such IS OSF's DeE and ur's ATLAS,

·5·

(3) There is the persislent fear that standardization has he~n misund~rslOl.Id. "Il\'crhypd··.
and will inhibit innovalion (5). This is true in Ihe sense Ihat hy conforming to an API
slandard vendors no longer will be developin[! difierent user rnterfaces to access Iik~.

semaphores. shared memory. etc. Howe\·er. since it is the intertace Ihat has been stan­
dardized. developers are still free to come up with innovative implemeut;uions bchind
Ihe interface. Vendors are Iiso developing total environmenls around the standart1~

Ihat allow uscrs 10 design. model. simulate. and l!enerate code fill' their systems. Thi~

is Ihe new "value" added by vendor innovations to the standards. It is a nice idea. prll­
vidcd nne is aware of the Iraps. such as becominl! "hooked" on one vendor by using
that vendor's non-standard fealures indiscriminately. But because of the large and rd­
Itively stable base Ihat slandards orrer a vendor. users should find many more prod­
UCIS and "second sources" wilh hipher quality and lower prices. rlus improved inter­
opcrabillty and portahility between products hum diflerent \·end(lr~.

4. Po....bllit)"

There are many nuances to the term "portability" as used in the POSIX standard and ill
the earlier language standards. Primarily it hali been taken to mean Ihe ahilily au mm'c sourcl.'
code from one implemenlation to another with minimal rewriting required to pet it runnin~ on
the new system. This is ohen called "source code portability". There arc other imponam
aspects of ponability which are nol addressed in these standards. but which have been dealt
with elsewhere.

"Application portability" is the abilily tn move a complete program from one platfunn 10

another with minimal effort required to have it pcrform identically on the new syslem. This is
broader Ihan just source code portabilily. because it requires similar (ideally identical) execu­
tion semantics on the new syslem, which in tum requires idenlical interpretalion of the mean­
ing of Ihe source code. and similar (Igain. ideally identical) functionality provided by the sys­
tem facilities utilized by the source code. Application ponabilily has been the primary Foal of
POSIX Application Programmin~ Interfaces (APls) and related standards.

"User portabilily" is the ability 10 move a user from one platfomllo another with mini­
malleaming or retrainin, required 10 allow him or her to use Ihe new system productively. X·
windows. with the Motif or OPENlOOK Graphical User Inlerface CaUl) on lOp of it. has
been the primary slandard dealing with this aspect of portability f14).

"Informalion portability" is the ability to move infonnation from one place to another
with minimal (ideally no) conversion required for it to be useful in the new place. This has
been the primary concern of the networking standards. notably ISO's Open Systems Intercon­
nection (051) reference model and prolocol suites, and the Internet developmenl efrort. The
lenn "interopcrability" is more commonly used 10 denote "infonnalion portability". perhaps
beeause it more succinclly focuses on the key concern in mo\'ing information around: thaI all
participants handlin, the infonnalion must agree on the ground rules in order tn work
logether.

5. Interoperahillt~·

In order to accomplish the 80al of interoperahility. networkint! standards introduced lhe
idea of a reference model composed of a hierarchy of functional layers, Wilh well defined
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interfaces between neighboring layers on the same system. and protocols for communicatinf
between corresponding layers on separate systems. These three concepts: layering. Inter.
faces. and protocols. are the primary design concepts we have to structure complex sot'twar~

and hardware systems.

5.1. Layering

"Layering" is the primary tool for dealing with complexity: breaking a complt'x problem
down along functional lines. and assigninl! one function. or a set of closely related function,.
to each layer. Variations of this basic paradi(!m ha\'c arisen under various names. such lis

"structured programming" and "levels of abstraction". Indeed. one of the major aUractlCllh 01
object oriented technology is that il provides a mechanism that not only encoura!!cs layered
designs but helps to enforce desi!!n decisions as to which functions belung to which 100"c"
The OSI reference model consists of 7 layers. many of which are fUMher suhdi,'itled IOfll louh,
layers. The POSIX 1003.0 guide defines an OSE rcfercnce mudt'l consisun!! uf fh,ee layt'I'
and two interfaces. as shown in Fi(!ure I,

5.1. Interfaces

An "interface" is the meeting point between two layers in a hierarchy. Perhaps the 01"'1

imponant desi,n issue in large software systems is the correct specificatiun 01 clean "un~·

tional interfaces between the components. It is no accident that the POSIX 1003.1 standard i,
known as the "System Applications Program Interface Standard". because it attempts to
define an interface that will hide implementation details of the operating system fmm the
funetional effect a user application program expects of the implementation. Althuugh one
may UJlIe that POSIX 1003.1 does not completely achieve Ihis ,oal. one can al!>o lIJ'!ue that
any failing in this respect is due to its role IS the definition of a historical Unix syslem.
Clearly the plethora of POSIX 1003.• standards spawned from the inilial POSIX effort have
focused i1most exclusively on the ,oal of defining interfaccs.

5.3. Protocols

A "prorocol" is Ihe set of rules and data formats by which information nows between
two or more entities at corresponding layers in a hierarchy. The task of precisely defining a
protocol invariably requires a correspondingly precise definition of a model of the panicipants
in the information elchange. This in tum lends itseU especially well to simulation and morc
formal techniques for verifying the correctness and completeness of the design. Protocols
also lend themselves to developmenl of test suites to verify confonnance to a standard.
because they permit the testing method to observe informalion ftow wilhout interfering with
the entities panicipatinS in the ftow.

6. Realtime Standards

The POSIX 1003.4 "Reahime System API" standard consists 01" a number nf operating
system facilities that are tnditionally associated with realtime programming. The topics CO\'· .

ered by this standard are shuwn in Table 4.
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Table 4. POSIX 1003.4 Realtime Extension~.

Binary semaphorc5 I

Process memory locking
Shared memory
Priority scheduling
Asynchronous event notitication
High resolution timer..
Interprocess communication
Synchronized 110
Asynchronous 1/0
Realtime filcs
Performance lIletri~',

Unlike the l'OSIX I()().l, I lotandanl. which WilS cssenllally it cu~hl1calllll\(It exist ill!! l illi\
til~I"ticlo. a numhcr of the reallune facilillclo in POSIX I()tU... thJ nut cxiM in lfnix and welc
in"cnted hy the standards cmnmillee. This IS more the approach takcn by IS(» in developing
the protucnls associatt'd with its 051 model and is more like an cxcrdsc in llcsign than in
sfandardizatiun. Perhaps for this reasun. the standartl underwent considcrahle diSCUSSion anti
revision 04 dralls) thai dra~l!cd out fur a len(!thy pcrillll (If tilllc. In the process. Iwo suh­
sidiary projects were spawned: roslx IOU3.43 to consider :\ threads intcrlat:e. ami POSIX
IOOJ,4h to cunsider additional extensions that could n"t be resolvcd in time for approval
under 1003.4 itself. Because there are no prillr implementations (If sume of these realtime
features. it is difficult to foresee the problems. interprctatiuns. and side effects that will arise
when they are actually implemented and utilized in practice,

At the cllrTtnttime. draft 14 of POSIX 1003.4 has been approved by the IEEE Standard,
Board and is awaiting publication and eventual approval by ISO. The other parts of 1003....
as well as the realtime AEP (1003.13). are still underdevelopment allli nmy not be appro\'cd

for some timc.

6.1. Performance
Of significant importance in the POSlX 100:\..1 standartl is the indus,on ul perlormance

metric!li. This is the only POSIX standard that explicitly deals with pcrfomlan(C issues. all the
others defining conformance in terms devuid of any relerence tn thc time taken to pcrfonn a
particular function. A panicularly nasty area is Ihe interaction between sign:lls and the real­
time extensions. panicularly threads. For example. since 1003.1 is specified without regard hI

perfonnance. there is no effective constraint on system overhead during contcxt switchcs. dur­
ing interrupt servicing. during critical sectinn lockouts. etc. The approach 0" nt:lny historit.:al
Unix implementations. 10 simply delay deli\'ery of si(!nals gcnerat~d durin!! a system call.
cannot be used in a realtime operating system.

The perfomlance metrics included in POSIX I(X)J~ re~luirc iI cunhmuant syslcm III

specify a maximum time to perform one operation uf a sin~lc system call. such as posting a
semaphore. or w:litin! on a semaphore. in onc or morc wcll defined situmiuns, There is al .."
the requirement that pertorm:mce metrics be supplicd rctruacfively fur functions delmed in
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other parts of the POSIX standard. such as 1003.1. since the performance of many of thesc
functions may be crucial to a realtime application.

It is perhaps the role of the reaJtime AEP (1003.13) to specity more clearly the need for
perfonnance metrics tbat apply to the entire operating system. not just individual functions.
There is also a need for a set of well-defined benchmarks that @o beyond teSlS verifying that a
feature does or does not conform to the standard. These benchmarks need 10 characterize
classes of applications that utilize combinations of features. as specified in an AEP. This is
the only reliable way that performance of different systems can be compared (101.

6.1. Confonnence

For all the POSIX standards. it has been left to national organizations to develop test
suites and approve teslin, laboratorie~. accreditation crireria. validation bodies and ceniticJ­
lion procedures. In the U.S.• this is handled by the National Institute of Standards and Tech·
nololY (NIST). NIST's Computer Systems laboratory (CSL) is the ofricial POSIX validalion
body in the U.S.• and NIST's Federal Infonnation Processing Standard (FIPS) IS 1-2 (7J
defines the tcsting required for cenitication of conlonnance 10 the POSIX Iro.t 1-19CJ() stan­
dard.

1. Ullllzin. Standards In DAQ Design

It is clear that the proliferation of standards It all levels in the software picture will ha\'e
• significant influence on the design of data acquisition systems. If nothing else, it has already
had a profound influence on the design of realtime operating systems Ind their vendors
(21113). Gone are the days of small, stand-alone kernels designed with little re,ard for other
kernels or development systems. Today. vinually every realtime vendor has committed to
both roSIX 1003.1 and 1003.4, plus has provided networking (typically TCPIIP) and graphi­
cal user interfaces (typically X-windows). In addition. realtime operating systems are fre­
quently bundled with compilers for standard languages (typically C. C++. Ada). integrated
visual debuggen, and other facilities that constitute a complete development environment. II
is rue to find I vendor th.t provides systems for juSt. single hardware platform - portability
between different platforms has become almosl as imponant for the vendors (in tenns of pro­
viding a bigger market for software as a commodity) as it has for the users (in terms of pro­
viding a biaer choice of producls). Undoubtedly, the existence of POSIX has provided a
DAQ system designer with more choice. Vendors are more likely to implement an approved
standud than to undertake the risk and cost of designing their own equivalent system.
Reduced risk and cost also makes it more likely vendors will make lon, tenn commitments to
supportin•• standan:l product across various platforms, to the obvious benefit of the users.

Consequently, the factors loing into the choice of a realtime operating system have less
to do with kernel-type functionality (they all provide POSIX, networking.sraphicaJ user int~r­

faces. elc.) and more to do with how well the many different standard facilities are intel!rated
and supported by the vendor. Perfonnance is still an issue. of course. but it now depends less
on raw processing speed since newer, faster pladonns are constantly comin, to martet (it is
estimated that processor speeds have been doublin, every 18 months to two years for quite
some time). Therefore, the ability to simply move easily to the newer. faster technology (i.e.,
to be portable) is often the cheapest solution to a performance limitation. Perhaps even more

.,.

imponant may be the need to inte!!rate older existin!! technology with newer technolugy in a
seamless manner. a goal requiring a layered system desi[!ned for interoperability.

Since vendors are providing facilities defined by standards. system designers need hI

know what those facilities are and how they can be incorporated into the designs. For stans.
the ,enera) guidelines for open systems, in particular the POSIX 1003.0 Guide to OSE. and
the XlOpen XPG. should be required reading for the DAQ design team. Desi[!ners should
also follow the guidelines utilized by the standard reference models when designin!! their own
system: the primary desi!!n emphasis should be on developing a reference model for the dal:l
acquisition system, subdividing it into function;a1 layers with clean intertaces that can be di~·

tributed between entities communicatin[! with efficient protocols. Models should be devel·
oped for the layers. and test suite~ developed alan!! with them to verify that the difterent enli­
ties will interoperale. Mandatory use of ohject oriented languagcs. SUdl as ('++. will hc:lp It I

enforce lhe modularily of Ihe layer~.

It IS essential thaI the desi~n team be kept small and remain with the proiect Imm ih

inceptiun throu~h tu its actual usc in experimenb. so that at leasl a few collaborators will
always ha\'c a "total picture" of all aspects of the lOysICIlJ. The dcsif!ncrs must ensure thc CUll·

ceptual inle~rity of the system. and try to convey this coherently to all collahorators lly pro­
viding accurall!. ulHo-date documentation accessible via the World-Wide Weh (WW\\' I

Given the hypertexI nalure of WWW. links should be pro\'ided direclly into all parts of the
development effon. includins desi~n documents. models. simulations. e\'en actual code mod·
ules for purposes of sharing and review.

One of the lessons vividly demonstrated by the layered models used in nctworkin!! is thaI
the layers provide a clean framework for dealin, with chlUlging technology. Higher layers
and their protocols (i.e.• TCP and IP for example) can remain essentially unchanged while
lower layers and their prorocols are completely reimplemented to confurm lu newer tc:dlOolu­
,ies H.e.. ethernet. token ring. FODI, ATM. etc.). And when eventually the assumption~

embodied in the hi~her layers become out of date. they roo can be reimplemented. therett)
providmg significant flexibilit)· to a data acquisition system whose lifetime is to eXlend over
more than one or rwo years.

A food example of the advantaL!es of layered design is WWW (I J. which h al~1I all

instance of a highly useful application of distributed computin~ accomplished in a transparenl
manner. WWW can serve as an example of how the pieces of a DAQ might be designed.
developed and tested in a geographically disperse manner. Analogous witb WWW. the DAQ
design could include I control layer that identifies objects in a universal manher and provides
a general protocol tor communication between them. During development and test. the
objects would be geographically dispersed and communication would be over the Internet.
Although the data rates would not be adequate. the inleroperability of the pans could be vali­
dated. When the parts are brou~ht to,ether for the actual experiment. the Internet la)'er~

would be replaced by higher-perfonnance communications. but the majorilY of the inte~ration

would have already been accomplished. This design approach also lends itself to modeling
and simulation. because of its emphasis on layerinp. interfaces. and protocols.
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8. Conclusion

This paper has described the role of open software standards. panicularly POSIX. on the
design and implementation of DAQ systems. A number of issues were raised. and sugges­
tions given as to how to cope with them in building a DAQ system. A much more detailed
discussion ofopen standards, along with their history, is given in (8).
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OUTLINE

1) An Event Builder System

2) A Layered Structure of HEP Data Flow Protocol Model

3) An Event Fragment Sublayer

4) Event Building Scheme~

* Known Sources
* Empty Records
* Compete on Next
* lime Out
* Table of Comparison

5) A Demonstrator System'

6) A Software Structure for Sources and Destinations

7) Discussion
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An Event Builder System Layered Structure of HEP Data Flow Protocol Model

SENDERS RECEIVERS

HEP HEP
Protocol Protocol
Layers Layers

Read-out
4 (Sub)Event .,

Event Building Event Building
Protocol Protocol
Layer Layer

Event SUblayer Event Sublayer

------------- -------------
Event Fragment Event Fragment

Sublayer Network Sublayer
Technology.. Adaptation .,

Data

Network
Unit

Network
Technology Technology

Specific Specific
Protocol Protocol
Layers Physical Layers

Media
Data

4 Unit ~

Physical Media

Subdetector
independent

Subdetector
specific

Read-Out

Processing farms

Sources (subevent formatters)
i

Network int.

Destinations (event assemblers)
i

Datacom int

_________________________________1

~---------------------------------• ,Io'...t----

Should they be
the same?
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Data Flow Protocol Model
in the case of ATM technology

Event Fragment SUblayer

Provides independence of Event Sublayer from Hardware

To/from DAQ higher
protocol layers

.. (Sub)Event -

IHEP ell Data !
I •
, I

I I
I I
I I
I I
I I

EPS CII Data I

Performs hardware specific
functions on NAL PDU

Control Information
Event Protocol Sublayer
Network technology Adaptation Layer
Protocol Data Unit

I

: ATM', .
: Custom Made:
I

I NAL CI I Payload I
I

NAL PDU -:
I

AAL5 Packet :
I

Cell :
I I

I Fiber Channel: Frame :
~-----------------------------------~

CI
EPS
NAL
PDU

Network
Technology
Adaptation
Layer

Event building
Protocol layer

Event
Sublayer

HEP
Protocol
Layer

Event
Fragment
SUblayer .

Event sublayer

Event fragment
sublayer

Event building
layer

i.

<:~: :.,:~"".:t)i

:(, ',~;;"

":;~"f;::;'" ~;::j'f;,.:,

:'

Event building
layer

! --~~~~~-
o Event fragment
~ sublayer
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Event Fragment Sublayer

Event Fragment SUblayer

More Functionality
HEP
Protocol
Layer

IHEPCII Data I
I

Event Building
Protocol Layer

I -----.
I I
I I
I I
I I

I

Event
SublayerAAL5 packet 81ze Is up to 64KByte

Event fragment 81ze can be bigger
• ALICE
• Calibration events for ATLAS and CMS

EPS CI i Data I" ,),~ "
I " "• , I' "

,,' ,,1 ,,' " '.
, I , "

Event .. ...... i 'I
~n;s:,;:,,;, IEFPS cr Datal •• IEFPS cr' Data,

I I

CI Control Information
EPS Event Protocol Sublayer

EPFS Event Fragment Protocol Sublayer
NAL Network technology Adaptation Layer
PDU Protocol Data Unit

,
I I

I
I

:ATM: AAL5 Packe~
I I

:Custom Made: Cen :
I I

:Fiber Channel: Frame :I J

I NAL CI I Payload I
I I
~ NAL PDU ••

Network
Technology
Adaptation
Layer

Sender
Segmentation of event fragments into AAL5 Packets

Receiver
Reassembly of event fragments from AAL5 packets

Therefore event fragment sublayer should provide
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Event Building Scheme: Known Sources

Event Sublayer

Sources participating in the event building process are known

SRC3SRC2

Destination

NETWORK

SRC1SRCO

Info from

Source
Prepare event fragment data for event building in
destinations

Destination
Perform actual event-fragment/event association

SupervisorEvent Building Schemes
* Known Sources
* Empty Records
* Compete on Next
* Time Out

Expected Received

SRCOI ~ I ~

I_ Evem hgmem data II::E: ~ ~ I

Event is built when data from all participant sources are received

II

I

I

I

I

I

15clftwaIe ............8aUdlrSwl..... ,........

I,

I......javicIII. CBRN

Possible use: ROI building within the ATLAS l2
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Event Building Scheme: Empty Records Event Building Scheme: Complete on Next

If event building latency is not important
Event building system is large

Sources participating in the event building process are unknown

Empty records assist event building process

Events assigned successively
to the same destination

Event # A Event # I Event # Z

SRCO II II II,
SRC1 II II
SRC2 II II II
SRC3 II II II

SRC3SRC2

NETWORK

SRC1SRCO

Destination The Destination

II Event Fragment Data

o Empty Record

SRCO
SRC1

SRC2
SRC3

Received
..J
~

..J

~

Event Reassembly Tables

Event#A Event # I Event' Z
Received Received Received

SRCO

'"
SRCO ~ SRCO ~

SRC1

'"
SRC1 SRC1 "' .,.'"

SRC2

'"
~ --

'"
SRC2 SRC2

SRC3

'"
SRC3

'"
SRC3

'"
Event is built when data from all sources are received

Possible Use: CMS L2 event-building

Currently received event assists in previous event reassembly

Possible Use: L3 Event Building
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Event Building Scheme: TIme-Out

Event building latency is not Important
or

Event building latency distribution is narrow

Event Building Schemes

Event Builder
Event Size

Trigger Rate

1024x1024
1 Mbyte
7.5 KHz

min
mean

max
sigma

24
30.22
36
1.86 Table of Comparison

Event Building latency
2000 ....~J~.J ••.•••••••

ot. L..\ ..
o 10 20 30 40 50

latency (ms)

1500 ...

~ooo ...

500 ...

~ -

-

-

Event Building Latency
_ 1 I .T~!I, ~Ii~t~~~t!~~,
A
~ 10.1
c
~ 10.2-
~ 10.

3 1\
! 10" \
o t
... t

Q. 10-5 t

o 10 20 30 40 50
latency in ms (I)

Viable Implementation

Scheme Complexity

L2 L3 Hardware Software

Known Sources OK No Very high Easy

Empty Records OK OK Traffic Software
Overhead Overhead

Complete on Next Limited Umited Easy ~asy

Time-Out No OK Easy Easy(obligatory)

Event is assumed to be built after predefined -rime Out" Interval

Possible Use: L3 Event-Building

NOTE: "Time Out" protection is necessary in any case to recover
from failures (e.g. dead source)
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VME-based Event Builder Demonstrator
for protocol development and evaluation

Source/Destination Software Structure

Event bUilding protocol layer

• Event Protocol Sublayer
• Exception handling

• AAlS, ATM and Physical layer initialization

• AAlS Packet Segmentation/Reassembly control

• AAlS, ATM and Physical layer exception handling

• AAL5, ATM and Physical layer statistics

• Traffic Shaping (source)

• Event Fragment Protocol Sublayer

• AAlS and ATM layer interface library

• Physical layer interface library

• Traffic Shaping interface library (source)

Network Interface layer

Hardware specific layer

Ethernet

UNIX
ws

UP

Broadband

Test

Equipment

.' ~i'" ·;1t!'t~-....,....

ALCATEL 8 )( 8 ATM SWITCH
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*

•

•

*

*

*

Goals of software protocol developments

Working event builder demonstrator system

Network technology independent event protocol sublayer

Study of various event building schemes

Optimization of software overhead in sources and
destinations

Implementation of traffi~ shaping schemes

Support for exception handling and error recovery

S..........,....8IUdIrS............
I. MadjlYldle. CI!RH
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2) A Layered Structure of HEP Data Flow Protocol Model

3) An Event Fragment Sublayer

4) Event Building Schemes
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'* Empty Records
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'* Table of Comparison

5) A Demonstrator System
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An Event Builder System Layered Structure of HEP Data Flow Protocol Model

SENDERS RECEIVERS

llEP i I HEP
Protocol I i Protocol

I
Layers , Layers

Read'OU~ l
(Sub)Event •

Event Building Event Building
Protocol Protocol
Layer Layer

Event Sublayer Event Sublayer

-------------- - - ---- - - - - - - - -,
Event Fragment Event Fragment i

Sublayer Network SUblayer .__ .1
Technology

'4 Adaptation ..
Data
Unit

Network Network
Technology Technology

Specific Specific
Protocol Protocol
Layers Physical Layers

Media
Data

'4 Unit ..
Physical Media

Subdetector
independent

Subdetector
specific

Read-Out

Sources (subevent formatters)

Processing farms

Destinations (event assemblers)
I

Datacom int

1 --------------------------_

1

~-------------------------------_ ... ..., ...' ....1----

Should they be
the same?
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Data Flow Protocol Model
in the case of ATM technology Event Fragment SUblayer

Provides independence of Event Sublayer from Hardware

To/from DAQ higher
protocol layers

~ (Sub)Event ~

Event building
layer

! --~~~~~~~Y!~-
o Event fragment
rI)

sublayer

t
I
I
I
t
I

: Performs hardware specific
: functions on NAL PDU
I

I

1

I

1
I

r---------t"----~I

IEPS Gil .Data I

Control Information
Event Protocol Sublayer
Network technology Adaptation Layer
Protocol Data Unit

IHEP Gil Data I
I
I

I NAl GI I Payload I
I 1

14 NAL PDU -:
: I

: ATM: AAL5·Packet :
I 1

I Custom Made: Cell :
I
I 1

I Fiber Channel: Frame :
I

------------------------------------~

CI
EPS
NAL
PDU

HEP
Protocol
Layer

Event building
Protocol layer

Event
Sublayer

Event
Fragment
Sublayer

Network
Technology
!,daptation
Layer

Event sublayer

Event fragment
sublayer

Event bUilding
layer

AAL5 packet

ATM cell

SONETframe

Physical Media

~.

~
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Event Fragment Sublayer

Event Fragment Sublayer

More Functionality

HEP
Protocol
Layer

IHEPCII Dala I
I I

, .. .
Ir--E-F-P-S-C-IIData I

I
• I

I I
I I
I I

I I

I I

Event
Sublayer

Event Building
Protocol Layer

I

IEPS CI i.' . ~ata .J.
• I I ,. . ,. . ., ,
t ..

Event i ( ...
Fragment IEFPS CI, Data: ••
Sublayer

AAL5 packet size is up to 64KByte

Event fragment size can be bigger
• ALICE
• Calibration events for ATLAS and CMS

CI Control Information
EPS Event Protocol Sublayer

EPFS Event Fragment Protocol Sublayer
NAL Network technology Adaptation Layer
PDU Protocol Data Unit

Therefore event fragment sUblayer should provide

Sender
Segmentation of event fragments into AAL5 packets

Receiver
Reassembly of event fragments from AAL5 packets

Network
Technology
Adaptation
Layer

•I NAl CI 1r---p-aY-IO-a-d--1

:... NAL PDU .:, ,
I I

:ATM: AAL5 Packet:,
:Custom Made: Cell
I

:Fiber Channel: Frame ,, J

Software I'rolocoII far EvelII Builder Swilcbin, Networks I. Mandjavidze. CERN
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Event Building Scheme: Known Sources

Event Sublayer

Sources participating in the event building process are known

SRC3SRC2

NETWORK

SRC1SRCO

Source
Prepare event fragment data for event building in
destinations

Destination
Perform actual event-fragment/event association

Destination
Info from

SupervisorEvent BUilding Schemes
* Known Sources
* Empty Records
* Compete on Next
* Time Out

Expected Received

SRCO I ~ I ~

I_ Event fragment da~ II ;:~~ • ~ • ~ I

Event is built when data from all participant sources are received

Possible use: ROI building within the ATLAS L2
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Event Building Scheme: Empty Records Event Building Scheme: Complete on Next

Event building system is large
Sources participating in the event building process are unknown

Empty records assist event building process

If event building latency is not important

Events assigned successively
to the same destination

Event # A Event # I Event # Z

SACO II II II
SAC1 II II
SAC2 II II II
SRC3 II II II

SRC3SRC2

NETWORK

SRC1SRCO

Destination
The Destination

II Event Fragment Data

.0 Empty Record

SRCO
SRC1

SAC2

SAC3

Received

'"'"
'"
'"

Event Reassembly Tables

Event # A Event # I Event # Z

Received Received Received

SRCO ~ SRCO ..} SReO ..}

SRC1 ~ SRC1 SRC1 .. vv
~ v ---.;;...,...0

..}SRC2 SRC2 SRC2

SRC3 ..} SRC3 v SAC3 v
Event is built when data from all sources are received

Possible Use: CMS L2 event-building
Currently received event assists in previous event reassembly

Possible Use: L3 Event Building

Software ProlocoIa for E¥CIII BlIilckr $wildliD. Networb
I. Mandjlvidze. CERN Software PnltOCClla for Bvem Builder Swilc:lUa. Networks l. MaDdjlvidze. CERN
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Event Building Scheme: Time-Out

Event building latency is not important
or

Event building latency distribution is narrow

Event Building Schemes

Event Builder
Event Size

Trigger Rate

1024x1024
1 Mbyte
7.5 KHz

min
mean
max

sigma

24
30.22
36
1.86 Table of Comparison

Event Building Latency
2000 .

01.,···".··.1 ... \.,
o 10 20 30 40 50

Latency (ms)

1500 ...

1000

500 ...

A
-

-

Event Building Latency
Tail Distribution

_ 1 I "'1""1",\1" 'I"

1\
~ 10-1
c:

~ 10-2

:; 10-3 I

110" 1\o I
~ I

Q. 10-5 I

o 10 20 30 40 50
Latency in ms (I)

Viable Implementation

Scheme Complexity

.L2 L3 Hardware Software

Known Sources OK No Very high Easy

Empty Records OK OK Traffic Software
Overhead Overhead

Complete on Next Limited Limited Easy Easy

Time-Out No OK Easy Easy(obligatory)

Event is assumed to be built after predefined "Time Out" Interval

Possible Use: L3 Event-Building

NOTE: "Time Out" protection is necessary in any case to recover
from failures (e.g. dead source)
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VME·based Event Builder Demonstrator
for protocol development and evaluation

Source/Destination Software Structure

Event building protocol layer

• Event Protocol Sublayer

Exception handling

• ML5, ATM and Physical layer initialization

• ML5 Packet Segmentation/Reassembly control

• AAL5, ATM and Physical layer exception handling

• AAL5, ATM and Physical layer statistics

• Traffic Shaping (source)

• Event Fragment Protocol Sub/ayer

AAL5 and ATM layer interface library

• Physical layer interface library

• Traffic Shaping interface library (source)

Network Interface layer

Hardware specific layer

t-

f--

Ethernet

UNIX
WS

~
~

• HP
Broadband

... Test r
Equipment

I I I I
,

IOmos
• • ••

~ . '

IF

~~

.. .
ALCATEL 8 X 8 ATM SWITCH ITranspute~ B300

Link
I\...J 4 x622 Mbil/s SUN

. Switch t---f-

loop back links Management
ATM EVENT BUILDER

RIOIRIOIRIOIRIO II RIOIRIO
RAIDI SRC SRC SRC SRC DST DST

, • , , i .. I i VME

SONET

~~MbEt!tt·"l······l··I..~.
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*

*

*
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Goals of software protocol developments

Working event builder demonstrator system

Network technology independent event protocol sublayer

Study of various event building schemes

Optimization of software overhead in sources and
destinations

Implementation of traffic shaping schemes

Support for exception handling and error recovery
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Design and Simulation or Fibre Channel Based Ennt Builders

W.Greiman
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A rredcacrmin&:lI al!!lIIithm is used for stati~'

ruutinl! and nu ~untrol mcssal!cs arc rC4uired 11'

imr1cment it. Thl' examric uf mund rohin
destinatinns will he di~ussoo helu\\".

TIll' SlIllrl'eNIIl!cl )hj reJlresenl' hulkrs ill
sllun:c nutks. II maintains C\'cnl f..al!menl
4ueues and collccts much IIf the flCrte,rmancc
dala

L. Marelli. G. Momacchi and R. Sriwoks
CERN, Grnf'I'I', Sl4'ilUrllmti

A model for event huildcrs hascd tin Fihrc Channel and lIiPPI lIwit~hes i...
descrihccJ. A simulation rm~ram for this model ill imrlemcnacd in MOI)SIM II.
1be model and rro~ram are verified usin!! mcasurl'd dala from a small Ififlfll
evenl builder. Pcrfonnance tlf an evcnt huilder usinJ:! a sinl!lc 2~(1 x 256 ru",
swilch is simulated. A Iwo stal!e architecture for event huildin~ is dcscrihl.'tJ and
simulation ill calTil.'tJ out fur a larllc tWII stal!c cvcnt huilc.lcr. Results of Ih&: sinl!l.:
and Iwo sllIl!e event huildc:rs are cllmrared.

..1:vcnl(K:ne)......

"Sr,·N,.I,·'I"",

"lhINIIlk:II"'"

hl!IIrC !: 1\ '1IIl'lIill!! 1Illlliel Itl CWIII hllll.llll~

"t·.\TIIII·,al!.II,,,·

VER iFICATION OF TilE MOIlEL

I=II11r conlelllilln alfloritlllllS ha\I' hcl'n
imrlcmcntell. lbey arc liIe), rriurily, randum
and mund mhin. TI,e lifo all,!nrilhm selecls the
snurn' nntk wilh the messal,!e Ihal has hoxn
4ueucd I"lIr thc Innl!cst lime I"lIr a I!ivcn
destinatinn nllde. TI,e prinrily all!llrilhm s~lccl"

Ihe n.llIc with Ihe Inwcst n.llIe II) thai has a
messal!e quelled fill a l!h'cn dc:stin;llilln. Thl'
randum all!lIrilhm draws a randum source nude
wilh a mcssal,!e 4"cucd 1m a l.!ivcn dcstinaliun,
Thc mund ruhin alpllrilhm is imrlcmenled hy
each c.lcslinalinn mllll'. £lid, dcslinatinn nllde
scans snurce lllllles in a drcular I"a...hinn Illukin~

fnr mcssal!cs wilh its deslination.

1 he mndel wa.. \'clilil'll hy llsin!! In&:aSlln:mcnr,
01" lliPPI dala rerfllrmcd hy It Spiwllh 151.
Measuremenls of Ihmul!hpllt \'S, messa!!c si/c
haw blocn pc:rl"nrmlod with Iwo sllun:es scndinl.!
",essa!.!cs tu a sin!!lc dl.'Slinatilln. The
mcasureml.'nL'i h;l\'e hec:n dunl.' usin!! threc
sllHware all,!urilhms. TI,e link paramCIl.'rs.

Thc l)sINlllleOhjC:l'l implemenls lh~ SWitl'h
contenlion al~orilhm ;lnd the link mllde!

111e Evelllfra!.!Ohj cunlains ruulin!! dala ami
infunnalinn ahnut the C\'clll Ihat is used III
l,!athc:r rerle'nnancc slatistics,

Aller a ~Uflnectj,'11 IS cSlahhshed. the Iranskl
lil1ll.' fill a ntc:ssat!l.' IS assul1led III he a lineal
lun~tilln uf the mess:ll!e si/e.

A 4ucuinp mudd fur Ihe Fihre Channel C\'Cnl
huilc.h:r has hl:cn dc:vclll"ed. n'is mudd has
heen imrlcmenled as MODSIM nhjccL... The
mlldd with the main ohicCIS is shuwn in fil,!un'
2.

A M()I>SIM IMPl.EMENTATI()l'

It is assumed that data is transferred hy Fihn:
Channel ~1i1"iS tlnc conn~tiuns. Source nodc:s
usc "camr on" mtlde which means they hlock if
a l!iven destination is hll~y n..'Ccivinl! data fRlm
anuther ~un:e. This mudd can alsn he uscd
for Ilil'PI switdll'S. It is asslIOll'd that crrur
hw dchwr)' ul data i.. rmvidcd hy the Fihrl'
Channd.rmtllclIl.

timl.' = dl'adTillllo ... sill'11inkSpxd

The EventGcn( »hject is the cunlml uhjcci ,'ur
the simulatiun. It cunlmls huw many eventt; arc
~encralcd. d,,:ir size and interJrri\'a' liml'
distrihuliun. Expll1ential ami cunslanl
dislrihuliuns have hL.ocn imrlcmented fur
inacr.arri\'al time and sizc. This uh.icci als\!
imrlcmenls the c.lcstinatiun alpnrithm fnr c\'Cnl
frill!mcnts. Twu all!urithms havc hL.-cn
imrlerncnted fur dc:stinatillns. I>ynamic Inad
halancinp has bL'cn il1lrkmcnled hy drawin:
dcstin:lliun ntlllcs frum a r.amlnm dislrihutiun.
Sialic luad halancinl! is imrlerncnled hy a mund
mhin lligurilhm Ihal cycles Ihmu!!h destinatiun
mlllcs.

11,e I"aramelers for Ihis fUI".'liun arl' a rer
messal-'C uvcrhcad nr llnulTim,. in usec ami a
IillkSlJf'1'l1 in MB/S\.'C which is Ihe ;asymrlUlil'
sfll.'cd fur l;arl,!e messal,!cs.t~a"'lnenl' I,.,n rrCYIlIll, lewl

nlltJcs could he readmll crate,- and Ihe data
cuuld he fmm lew' Iwu in a deleclor likl'
ATLAS fur L1le. The inrUI nudes send all
fr;al!menlll le'r a J:!iven event It, ;I singk'
destination nude.

FiJ!uIC t: Nud: dlaJ!rnm .... a Hhrc ('hltnllcl evt.'Il1
huildc:1

BUill C\"-'lli. III nt:lllewl

The mUlinp uf cvents tu deslinaliun nudcs may
I\: dynamic or static. In Ihe case of dynamic
",lltin~. Ihe cuntrnl nnde aCCerlS re4"csls fur
cvenls I'RIm c.lcslinalinn nodes. TIle conlrll'
nude sends the destinalinn fur each e\'em ItI all
SUllrt:e nlllles. It is assumed Ihal Ihis cnntrul
I"unclinn is dlicienl and dues nol imraet
rerfnnnancc:. For examrlc it COllld hl.­
imrlerncnted hy hmadcasl mes~al!cs.

There are lL~ICmml uutrut nudes. These nodes
collcct ;all fragmenlt; fur a l!i\'Cn c\'enl and send
this "huilt" evcnl tn the next Slape III' DA(}.

AN EVENT BUILDER MODEL

INTRODUCTION

These communication.t; prolocols were not
desiped (or this type of applicalitm, It ha.t;
been clear that problems, such as celliuss, cuuld
occur with the ATM rmlocol. Much work (41
has been' done hy the RIB I rn*cl In
understand usc: or ATM lor event huildin~,

This parer studies an:hilcclurcs and
perfonnance of Fihre Channel has,,'tJ event
huiJderso

The mOSI common architecture consisls uf a
1in,Ie Iar,e switch cunnectin~ readout cratcs tu
fann event builder nodc:s, f(c4ucsls fur cvents
are senl 10 all readout cratcs and all li'al!menl\
of • ,iven evenl arc routed lu a sinl!le
destination.

1'he moc.lcl fur one lIla!!e uf ;a Fihre Channel
event huildcr is shown in Ii~ul'\: I. The medel
has IrcC,,,,nt inrut nudes. These nudes culleci
data from II previuu... st;a~e of I>A(}, These

A number of pmposals 11.2,31 have becn made
to use commcn:ial communications switches fur

.evenl building in DAQ systems for fUlure high­
energy physics exrerimentll. 1bese proposals
lie based on ATM or Fihre Channel rmlocols.

'.
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Rftn;,h:,

t-il!urc 7: p:rtnnnalll:c t:K.1I1rs tm a 16 x Ih ~wildl

PERFORMANCE FACTORS

(Ither I'at:lors that al'li.:ct rerfumlance arc link
overhcad, fra~mcnl sile disiribulillll and
inlcranival time distrihulinn. Thc l'urve lahclcd
Zero has the same assumptitms as the Knunl!
curvc cxc:cp' Iha' the link dcadTimc paramcter
is l.ern. Eliminalin~ dead time improvcll Ihe­
~rfllrmancc, hUI 11111 hy Ihe ~lI'''. ex ('CClcJ.
l1\e linal cUl've lahcled Fixcd is the same as till'
Zern curve hUI Wilh liltL'll dislrihutillns fur
fral!ml!nl !lizc lind inleranival time. This mndd

The imprnved ~rfllrmanl'c lIf Ilw tWII lilalle
event huilder over a single 5tal!c event huildcr i~

due til two l'ac,ors. switch size and ~slinalion

algorithm. These plu... ulher rcrl'ormancc
faclors are iIIuslralL.'C.I in fil!ure 7.

uf 41 c:i " This is ahout 75% heller Ihan Ihe
single 5la,e evcnt huilckr.

The first I'al·,,,r is switch sill' Lar!!c switches
arc nllt ahle til haRt"c l"lllllenlioll as well a...
small SWilChl's "lIr Ihe ac:~css pattern (lrescnled
hy e\'cnl huildinl!. The curvc labcklJ Ranll in
li~nrc 1 has Ihc same assumptiuns as thc 25ft x
25ft swilCh, The maximum e\'CI1I ralc h 171MI
IIr 42'1. ~rcal,'r lhan the lar~c switl'll.

SO Jj' .t: ,
.0 ,: i

C ': • ---Rand30 ,. If ,! . --Round
! 20 I' I
~ I; . ......Zero

10 : , - • - • FiKed
o _.'t6.=.::•.::._._._.~

o 2000 '000 6000
Events/sec

1'hc sccnl1lJ I'ac.:lllr is the dt:stinalilln dislrihulilll1.
Thc curve labeled l{uund has the round mhin
distrihutinn used in Ihe firsl s13l!c of lhc tWII
sla!!C mudd. Thc round rlIhin di~lrihlltiCln

decreases lk:slinalilln cuntentictn since il has a
mllre unil'lIrm time intcrval hl:twc~n eVenls wilh
a l!iven destination.

_300

: 250

/t 200I 150
100

R so...
0

0 1000 2000 3000
load ,evenls/secl

dclcmlincd hy the tntal rmccssing rower of the
suh"arm. A round robin algorilhm is uSt."lI in the
simulation,

The ~1'li,"nal1J:e III' nnc uf the lil'st s'a~c It, x
Itl eyelll huiWcr is shown in lil!urc 6. The
maximum eyenl rate is 2f(I() 'ilr a link ellicil.'flCY

"'J!II"~ 6: Ihruul!llrul "\. 111;,,1 Ill,. Ibc I'ir\1 slil!!...

t\ TWO STACiE EVENT IHIIlJll:l{

Suhl'arms U!Ie a dynamit: load halancing
algorithm. Sllhl'arm prucessurs requcst evenlll
from a suhfann conlrol node which forwanls
requesls to suhl'arm source nodes which are
suhdeaeclor suhcycnt huildcr nodes.

If necessary. dynamic luad halancing hctwccn
suhl'amls CUllIII hi: uchicYl.'d hy !lending
t:umrlcte CYCIl'lI hCtWl'l'Il suhl'anns nvcr a sin~lc

small swilch Ihal cllnnccls sllhl'arm cunlrullers.

Thc dcslinaliun al~lIrithm fur the lirst sla,e is
mund rohin. The all!orithm fur lhe 5Ceond
sta,.: chnoscs cJc.stil1alion nodes I'Rlm a randum
distrihutiC1n, A tn...1of 1CI,f1nU events hay.: Ilo:n
!limulated al cac.:h cvcnt rollC.

Simulatiun (II' a tWII SI:ll!C C\'cnl huilder elf lhe
samc sc.:ale as the sin!!le slage cvent huilder
ahnve hall heen can-icd nul. Eac:h stal!c nf this
event huildcr cunsists (If 16 swilchcs each
havinl: J6 II 16 P'rtS. The values USl.'d in Ihe
previuus simulatilln are u~'d here I'lIr the
fnlluwinB: link speed. link nv"..rocad, mean cvent
si1-c. evenl intcramval lim.: distrihlltiun, mean
.:vcnt fra,menl si1£ and silC dislrihutiun.

I-;Irlllll...I..,

II' 1II'"h!:'·...1I1
Inllhk'r'

In \\\,Ih'h... ,

50!) 1000 'SOO
load levenls/letc j

/
U 2501....
ai 2000

~ 1500

1,000
.c:
g' soo
e
::. 0Iii

o

"'~lIIl' ~: 1"'" MOl!!... l·'·...l1ll\1l1hlt:r ;1,,:IIIICl:IIII~'

In alillilillll III hnk Cnil:ll'nl·~'. lh~'h' ;111' sncI,.1
uther rllll:nllal rruhkms Wllh Ihl" an:lulcclUll'
Tht: ellsi amI J\'Olilahilily 1.1 lal'~l' hhh' Chann,·1
sWlld1l.'lI i.. 'Iill an 1Ifl\.'" ll"l,..II".. '1 hi' U'l' III ,I

sll1l!le lal"l!l' sWIII:h rl'Csl'nh Sy..ll'lll ,11.'\·dllrl11l'1I1
alUl inte~r;llillll flrtlhlenh lhl' al'dlltcC:Il"~'

fClI"m:s larl!l: hulkrs and ,:"mplc, I:"ntrlll 111

Ihe readllUI nail·... NIIIIl' i,l Ihl'~' rwhll'ms al~'

"alaI. The rcrlilmlance III a larl!c sinl!lc stal!l'
evenl huild~r dcrcnd.. strun!!ly un the
dislrihutilln n," cvcnt "raJ!ml'nl Si/Cll nlis sludy
is haselllln an anilicial expmcnlial dislrihuticlI1.

Thl' !irsl St:l1!l' IS assllnll'II h' ll\C a slalil'
al,nrilhm In mulc C\'Cl1lS III suhlann,. nIl'
fraJ:,illn III C\'l'nls ~nt til l'al:h sllhlann i..

h~urc 4: 'hmul!hf1l1' n. 111:111 I... :1 :!~\ It :!:\h I'lin !\III)!!.:

MOIllc eYe1l1 huikk'r

An an:hilcclurl' lilr a IWII sta1!c l'wnl huildcr
hascd lin smaller switchcs is shu,,"n in hl!url' 5.
Th~ lirst sta!!c t:urresplllJ, lu suhtlelccllII:\
DOl' IIr mlln: suhcwnt huildl'rs an: a~~lIc:iall'J

with each sllhdclcclur. nil' Sl'cllnJ stallC
ccmsiSlS (If suhl"arnl",

TWO STAGE AI{cIIITECTtJIU~

ThnlUl!hrut vs. uUcred Iliad is shllll"n in fll!url'
.&. Thill eycnt huilder ha'i a maximul1\
Ihroul!hpUI nl' DhclIll 121•• cvcnlls~t:. Tht: li..k
eflicicncy is 24Cl· IIllhis rJtl.'.

fi,un: l: mcasured d;lIil vs. simulillinll

At;n:cmcnt fur mcssa~s fUllr KB and larl!cr i,
very SUIt<!. The mea...un:menl.. fur smalkr
mc:ssagcs had an additiunal software uvcrhead
and so a t;ood fit is not expected.

SINGLE STAGE 25hx25() IJ()RT M()I)[1.

A MOllSIM simulalion was rerfnrmctJ usinl!
these parameters. Thc results arc shllwn in
fi~ure 3.

"S
..0

- 3S

i ::
'; 20
11 '5
II: '0

5
O~ "

0.1 1 10 lOll 1000
S,ze(KB/

11k: modl:l ha.~ h:cn used lu simulate a larl!c
sin,1e slil,e event buillk:r. This model hus 25h
soun:c nndcs and 256 destinatiun nodcs. Thc
IIk:3n event aile is two MB and the inleram\'al
time distrihution f"r events is c:xr(lllCmial. Tht:
m~n evc:n' (raltmcnt sii'.e is ci~ht KB with an
exronentiaf SilC distrihlllillil. nlc maximum
link sp-,--d ill 40 MB/sec with a messapc
ovtrhetld of Wit u~'t. The switch contention
Ill~orilhm i~ FIFO. The ~stinatiun all!urithm is
random 10 simulate dynamic luad halancing.
~(1(Jn events have ~"Cn simulated for each evenI
rolle.

dcallTime and linkSJlCcd have hcen determincll
for messll~cs of "our KB and ~reatcr. The
IinkSreed raramclCr is -105 MB/scc 11Ir each 1'1'
the: dalasets. The ocadTlme rarameler ha'i
values uf 75, In and ~111 usel: f(lr thl'
resrec'ivc dalase's.
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ochieyes IllU% link cnicien~}'. This shows h\1\\
much rcrt'ormance dercnds nn the ha,;ment sitc
anti interarrival time di~trihutinns.

SECONl> STAGE IJERfORMANCE

wrilicd u~inl! mcasured llil l l'l d..I.. A larl!l'
~inl!le lila!!C cvent huildcr has ""'CIl slInulalcli.
Thc liin!!l~ lita!!C archilccturc is lihnwn III ha\'c
Inw link enidenl'y, A numhl:r 01' additllln;.1
rruhlcms haw ""'cn rninicli uul tilr this
architcctun:.

'000 2000 3000
Evenll11ec

",un: II: huller Nze [II' • lIC.'l...1hCI !113,e: "uur,,'\! nude

REFEltENC'ES

An architecture I'ur a tWII Slapc evcnt huilder
hali been cJcvciore"'. Simulation Ill" thi!'
archilecturc lihClWS that it is 7~ll mnre cl'licicnt
than the sinl!le st:apl.' wrsiull

Ad"'iliollal wllll needs til "". lIlIll\' "lila 01111'\'

realisllc CYl'1lI disirihutilll" lrulll rhYSI""
simulalion, hi rclinL' the~ rc,ult, r\ ~arl'lul

Cllsi YS. flCrl'nrmaocc analysl" l1CL'd, til Ill: cJ'"1\'

Inr each archite~turl'

III Vkky White. "FulUrc I'ala A~lfUlSiliul1

ArchitL'Cturell". IJRlC Kth Clln'" lin ("umrutin, in
Hi(!h Encrl!y fJhysics. It M·MI. Santa Fe. NM.
19')11

_.-. Ul000

• ·····UIOOOO

--Avg
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.:,',,".,.- ..,

The p:rformance of the ~..cond sta,;c ha!l ltccn
simuilletl -1th the followin, dinerenccs "RIm
the first stage. The: <.Icslin:uion algorithm is
wume<.lto he random to lIimulate dynamic In;.d
ttalancing in a suhrarm. The event tra~mcnt sill.'
ill 1I11sumed 10 he 16 limes as lar!!c aoo the event
rate is scalL'tI down hy a factnr (lr H.

'0.000

'.000

~ ',000

J 4.000

2.000

o I""""""'" ,
o

The ~~ult of Itds simulation is shown in lil!urc
It This tipre Ihow~ the Imount of hull"er
required 15 a funclion of event rale lor a
auhe\ocnt huildt.., nl~. The curve 1:II1Cled A\'l!
l, lhe avera,e hull",., 5i1.&: .i" a 5uun:c nodl.'.
The CUrvell MUIIIU aoo MIf".1 illulitralC lhc
variation of Ibis si7A:. The curve MII..I is lhe
lIIllJlimum huffer silC 'or any snun:e ncllk
durin, lhe finl "II.' events. MUlClltlt ill lhe
maximum durin, the entire simulalinn nl" IO.C"I
events. This shows Ihal huff\.'rlI mUlil be much
brter lhan. die avera,e size 10 rrevenl dclcclur
dead lime due lu inadequate hum.orin!!. (lnCl.'
.,ain, .,erfnrmanc.:e il' slron,ly dcrcn<.lcnt un Ihe
dislrihulinn or frol,mcnt 5i7es :lftc) inter.ani\'al
lim,-,-~.

121 W. Gn.-iman, S. Luken anti C. Md"oIriand.
"UliC nf Cnmmcrcial Oi,ahil lJata SWltChc." tur
SSC and LHC Event Builders". CHEP'J2.
AnftL'Cy. France, rl'. IM4·IK1. Scrten,hcr 19')1.

I~I W. Hlll.1.1I1i ct at "lIi(!h t'crl'urmanc:e Evenl
Uistriltulilln Usin(! H'IJI'I". CHE'Jl)1. AnftL'C)'.
Fr.lftcc. rr. '92·19~.Scrt\'mhcr '')4)1.

loti J. Christiansen CI at.. "NEBULAS: A hi!!h
rcrtilrmaoce datl·driven event huildinl!
archileclure ha~'d lin an asynchRlnous liClf­
nlutinl! rackel·switchinl! nclWCII...··, CERN I
IlRI>C I ~n·~:' RU·~' Stalus Rcrurl. :!!
Uc.'\.'Cmhcr 19'1.'

SUMMARY

A queuin, mltdel has Ilc:en <.Icvelnrcd fur FihrL'
Channel and HiPPI ha.~-d event builtlcrs. A
MOOSIM II simulatinn pm,rolm I'of this motlcl
has hec..... w'""Iof".'tI. This pm,ram hali h:cn

I~I It Sriwu"s. ""rlltut)·rx' ul all Even!
BlIildin, System hascd un lIil'l"", Inlernalinnal
lJata Acquisitilln Cunf. lbcsc rRlcL'Cdin!!s,
FNAL, UCluhcr 26-2K. lC)lJ.t
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Outline of Presentation

• Modsim model for Fibre Channel and HiPPI event building

• Validation of model using RDt3 HiPPI measurements

• Simulation results for 256 x 256 port switch

• Architecture of a two stage Fibre Channel event builder

• Example of a two stage LHC class event builder'

• Simulation results for the LHC class example

• Future work

• Summary

IlIIIMI'M FNALDAQ:!



Model for Fibre Channel Event Builders

Event fragments from previous level

·'srcCounC· input nodes

"dstCounC· output nodes

SLreams of built events to next level

lfl'IM"~

Model Assumptions

• Data transferred by Fibre Channel class one connections

- Contention resolved by switch in "camp on'· mode

- Model can be used for HiPPI switches

F':':ALDAQ~

• All fragments for a given event are sent to one destination node

- Destination node is detennined by the flow control algorithm

- Error free delivery by Fibre Channel protocol

• Link transfer time is a linear function of transfer size

IUfII"~ FNALDAQ4



Queuing Model Implemented by MODSIM Objects

"EventGenObj"

"SrcNodeObr·
•••

"DstNodeObr·

"EventFragOhJ·

IOfIJl.N.a

Role of Objects

• "EventFragObJ' contains event description and routing data

P.'ALDA(}S

• "EventGcnObJ· is the control object for the simulation

- Event interarrival time and fragment size distributions: Exp, Fixed

- Control mode for event destinations: Random. RoundRobin

• '"SrcNodeObJ' maintains fragment queues and perfonnance statistics

• "DstNodeOhT· implements the link model and switch contention

- Link model based on In3X link rate and dead time

- Contention models: Fifo. Priority, Random, RoundRobin

fSALDAQ6



Summary of Program Arguments

Arguments can be on the command line or in an argument file

-a Interarrival time distribution (Exp. Fixed)
-c Contcntion algorithm (Fifo. Priority. Random. RoundRobin)

-d Link dead time (REAL usee)
-e Event fragmcnt size distribution (Exp. Fixed)
-f Name of argument file (UNIX filename)

-i Number of input nodes (INTEGER)
-I ~taximum link speed (REAL MB/sec)
-n Number of events to simulate (INTEGER)

-0 Numhcr of output nodes (INTEGER)

-r Mean evcnt rate (REAL events/sec)

-~ Mean event fragment size (REAL bytes)

FNALDAQ7

Validation of the MODSIM Model

• Measurements of HiPPI performance at RD 13 hy R. Spiwoks

- HiPPI switch with two sources sending to one destination

- Throughput as a function of message size

• Determine linear fit to link perfonnance

• Perform MODSIM simulation and compare results to measurements

• Additional measurements needed

I011 IIlN FNALDAQ8



HiPPI Performance by R. Spiwoks
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Time per Message for HiPPI Data (R. Spiwoks)
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Linear Fit to HiPPI Data
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FNALDAQ II

Parameters for Linear Fit to HiPPI Data

time =deadTime + sizeninkSpeed

Dummy Merge Sync

Link Speed (]) 40.44 40.46 40.55
MB/sec

Dead Time (d) 75.00 112.77 401.35
usee

IOfIIW4 FNALDAQJ2
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Simulation of a 256 x 256 Event Builder

• Event builder has 256 source nodes and 256 destination nodes

• Mean event size 2MB, exponential interanival time distribution

• Mean fragment size 8 KB with exponential size distribution

• Max link speed is 40 MB/sec with 100 usec dead time

• 256 links at 40 MB/sec each implies upper bound of 5000 events/sec

• 5000 events simulated at each event rate

• Destination node for each event from uniform random distribution

10111194 fNALDAQI4



Throughput vs Offered Load - 256 x 256 Ports
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Comments on 256 x 256 Event Builder

• Very low link efficiency, less than 25%

• Question of cost and availability of suitable Fibre Channel switch

• Use of single large switch presents system development and
integration problems

• Large buffers and complex control required in readoul crates

• Above are not ·"fatar·

• Perfonnance depends strongly on distributions of event sizes
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Two Stage Event Builder Architecture

Subdetector I ••• Subdetector n n Subdetectors

•••

Subfann I •••

• ••

Subfannm

n x m Links

m Subfarms

•••

Farm Control Event recording and
dynamic load balancing

UIIllIIQ.a
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Fibre Channel Switch Architecture

it ports in pons ~ ij crates
••••••

n subdetector
F. C. Switch

switches
m ports mpons

n x m subevent•••• ••
builders

n ports n ports
• •• ••••

m subfarm
F. C. Switch F. C. Switch switches

••• l: OJ subfarm• ••
OJ pons om ports nodes
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A 256 x 256 Port Two Stage Event Builder

• Each stage consists of 16 switches each with 16 x 16 ports

• Mean event size 2MB, exponential interarrival time distribution

• Stage one mean fragment size 8 KB with exponential size distribution

• Max link speed is 40 MB/sec with 100 usee dead time

• 256 links at 40 MB/sec each implies upper bound of 5000 events/sec

• ooסס1 events simulated at each event rate

• Destination node for events in first stage is round robin

• Destination node for second stage is from uniform random distribution

• Stage two mean fragment size 128 KB. exponential size distribution

lOfIR/9.a FNALDAQ 19
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Latency - Crate to Subevent Builder
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Crate Buffer Size
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Latency vs Parameters - 16 x 16 Event Builder
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Latency - Subevent Builder to Subfarm
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Subevent Builder Buffer Size
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Future Work

• Verify and develop model with additional lab measurements

• Recode prototype MODSIM program for production use

• Accept fragment anival time and size from physics simulation

• Write time and size file for input to second stage of event building

• Improved output statistics

• Trace of simulation for debug

• Better user interface

• User documentation

• Hardware: develop event builder node

IWIIII9C FNALDAQ26



Need Event Builder Node - NOT Interface

•••
Readout FC switch
crates

••• Subfann

FC switch event builders

••• FCloops

Subdetector
event builders Subfann

nodes
•••

FNALDAQ27

Summary

• A queuing model has been developed for HiPPI and Fibre Channel
event builders

• A MODSIM simulation program for this model has been implemented

• Initial verification has been done using measured HiPPI data
• A single stage 256 x 256 event builder has been simulated

• An architecture for a two stage event builder has been developed

• A LHC class example of this architecture has been simulated

• A two stage event builder is about 70% more efficient than a single
stage event builder

IOfIIl9oe FNALDAQ28









Network Interface

Pros and Cons
Commercial and Non-Commercial

Switching Networks

A. Marchioro
CERN I ECP-MIC

..._...,..,..

Front-end subevent (packet) assembly

CeI,--

FEC_.,

What's wrong about the talk's title ? Commercial SUbsystems approach

............ """"

• ATM. Fiber Channel
• Commercially available sub­

systems (components)

• Need adaptation layer in
input

• Event assembly (packet re­
ordering) is still necessary in
output

• Needs input MUX with very
high output speed

CGIIIIPClAL

NlJM.C~

Pros and Cons
Commercial and Non-Commercial

DAQSystems

• A complete data acquisition system is much more
than a switching fabric

... Ho_wr. iI it imporl4n' 10 Imp in mind ,Ian, ,IN por'eo..,ro'''", reprae..' a UCII' mqiori17 of ,IN eot' ofall, .wi'ch.
1...18ecaUN .witchin, Iolic .'ifn it i....'kcluall, Il1O,.

ella'....lin' 'hall ••ipill' por' con'ro'''",. 10" ofpa~rs
haw 6ftn pu6Iit"'" aNu' .ulitc" .,i". .u, W17 few a60u,
port eo"'ro'''"

(C. Par'rid,e. -G'...i' Nr'worlci..,.. 19!W

... -."'.,..
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" • 1()3 ports @ 10t bls'" 10'2 b/s
• Telephone BW -1KB/a
.. 1()I simultaneous phone

conversations

Problems with square switches

• Switch is only used for event building and not for
eventcollection

• Requires front end mUltiplexing stage
- The fabric might wei be sealeable With Ime but what aboul

the adapters ?

• Not designed for data acquisition systems
- DeSIgned mainly for LANs or WANt
- No need tor bi-dlrecballinkl
- Nol well adapted to M • N setups

• Protocols
- ATM from telecommunICations

- Fiber Channel: for compulef·lo-computer links and disk UO
- High-speed video dlsIribulon (one 10 many)

A_ .1lI.tIM A .........." ,,,'.,..

Really commercial? Commercia' vs. In house

"'_"""..
--...__e-.._

--..,,....
In house

Physics DAQ

No

In house

HopefUlly! How
about SCSI (FC)?
Only if planned

Commercial
CATM
Telecom

Ves, but ani
part
Standard

Ves, but not for
ev. building
Ves, but what
about the
adapters?

Optimized for

Off"'e shelf

Protocol
Standard
Computer Int
Scaleable

.......... ,.".,..

_·~~""!''''1'':m1''''''m1''':'':'!,,!~
... ,·····,·,·,····.··.111-

I
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NEBULAS: Switch Organization Whit to look for?

Input Queues
logic -.

,,- ........

• 18 KB buffe, In SWItchIng
node (32"1·84 bytes,

o • 80 MB/s port. to match
BW to computer

• Packet format 64 byte
fixed length
DST",. SI'C.,.. e-~. f_ ...
P........ CRC..,.

• Non-head-of-hne·
blockingprotocol

• Speed
- 840 Mblsec on 1 btl bus
- 0.1\11' pacltel

• We need • unified epprollCh to dat. ecquisition:
•Connect~r channels to the RO system. lilce your
worlrstation to Ethernet'

• Conic Benyan Febric comp.es favourably with ATM
switch .nd it does full event building

• No decision for the switching fabriC itself should be
taken until (10 •5) years
- 110 tntertaces and protocols could be done in an fabric

independent way before

• The CAQ .chitect~e (requirements) should Instead
be understood pretty soon
- understand nile penems
- __eM .'edOr'l ,...emenll

,,_._,..

Modeling results

.1 tiiiUiiiiif .!!· ~- L_.iIOjM·.1

.. . .. ..'-- ..

L ___,-­..

r
It

,,_ .....,..
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..leaNllaee to one lor f..w' Ihou n,) on·I,,,.·
eoanpuI.n Ann•••• b.ndwld,h qU'"III''"'''
.,. .xpKted '0 Ittt." 'he 10'''. 1f,1I1,,!lf''' '111111"
or U1~ ••.,. btClI!I! • port. ~ot 0,,1, tlo .h.. "\'I'nl
....,. from ,h. cIa«I'",n' IIOU"""II h...." In 1..• c·"I·
lto"II'.II...lh., ,n 0 .... ,I..lln.llon lInl ·II"n
•• "orm"', perfo",",d ~.• mulul.I ,1 ItUI
.1110 dl.a 01 eIi«",.", """",,, h.". 'n lei' d,",n.·.1
10 eIi«.,.", ••'''''10'''. ,.qu,,,,,. II roulln.
t.p.bahl)'.•·htrh ,n ..n.ral mulcl"" 1'''''',dr,1
b~ I full, ,"••rc:onn.e,...1 "'I"'. ,.·Ilrh
'CI'OIlb.r. In ,h. p•••uth .,...mll .,.... no,·
m.II~· budl ultnl • h,nln:h)' of prorolllOr"
Ikt-f I). ,n ..h,eh ,he mul"ple.,nlf lu",,"nn
..... provaded by a "ha,..d bu_ It'AU\f: .'.,...
bu••,e'. m....,..d b). on. proe.llllO' or hll,.l·

I~TIt"III'(""c .~

I·..tkel ll..Uth,,,. n"'''''o,l,;ll h",'" 1""'11 ,."•.
IM-,I .... alte","uv•• to ton"l'nilOnlll h· ..,loI'u'
.n:h'll'ftu", fo, .p"ltt.uonM ,n IIll1h ~1I1'~'

Ph~·_,,,. d"la III:I1U'II'lIoII M~·""·m.. "h,,, ,n,w,·
I"'" vf _n.......n tlround ,h. 11.:" "n",rnnm"nl,
orru,,, •• Ih••am. Um...11 ••,maltl' mc"'" ,n
1M .~mpll'C!' 1 III ,h.. I~"'rnmmu"'t."on
,,,duI")·. H,...· ·d. ,.la",·.I,. Ihon thl...n".
,nlert:O.."fIdlOfl. aero". rompu',,'" 'In.1 I..·•
,."'" compu'.flI .nd .h.,..,1 ""nph",..I_ an'
c"manw". ,1M ,ntroclul!uon cli I"th ""rtorm.
....... ..'ll!h,,,, I.bn... from ,I"'d'
rommunteallGft m.nul'ar,u,..,... Inn.-,ltli'.ntl·
,nl.ftOn_'lOn '0' 'lllephony IInel dllrnal ..·I,·.
"'lito" bro.dc••"n, .1.... ""IUtn·" __" ..h'"11
tole""'''I. c....blr n' rou"n, 1'lICk.., .......·'11'.1..·
f'l' .n,,:,.,,'I)· ."'.11 m.,,~· 'II. rnn" It .·oulol
....nlllnl~· hi' ap,...bn, '0 I bl.. 10 u...· ••IIm.·
of 'h..... 'flCh.oIotr'Ie. ma v••I..blc. It,· ,n,lu..•
,~. '0 build doG..' .~·'I..ml (or IIr.I' Thl,;
I''''''r wee ,h. ",alth,,,..... r.omm'·fClI,1
.rehn"etu,.. to ,h. '.eh.'I!a1 reqtll,,·m.nh. uf
III Opllm,zed ,.ad..u' .,....m for "",' eltlllll
.....nm."u

.\IfSTH 1"1

.\n h"J'olhc'''rlll !'"c'kl" .... lIth'n" nl""''''!;
"tll..., ~ ..bul,,_ opllm,z",I"", liE" .111'" "'·',UI·
_",.,n ","'emM 'll 'n'reMluc·...1 I,n.' ,·nml"".·,1 , ..
c...mmc·n·,.1 1·....1'11·,. '''1''1'''''' In, ..u.·h u....~··
Ito'I\c,'"" nf Ihc· rumml'rc·I.t1 "lliullon 'tr.· "0111'

1'.1'1·,110 ..d,·.n' ....11 0" lin 1I,1·hOt "nlt'II"" h ,.
IIho"'n Ih., .,.,Iorm.n...· IIn,l N'.., mll!h, n'" ,I
I" Ill' morr """·I",·I~ .1"(ln",1 1"'1..,., ,1""I,bnt: ••',
"n.. ", ,h""1h.., Itp"ro,,,"

'.

:



...... 1. "".udIId1.4 ...eMIt .......... lot........
'\11 Ih.. '1I1I1.blhl~· III hl.h ...,,·.·.1 Itnks III

Ihr rUlure ••d ,h. da'.. or.n 1.lh: nl...nm.nl,
a,. hl.hly lpICul.uII.. , ... ID~·. ,..rronndnl·"
••mulallan ""Ulll .tli .... Ill"." rnr Ih.. Ullm·
pitt of • G:!:! MhI e bnk b.1"'·..·n "IMI.·" 11'",
bll·'"I.. Klu"I~' um.·" Utoln. l'omm..,.· 1
OI··I~ flber-op'1C! eompon..n... DI I;:!:! ~ltal ·•
wh..,.. _e~ I Th••nll,.. S.·bulas f.lm.
...., wnrklellh••em.llpHd I" 1"'Idt' .nd.1I
th. boun.I.", ron•. unllb IiOm.· nr Ih.· ........
mlmal 1.·I,eh•• 'h.1 n..d 'a bnolIi .he·" Ill'

,ernel ..-d '0 .Ulllln • In""" lit I rll'"
Houlln. It; ••·..ehln••I..mconll nn II "111'.1

un rllll... IllrJ to II)'.!.. f.bnC' roul.l .... bUilt III'

ntu,hl)' :!5C1 bo.rd•. I. .bou':!O I.rltt' er.t." or
.lectronlr•. ,h. ma)Of problem betl'" Ih. I"h·r·
I'Onll,tllOIl. bPI...." ,h. bo.rd. Thl• .,.er. I~

much Im..I.r then ,h. on. " 110 hou.. II..·
100.l" on·b.. eompu••n In pizza boXl'lIl

A".", 'Imp'" protoeol fur Ir.n.r.rnnl
da'. pKk... eould ... uNd .·ar Inll'''~...a.·h
pKk.1 rould IU" 1'0111"" • hi-bll .......nllllnn
fi.ld. t.orrI.pondln. '0 ,h......un..llIn rom·
pUI..r numbf'r .nd no hlllh., Ico,·..1 "HIe "Iru.·,
lu,.. I' 1I_..an· for Ih.. f.bnt .;"..nl' HI Ih.·
....lIne..on l'Ould bf' bUilt Ullnll II "lml.It, 'IIln,"
our p,."orol .nd b~' • "Dbnr m.r.hllnilim Ih.ll
reponll Irvenlually wllh' ...Ia\'l pac·k..llI "h"'h
hllv...m eo"fused In Ihe f.bm

" KMme .upponl"e eUloma..1' ,..·ruulln,
of .....11. Ihrou.h 'h, n.'.·ork In r.lif' of r.ult)
.....thln. ,"menl. Dr ~nnl'r.t1on. h.lI .1""
bHn Prot.....d. bu' Will not ... dllll'u...·.1 In
_1111 In ,hIS p'fI"r
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;~, I;.·''''1. ........, of milled .,.Me .imuIIIt_1n
~

.·nr Ih.· ,.·..",.n" c·~llllnn.·.1 "I.",.· IInh .h·
11I~1 10 ~5t; eDsco h..,. Il:tualh be·.·n ..,mul"I""
.nd Ih. re.ull••re .ummanze.lln ,,·.,U"·';
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Slim•• "'I""lme'nl" 11'''IIl,~.·,1 Ii" 1.11"
slll.I~lnl Ih.· Ilf)s!Cll..lIl~ III mr"I1" In Ih.· ~,"''',

n"I ..ork 01.18 f"r Tn,RI" 1...,·..1 ;, "·...1-0111 IIn.1tI,," ,'rom p.nIDI.v.n", III 1I1111" roml,UI,"'UO
In Ih•• un·lln. romflulrr" n'·th.· 1..·\,.·1 :: Irl!!!!'"
Su..h I,afflt ha" I...e" m...It·I...1 In llU' ;\,·bui".
"Imula"on un....' IhI' """uml,,,un,, lIunlm"rlll·.1
InT'lbl.·:;

................. :...~~~,-:.:~ ..

F..... I. LM_", tunct_ of 'abrIC load,

• I': '. ~tIU"'" 1..1.llh Ih.· .·\,·n' .,ull.h"~ I •

....... , II.,~. IU:':I';.!:tft lal'rw a ....1 hllU'lfin II' In
I....1 ,,·,.·nl r.u., Iflr .1 ,·un ...lanl •.,. III ·1:-

'~;II 1·.111 Th.· 1"1,,•• I.. ,h,,\,', "'n ",11"1' ,., ,
.~..". luu.1 \.·r\ ""r""~ n..n·I"l.·arll .. · .. ~I."

.•1,,1\ ,. I h." 1...,,1 ,.n,1 " "uul.1 ."ulll,I." n..1 "

~I'''' 'If :1"""11" III .·,.·.·.·.1 ....... ;t\·.'rut!.· 1'1,·1
\'"Iu.· III .1 ,.·,,1 "l'I,I,.."..u.. II ,hll"loI Lt· " ..I. I
Ih"1 Ih,· "V"nl I,ulldlnl! lUll'''' \ un.I,·, •ill·"

'·I"·um"l,,n.'." ,.. "nh' "I..IUI ~II~. I",!!,·, ,,,.,,,
Ih,. 1"',1 Ih'·ll',·I,,·,,1 'm,nlmulIl ""1,,,' tI.' Ih.
"\"'nl hu,1oI11l11 111I'" Inr lin.' "Ift!!I.· "\"'nl I!UIIW
."Oml,I"I,.I,· "n.II~lurlll·.1 Ihruul1h It,,· '"I'rI' ,
I

Fit •. LM_, tund_ 01 bathe typelft. lUlU
I.IC Cll el/lftl III' • conti_I.

.............-....--....
..., f'---------=:-.­i

.' .. ,•.
. .- ..

__••" .. lllflltCVc.... 0 ..........,Hl• ...c''''''''·
! '~II!'!!!~'~"~'--

, ..... ""Ilnn"" III" Ih.· nPI,,",k III .hlf",,·ol
Irumr .·hll,erIPn"II'·" II"' Mho" I' lH,I••", rll: ,.
..hn,,·. Ih. n..rmallzp.1 r"rn' l,utl.llnll IlIll·n.'~

II" Ihn 'alelll,·.nl bu.....n.lull'nr'· dlv"It·.ll"
Ih.. num""r of Cl'1I. In ,h.. ""I'nll j'or oIIffr"'n'l
""Iwnrk f.bne" .lIlu....d 111.11011I r...., ="111""
Ih.1 Ih. d... IlOlnl for Ih.. 81~xll~ 1'111',11' h""
I"·.·,, IIIl'lI"..d lia' o"l\' II :I:!'~ fllhrlC' 1,,".1 .1.... III

hmlllllu,n" In "Imulello" 11m" Thill lIho'" " Ihlll
Ii", """"111" ""rnl I",·n..~ I" In.h·lN'n.h·nl ollh.·
."I.,IC· "".. 'Ind ,,1111"" u" III In,.,;"" Ih:al Ih.·
M!!r!,llI:!' n..l"ork ""111 Ill..c' b,'h:.,,· I'rlll"'rh
•11 1"",,1 uflln Hr"t'IlIlo".1

"II! I "hll"" Ih,· .,·,.n. hu.""nl IUI"nr, li,r
II iil:!lICi' " ..Iwllrk 10......1 al l\l"" II" • Iunrllnn
01' Ih.. I'v""1 th.rHr.ten"lIc·, 14~ modlf~'I'" ron·
rurFl'nll,' Ih.. ,.'·..nl r,ll" IIn.1 IIIl' 110 In\'" "I'·
,lrol.m.I.·I, II r..nlllln' HI......I.. bllndwlclthl.
II I" !lhn" n Ihlll Ihr .v..,... normahzrd """nl
I.utl.bnl Illrllr~' tfnpl nol ''''I..nd on Ihll rh.,,·
111:1 .. ' ......• "'Ih. lFam.·

'1t.1 NomuiIIIH....., ......... 0' taIlnc type

....,........

:-.lUll us ...:1,." ,leM ,:, "

Th•• :-whulllll ""I"n,k h"" I""'n slu.I..·.' .".
h·n"I\'l'I~ b~ U~lnlr I"" 'ull~ Inc.....·n.I.· ..1
..Imulall"n 1,,.IlI'lIm,, Sr\·.,111 nl'l,,'ark "IZ"~
rlln.,nl I,.,m I.;" I UI' III 11I~ h:!.·..; hll"" I,,·,· ..
"lmullll.·,1 "u'"'nll~' .h.. roml'''·.r nrc.·o,k III
fI I!.:!, I":! 11'''1'''' rlln nlll I... "lmullll.·.I."."h lin
.1\ ;111 .•1.1.' '"m,"U'" '·'luII'm,·n. ". U ""'IU"'·
m"'" 1I.:ln "n.· ...·.·k ... "mul,"."n lin", I..,
, .' h funIU,II':I"""

~,,",•. "ltrL. ,-, ,.n.I'·r~ ..tnL' en ur,h-r In Ill" .•1
Id",· I h.· 1.· ." I..· .,1.1. •.. nlll ,,, •. lull n·"

",.r" I., ,I I\ul r ,." , "",.. ,.,.,.. '.
nl",hlll'

'I h.· ,,·..,..It ... I ..·'.." .If', .h••"" """ .In t" ... t

~"nt'r;lItlr ha\""~ a,' "".un,-n'talh .1, ....".I.ul. ,
11I11" I'I!!!!'" .1.1,,\ ,11I.1 :0 nllnll,,·, ..I .I.ll ..... 11·
I"" ......, •.•.•11,,1 r"","·I,,I ... ;1l·It"'''II!! 'n 'Ill .,.

I."n,·nhnlh .1,·'·"·II..III!! ,b'l rchull.."
II nlll,1 I,,· ,".h·.11 hili 'II' h ,. ,b.II,.I,"lllln I

h'l!hh IIl1r,·:,I"I" 'II ,..,.!I" "h.·,.· .bll.·" nt
SUI.....I•.•·.lI,~ ",II .,""."". \·".11, ..." .. ,.'t1l
.·hunk" III .I," ,. '1'10,,,,,.11 I,,· I"k"n In.u ",,,,mill'

lin.·.· " 11l'1l"r nl",ld ••1' 110,· "\"'nl 11"1'","111' ",II
Ill' Il\·dll,.....· 111110.· 1I..lh"r·

•
:o~

~1llIIl-..

..

..
'.

!".!O~

,- "

.....-ON

NEBI'L\S

:\....umln. Ihlll on.. h,,,1 rnml,I,·I •. 1,.....lnnt
In bual"'n••n opllmlz..d .wlIthlnlt h.bnr " •.
could opllmlle all dUlltn p.ram..I.,.. .n.1 II
propo!laal.urh .s Ih.. on.. IIIUIl'lIlrd h..,. t'Ould
b. ton....lV.d Fronl ..nd ....,d. roultt bf' 10uII'd
..llh..r on Ih.. c"'l..rlor 1I11.lf, .nd Ihp,.fore Ofll'·
....1C'Olln..r.tlonll ...ould boo u5C'd 10 rnnnl'r' 10 Ih.·
"wllthln. r.bnt nr In ,·on\·..nllnn:11 ..I..rlmnlr
n.I ... "ot 100 rur rrom Ih...." 1I,·hln. l"b,..·.
fmm "hlrh fOPl...r ....bl.." 0' 0f'llr,,1 fll ...,,, muM
br u..·.1

"'r!ll 0" all ...n.. " ..ul.1 m:II"h Ih.· num"'·'
nf Inl,UIi In .h. numbo·, lOr rrlln' ,·n.I·.·•.,.I" .11·
n·I:.I~, .'·nulln. Ih.. n I'''' •• "'·I."ml.· mulll·
pl.. lUn....... Ihu. In llnuk .. \"'n mu,·h Ilk.·
• tr.dlllon.1 d.11l IItqul.Illon ,,~s"'m In Imnl
of .....lIth Th. numb.r ot oUlflU'S "III mll.rh
.h.. numl...r of "'·.II.bl.· rnm"UII'r, In 1111,11·
lI..n I.... OU'I"IIM anu'" l.m'·I...· ''It m..r.·
'''In.''' Ilkh Ih.n II sInII.. rtlml,uI"r .·"n 1I1..1n,1.
Th.. netwurk ...oulel 1'Fn\'I'''' .11,...·.1" bo,.h
roulln. .nd mulup"'lDnlt I'untllltn" In un.'
eommon .rehltedu,. In .hl. n.mllir ",. "III
•••ume • IIIU'l '0 Ilr.n n"IlI'nrk Su,·h II n,·I·
work t.lI •••tly be St....lla .n~· oth.r e"Onlilu,
r.llon up.o 327611010""-1 ron. It III 1I••um.·.1
.h•••h. eoll"ect'IVl')' Will Ihlll of II fttIn~·.n
1I.,anrk

Th. k.y .lem.nl of Ih. n•• wo,k. I" Ih.·
....I'thl'" .I.m.nl. _Id bP opc.mlzood .1"" .0\11
a ref....lIC1I w.. wtll ehaow ." II 10 -I ,wlleh III

illullra,.d ,a Fi. 2 Thl. ,.·lIrh 1'0"1'1'" :to!
.....u••. I' ....,. of " qu.u••. _ lIfli lor .ar.h
OU'pUI port Eeeh qu'lM' I' In lurn II r..lI. dHl'
EKh OUlpUI port COlIlroU.r ,-I fl"r ...lIthl ....
tart. In • ntuad·robt. r..hlon "rom Ih. II Inpul
qu..un 1M nell d.,._11 '0 ......·"1 !iclrh II
..lIrhln••lem.n' II ,aah..r amblllOU" 10 .....
..... I. ASIC ulln, ,od.y·. l..ehnolOll)· l,..qUI"'''
mO"' Ih.n 16 liB 01 Inl..m.1 m.mnn I bUI
eould eartllnl, be de,l.n.d Wllh II lIubmlrron
CMOS '1C""oI01J ......bl. '0 HEI' In • f.·"
)'''"

Th...u..... do". un'" now ••I ..m... fll.d
pKkat Ie""h 0184 byt•••nd no ....tl.1 pKk..1
pnorltla., ",ae".nl.m III ,h.. ,wllt'h Ir th..
r.brie .... to eombsne bo«h ....v.I.:! ...d 1",.1·;1
'ra",e. It i. COIICII.able. afthe "_'.II~' e... bP
.ho.·" by ....bn•. '0 In'rGdu....... pnorll~
Sth.me i. which 'he ....v.I·:! rt'1I" a", In"""
pnon'y ill the Intem" queu...

;1
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' ....... UlIMJ ululld_ 0I1oid for l1li." L!IU
If••.

~"lIm thu,. on. 'Dn ,·oodu.I.· 'hll' 'h.· n.·'·
I'ork r.an lIl"llh,,'.nd '1\111.. 1I""'lllab" IlISl' ,h,·
ml""" tralllr ,,,"lI,,n Sud, m,w,1 'r:lll", ,."••.••n~.'·,.'. ronll...., ..III.. ,.,ol."-nl' I" .In' Inl.,..
''''1u.,.nl t,um,· "he,"nll ",. .h" I""'n" .0/
''''\I.I-:~ OIven' " 1',11 IIf' "..n,... '.·,:,l>h In.·,.·.•",·.1

1.1~11T.'T"I~S

l'h.....ult.....port.·d .n ,hi" 111'1"" "'1.·, '"
.. h'lhl~' hypothel'C'1I1 1,.n,C' .nl,ul .\10 m.·n·
IInn.·d ..'"".....11 fIOU,...•••,.••.,.um...1 In I'm·
".1. d.l. foil_an. an upon"nllal ,"',.......nll
d,lIl,.bullOll around a ..'....n .".,a... \\'hC'n
.w,...d owr • la". numbl'r of IOUrt'..". tot alI\·.n' It•• become dr.lnbuled .rou".1 • Wr)'
".,row pe.k A ,.al IlIM'nm..nl w,lI ." ..
e".,I~· h.ve da«ennlln..., ')1"" .ftd ,..I d
""..nl.'••

" bmln.rY .Imul.tton mod.b". ,...ub II

for th mor 1f! talW. h• .,......·n .hol
I nr)' t.n lie ,.....d ...nou..l~ .Mne"",
I wltch.n. f.bnn II'" u...... abt,,,.. II»,. of
IhNr .Olal bandw,dth Thll' would ,ndJr'"'' Ih..t
11I....d .n""Ch'lIl r.bne. twllh .ntl w"hout
1I0lll"-eCllltroh would ....... '0 bl' .'lu'I'I•••1 .·IIh
..,_ lIOn of traffic .h.pln. ronl,..I. ,f Oft..
...n'. 10 u.. Ih.m .1 wry h••h to••1 Th..
'radl'oOff of a h"h.r band....dl h ••·.u,h.nl r...·
nr u...d • nlallvel, 1otIl· lo.d .nd w'lhaUI •
',ame IhapI'" It... complred 'n .. .Ie.....,
f.brIC comp 1I1•• with a rel..,,,.I,, tonI,l",
I'.«1e Ihapin ,II h•• 10 III' .nw"'1·
....dmone rI}

UISCUSSIO:-;

Ilf couna mo" ."..n..,. ,In .".. h"w .nf,­
n,l. freedom .h." buddan. • .)·•••m •:0'1
compbance '0 "I"d.rd. fo, ,nl.rfllt'lna.•,·••1·
.bat,,)" or .If-the·.h••f .p.re p.n•. Ion. I.,m
m••nlltn.bilily. IOrl",a,.. "1I1'pn,. 0... 0,,1)'
10m. or ,h. mOlt Import.nl ro",".,nll h./"h..
ha. to bYe .·Ith All ,h.... facton It"' no'mall\'
• "lIhl'.....n.. I pot.IIUal pe"a,m..,," 11ft.
prov.m.nl 01' COlt ndurllon Ihal e.n bt­
..h..,..d by ,.Irod_n••n .d-hoc IOlullo"

But .hl' I. perfonn.IIN? &1,.., n
e.1I cltr,... performance 'II aIi....."'II" For
III..llIce perronnlnea ro, 1.IacomIllUIlItI'1011
ind....,. •• nl.ud '0 low 1"1"(')'...hi.. Ihtl

I m,.hl "ollie wry .mport.'" for ph~.K'• .,Imr
Caplbtlll)' or n. mll,ld Iramc d.:t a"d

r.

".1 .Illi ,\I .·tllIl,1 I.· ml'lro' IInl"."n"I I"r "". .
I"·rlm,·nl. 1',·,Itlfmltnr·,' .·tlulot III,... I,,· ...... 11. ,

In ll·,m,. 01 rap.",III~ 10 oUPI'"'' .1 ~I\·.·n Ital".
ItI.III I" 11M' rmr"·,,tl\ ,h.· Inhrl' N'\'.·,.•I
1'11\' IIf .... rln.nlC ""rlarmll""" '·..ul,1 .1,·m"I..1
llf,"mIZalO" Ii" 'I non.("on.' ....·,,1 ..... til I''''
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Data Flow Control

• Independent processor drivcn readout

• Looscly coupled (msec message response tinll'S)

pipelined and buffered

context switching F

Distributed Control
(processor view of switch)

H p

data access times similar to disk ,access times

Data Request(s) (Processor --> DPMs)*

Event assignment

* switch should support multicast

• DFC functions

• Message based control

Event Request

Event Assign

Data Return

(Processor --> DFC)

(DFC --> Proccssor)

(DPMs --> Processor)

....

f I I I

f

F I I

Split transaction bus

Adaptivc trigger nile control

Some load halancing



Readout Modes Readout Modes

IlulTer If I \'IB -10 \11;

sil.e

control :' i\lB ~ Itl \IB '
handwidth

data )IHiH·" 211(iB;~

bandwidth

CD Full rcadplil IIIodl' .

All data sent to processor following L I accept.

o Partial 1\'41<." llil h~ sun,,) slt'lll.

All data involved in 1..2 trigger decision sent to
processor following LI accept. Remaining data sent
following L2 accept.

CD Pal1ial readout h~ "region of interest".

LI trigger summary sent to processor following
LI accept. Additional dahl sent per processor
request. Remaining data sent following L2 accept.

full readout partial readollt
(h) suhsytem)

control cost
[] buffer cost
II switch cost
lID total cost

partial readollt
(hy region of
interest)

XII \11)

-ill \ IH·.

10 (iB "
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Dual Port Melnory
(input huffer) Switch Configuration Control
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Switch Position

Event Request
......----- I Clear

Event Directory.
Free Page Stack.

Links

l1A l' "'j T "'-Ii; I

FE MUX ~I

• Page based data buffer ( to support all readout modes)

Event fragments stored in data buffer

Can'l possihl~ Ill.' JOlll' in softwarl' hasl'd Cl'IllWII/l'd

switch controller.

RCl/llirl'~ laq.!t: hllrkh,
Restril'ls partial rl',l\,h)lIl Ill' )th:,

,\Ih:rlli.lll\ t '

Fragment pointers stored in control buffer

Indexed by LI accept number (virtual L2)

• Data requests and clears by LI number

• Additional DPM functions

, I 1,,\ L'III ""llll';;lL'Il:lli 'jl I:

t'\ld I P~ll..'" l'i ,

lilli, ,'\,'!: 1:-.,~Jl!::l.i :,

Traffic shaping
') Sl'il- 1",llIlII!;'! ,,1\ !I, ! I til, \ l'l'IIILd r-.IIIII!! • ',1'111 rl" ,

Asynchronous - mndomization
"l, I'rl',I,'I"·II;~:'1.,' ," .'!::_i'r.li ,.; ,"! \.

1I11l'l'Iilr,I IIIlIl"j . ,1:li"
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Synchronous - switch position



Characteristics of Event Builder Traffic Goals & Features

....,

• Evcnt building traffic is correlated (N to I).

• High data latency is guarantecd.

• The averagc data ratc fnlln each snllrCl' is kno"'n
(or can be measlIrl'd).

• The average data rate III cach dcslination is known
(or can be scI).

• Switches arc normally designed for random Imffil:.

Two choice~.......

.'0 Randomize Ihl' datu

o Dcrandomi;~l' 1I1l' switdl

standard network
app) ications

random. \'ariable bandwidth
traffic

low latency (small buffers)

full interconnection.
bidirectional ports

vs. event builder
appl ications

correfitted traffic

high latcncy Oarge buffers)

input to input and
output to output connections
not required. unidircctional.
forward bandwidth is lOOn
X rcverse handwidth.



Switch Efficiency Switch Efficienc)'

"""'Ii

• An evcnt huilding sRilch must han' a comhinatwl1 or IIlplll
buffering or internal huffering of at Il'asl onl' l'\Cnl fm!!IllCnl
for each \'inmll path in thc system,

o nil outputs are equally loaded.

W thc u\'crage dala rail' from each SOlirCl.~ is
const,,"t o\'cr time

Example: Inon channel switch. I MB)'tc l'\'cnts

--> I Million \'irtual paths. " I KHytc pcr
event fragment

--> I GByte minimum total buffer size

• It:

and

and

CD input hllffering is suffil'icnl 10 c1imillall'
hurst 1rani l'

• Large intenlHI buffers are not available in most commercial
switches, Buffcrs must be pr<widcd extcrnall~. ttt snllf(~es

(input buffering).

• yarious studies indicate that it switch with simple input
buffering is < 40~' efficient for random trunic dUl' to HOI.
blocking.

TIIEN

the tn,nic on all \'irtuttl connections is constant
and the switch erticiency can bc \'cry high.

• Without hack pressure. datu rate is sel ('\cn Itn\'(,'r 10 ~l\'tliJ

cell loss.
• t.... \'l'fll huilding appiil'ali, ,n Illl'l'''' 11Jl''''~' "Til l'r';; I



Data Balancing Data Balancing

0.5

~ ~0.4 0.5

0.3 0.5-

~
~.s

0.6 0.5

0.2 0.5

Outputs can be combined to increase output link utilization.

1 .J

1) generic luDy connected
switch.

3) multiplexing inputs to reduce
switch size(as in partial readout
by subsystem)

I
I
I
I
I
I

1~__~ ~ J

2) reducing number of outputs
does not greatly reduce number
of switch elements, even if
output stage is depopulated.

4) multiplexing inputs to reduce
switch size (as in partial readout
by region of Interest) .



Typical Fai Iure/Error Rates
(from GEM)

"':7

Conelusions
(data flow control)

- Loosely coupled~ message based

componenl

frollt-cnd It ':,

.-ad hard IJJ)

hi!!h spc~d linl\"i

en,'1l1 huilul'l'

HER

soft errors

failure mle

IIIITI

lilt III I 'II

100U ITI

10'1:

I(f't(

10·'"

number

~Ilu.on(l

ItUklfi

LOOt'

IOI~

I ()I~

J * Id"

MT'I'I:

20 "I.a\ .

·l d:t\ ..
(~.~(1 \\ill:
1\'dlllllli1lll'\ \

-to d.l\ '.

100 da~'"

I SCC(lIld

I0 d,l~ ~

I hour

- Transmission latency not important

(high latency is guaranteed by the application)

- Switch configuration latency is important

-Independent processor driven readout

No central buffer manager or fann manager

DFC assigns event numbers only

..
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Conclusions
(switch architecture)

• Event building traffic is bursty but nol random

General-purpose switch architectures attempt to
optimize for random traffic.

• With sufficient buffering, traffic can be randomized.

• With sufficient buffering, traffic can also be derandomized.

• Using a commercial or non-commercial switch in a
synchronous mode can result in higher efficiency,
without blocking and without back-pressure.

• Either external traffic shaping or back-pressure is required
in an event building application.

Not feasible to implement switch with sufficient internal
buffering.

• Cost difference may be lOX for general-purpose switch,
compared to passive synchronous switch.
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ABSTRACT

The RD13 project was approved in April 1991 for the development of a
scalable data taking system suitable to host various LHC studies [1].
One of its goals is to use simulations as a tool for understanding,
evaluating, and constnlcting different configurations of such data
acquisition (DAQ) systems. The R013 project has developed a
modelling framework for this purpose. It is based on MODSIM II [2],
an object-oriented discrete-event simulation language. A library of
DAQ components allows to describe a variety of DAQ architectures
and different hardware options in a modular and scalable way. A
graphical user interface (GUI) is used to do easy configuration,
initialization and on-line monitoring of the simulation program. A
tracing facility is used to do flexible off-line analysis of a trace file
written at run-time.

I. Introduction

The DAQ systems for a detector at a future collider like LHC will have to cope with unprece­
dented high data rates (-10 GBytels), parallelism (100 to 1000 processors) and new technolo­
gies (e.g. SCI, ATM) [3]. Simulation of different architectures, algorithms and hardware

1. On leave from the BU<lker Institute of Nuclear Science, Novosibirsk, Russia.
.2. Spokesperson.
3. On leave from the Petersburg Nuclear Physics Institute, S1. Petersburg, Russia.
4. Also at University of DortmlD1~Dortmund, Germany.



components can be used to predict data throughput. the memory space and cpu power required
and to find bottlenecks before such a system will be actually constructed. Therefore one needs
a modelling framework with a high level of description and a clear mapping between the sys­
tem to be built and the system to be modelled. The framework has to be modular and scalable
to allow simulations of the different configurations from simple systems up to full DAQ sys­
tems for big detectors.

. The modelling framework presented in this paper is written in MODSIM n [2] which is
an object-oriented language for discrete event simulation and has its own graphics library.

The modelling framework itself consists of a library of generic objects for the DAQ sim.;
ulation (DSL. DAQ Simulation Library). a graphical user interface (GUI) and a tracing facil­
ity for off-line analysis of the simulation results. The code is managed by CVS [4] and a
makefile is used to build the binaries.

The package has been developed in the RD 13 project and a working version is available
[5]. It has been used for small applications and is used for event building studies and is being
considered for DAQ simulations by the ATI..AS collaboration [6].

II. The DAQ Simulation Library

The DAQ Simulation Library consists of generic objects to describe any kind of DAQ system.
The basic elements are:

• Items are information carrying data accumulations that are passed in a DAQ system, e.g.
event data. trigger signals.

• Processes are the active objects in a DAQ system passing items and acting on them. e.g.
read-out or recording process.

• Resources are the limiting factors the processes have to compete for in order to fulfill their
task, e.g. cpu. buffer. transfer media.

• Control elements are abstract objects controlling the processes and carrying information on
the data flow, e.g. timers, allocation algorithms.

The main idea of the DSL is to use the smallest indivisible ("atomic") processes that can then
be used to build up any DAQ system. A dozen "atomic" processes have been defined and
make the core of the DSL.

The DSL has a generic level consisting of objects for a generic description of DAQ systems.
and a user level where inheritance is used to combine the generic objects with user dependent
features. Thus the DSL contains the possibility to refine the objects and to include hardware
dependent features.

As an example of an application of the DSL the readout of the combined RD6/RD13 testbeam
in November 1993 has been simulated [7]. This setup consisted of a single chain of data flow
using a HIPPI link and had a total data rate of 1.5 MByteis (FIGURE 1.). This example was



used as a proof of principle: it showed the easy mapping between reality and simulation and
the consistency between the values measured and the values simulated. The simulation could
then be used for changes of parameters and extensions of the setup.

FIGURE 1. The RD6IRD13 Testbeam Setup (Hardware & Model)

:

Beam

HIPPII Conttol RAID VIC
Dst

................._ ...._ ..VME

m. The Gra~hicalUser Interface
A graphical user interface [8] based on the graphical objects in MODSIM IT is used to easily
configure the simulation model, to initialize each object and to monitor parameters on-line.
The GUI has three windows:

• the library window displays the objects of the DSL.

• the configuration window is a canvas on which the configuration to be simulated is built

• the display window monitors parameters while running the program.

Additional features are available

• for saving and reloading whole configurations and their initialization values.

• for grouping of objects (very useful for copying parts of the configuration).

• for organizing views in a hierarchial way (very useful for complex configurations).

While the GUI can be used to build a configuration and to debug it, there is also a fast version
available which can be used to run the program without graphics, thus increasing the perfor­
mance for time consuming simulations.



An ex~ple for the configuration Window is shown in FIGURE 2. This shows pan of a con­
figuration of a DAQ system and shows also the input window for the parameters of one of the
DAQ objects.

FIGURE 2. The Configuration Window with an example
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ru The Tracing Facility

The tracing facility is a tool that allows each single "atomic" process to report on its activity
by writing a trace record in a file. This facility can be switched on and off for each individual
process. The format of the trace record can be extended by the user.

The trace file can have binary or ascii format and can be processed off-line (i.e. after running
the simulation) by a tool which is implemented as a C program. This tool can:

• reproduce each individual trace record.

• produce general statistics,e.g. number of events generated, size of the events, etc.

• produce statistics on each type of trace record, e.g. event generation frequency, buffer usage
over time, etc.

• can order the records on an event-by-event basis, e.g. latencies, lifetime of event, etc.

The results of the various analysis are written in ntuple format and can be visualized with the
help of PAW [9].



~ Conclusions
The DSL (together with the GUI and the tracing facility) is a high-level description language
for simulations of DAQ systems. It can be used for simulation of Cijly kind of DAQ system and
has the possibility to include lower level hardware simulations. The GUI allows an easy con-
figuration9initialization and on-line monitoring of a simulation program. The tracing facility ..
allo~s a highly flexible analysis of the output.

The part interfacing from the detector simulations to the DAQ simulations delivering the
information on size and distribution of the data in the front-end buffers (the physics interface)
is already foreseen9but not yet implemented.

The DSL has been successfully used for simple examples. In the RD13 project it is used
for studies of the event building9the event distribution and the interfaces to the upstream and
downstream parts of the DAQ system. It is being discussed for use in simulations of functional
models of the whole ATLAS DAQ including read-out, Level-2 triggering9event building and
Level-3 triggering.

A version of the software is publicly available [5] and documentation can be found on
WWW [10].
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A 155 Mbitls VME to ATM interface with special features for event building
applications based on ATM switching fabrics
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1. Introduction

We U'e developiDg. in the framework of the RD31
project [I]. a VME-ATM inIaface u pert of the
impicmcowioo of an event builder demonsuuor. 1be
reasona for CUSfOID developmem U'e the foUowiDl:

• in order 10 pin eJtperieacc with ATM cecbDology
and 10 chIlck if and how the fuDcUaaIIlity aeeded
for event building caa be impIemcaIcd using

- I -

commen:ialJy available chipsea deli.... for
buiJding ATM bolt inraDcca.

• to check if and how Iustained hip cilia naafer
ra1IeI, u c!ole u pouible to the maximum
available with the ISS Mbitls bit..... em be
reKbecL

• to iDc:lude abc 1IanIwU'e neccll&IY 10 impIcmeDt
die RIIIdorn= II'Iftic: sbIpiag ICbeme [I), which
is specific to the event building prabJem.

2. Demonstrator system

Figure 1 shows the demons1rator IY*ID c:unendy
being assembled. 1be switching fabric is a pi~
8 x 8 multi-path self-routing archicec:ture (2.,3] proridcd
by Alc:alel Bell Telepbone. ....

VMI
_ 110 110 110 110'---

po... I The layaut of the e¥eIIt bu.iIderde"",.,..
~



fig. 2 The data acquisition dalaftow prococoI stICk.

4. VME-ATM interface hardware
We are developins a VME-ATM inte1face module to

act as source and destination modules in the event
builder demonsuaror system described in section 2. This
interface is implemented on a commercial VME
RISe K> (RIO) module (8]. This module includes a 2S
MHz RISC processor which will nm the~
implementing the higher layers of the prococoI S1Kk.
The lower layers will be implemenlCd in hardware in the
fonn of a daughter baud that plugs inlO the RIO
moIher-baud and will COIIIIIIIIIlic: with the proccuor
via the system bus. The uchitee:Uln: of the ATM adapter

In the data-driven event builder. the sources have the
taSk of sending event fragments to the destination. Each
source must collect the data (or poll for their arrival) in a
memory and identify the VC over which the data will be
sent to the destination. In the destination. event
fragments from different SOlU'Ces have to be hnked
together to form a built evenL Some method must be

applied to recognize when all fragments of an event
have been received. and missing fragments must DC

flagged. This global scheme of assembling me
fragments constimtes the event building layer of the
dataftow prococol stack.

The underlying layers of the proIOCOl stack are
dependant on the switching fabric architee:Uln: and
technology. We consider here only the case of an ATM
self.routing packet switching architecture. We have
selected the standard ATM Ql/Qptalion layer (AAL)
prococol called AALS (one of several standanliz.ed AAL
prococols [6]) 10 implement the method by which
variable length data paclcets. with a maximum length of
64 kByte. are segmenlCd into (and reassembled from)
sequences of fixed-length -ATM cells. 1be next lower
level of the protocol stack. namely the ATM layer.
handles the functions associated with the routin& ofcells
through the switching fabric. The physicGl ~
specifies how the cells are 10 be framed and 1nIIIpOI1Ild
over some physical medium (in our case filft opcic
links).

The event building layer is split into two sublayen;
the event sublayer implements those functions thal are
independentof the underlying hardware. while the nat
fralment s~r is necessary 10 adapt the
requirements of the event sublayer to the services
provided by any AAL hardware thal may be selectecL
For example. if the event fragments can be larpr chan
64 kByte (expected for the AUCE experiment (7]). one
of the wks of the event fragment sublayer would be to
segment the event fragments into several AALS packeu
and to ru:ombine them in the destination.
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1be switch has been deliven:d IOgelhcr with
embedded operations and management software
(transputer based). and an operator interface which runs
on a SUN workstation and communicates with the
embedded software via an ethemet to transputer-link
bridge. A Hewlett Packard broadband test system [4J is
used for ATM protOCOl validation at the physical and
ATM layers and also allows performance measurements
and comprehensive error stressing. 1be functioning of
the 8 x 8 AJcatel switch has been successfully validaled
using the HP test system.

The Aleatel switch supports the 155 Mbitls SONET
[5] Uscr-Networit-Interfacc (UNI) swadard. and it will
be used. together with the VME-ATM source and
destination modules described below. 10 test data
acquisition prococols and traffic shaping techniques. In
the future. commercial workstations supporting the
SONET standard can be incorporated into the
demonstrator event builder. and alternative SONET·
compliant switching architectures can be evaluated.

3. Event buDder protocol stack

Figure 2 shows our proposal for a dataftow prococol
stack to be implemented in the source and destination
modules of a parallcl event builder based on a switching
network. In the case of the VME-ATM interface the
upper layen are implememcd in software. while the
lower layers cOITeSpond to layers of the B·ISON
standard (6] and they are implemented in commercial
chipsets.

-2-



Iwdware is shown in figure 3. During the prounyping
phuc we ICIUally have lIRe scparare bardwan: plug-in
modules. One implements the B-ISON AALS and ATM
proIOCOl layers. one implemcDts the SONET phYIic&1
layer. ad the third is Ul opciona1 randomize:r module
mat includes special hardware (9] to perform the traffic
shapiDs required for evem building over
re1ecommunicationa switches.

4.1 AAL and ATM layer module

A conuncreial chip set (10] perfanns in hardware the
sepnemation and reassembly of data ...kets. in the
AALS format (up to 64 kByte long). into'from ATM
cel1l. ThcIe segmenwion and rcusembly (SARA)
chips require two dual-poned memories eKh. The first
one. the packet memory. I&oreI die KIUal data packet to
be lI'InImiued (or that hal been received and
reassembled). In order to IUIaain die full 155 Mbitll
me. Ibis memory is aa:essed by die SARA via a 32-bit
pan. and 12 memory~ IJ'e~ per ATM
ceIL The accond pan is aIIo 32-bit wide and COIUiOCII to
die boIt'l SYltem bus. The pan atJi1mian 10Iic aaipa
equal priority to boIh porta. Cunendy we traaafer cWa
bet\WlCll VME bus and die p8Cket memory uaing
programmed YO. Some improvemen&a to die curraIt

design IJ'e MqUired in order to be able to support block
traIIIfer mode betweeD VME addrea SplICe and die
pIICCt memary.

The accond type of memory conll• pICket
descriptDn that point to die loc:aion ofAAL5 ..._ in
the pICket memory and apecify their leas1h. the vinual
cmnection index (VCI) and ill &DDCiMDd traffic
metering pII'8JIICtCn. 1'beIe c:omrol memories IJ'e
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aa:essed from the host pan uad the SARA pan via I~

bit da'lP'nba. The segmentation chip implemenll
sophisticated procedures to segment the pICket when
multiple VCIs II'e c:oncurmuly active. therefore the
desc:ripUll'S II'e arrmpd in linked lists and requR •
complex management function. which is performed by
the segmenwion chip itself. We measured dill for every
ATM cell generated and passed to the phyIicallayer DOt
less dwl 23 canaol memory ac:ccs1Cl are nquinld for
this m.naganeru.

Each SARA chip can support up to 64k difI'aalt
VCIs. and can limulWleOUlly scgmeat/n'lIlembic 8k
plCbll. whicb is aufficieat to CODI1IUCl Yer111rJe evaIl
builders. The CUI'I'CIlt design uses 512 kByte ,.ebt
memories and 256 kByte canaol memories.

4.2 Pbysic:allayer module

For compatibility with the Alc:arel IWiu:biDg fabric
we chose to use the ISS Mbitls physical layer iruafac:e
defined in the SONET standard. The physical inU:rfac:e.
OIl the sender side. has to add the ATM c:elIa into a
SONF:l' bit-frame: conversely the receiwr baa to
reaicve ATM cells from SONET frames. On the
receiver lide the cloc1t and data have to be -=ow:raI
from the NRZ enc:oded serial input aream.

The SONET framing and dara-link emlI' deecrian
fuactioaI IJ'e impIcmemed wilh a cOiliiueacial SONET
User Network Interface (SUNI) chip [I1J. Coc:t and
data recovery II'e performed by • COIdIIIllft:ial clock
recovery chip [12J. The full-duplex. Ihan-baul link
conaisII of • pair of multimode libra driven by •
relatively chap. LED-bued opaoelecll'Oaic UIDICeiver
[13].

A 16-bit wide daIapaIh bct\WlCIl the ATM layer
module aud the physical layer module is aufficicnt to
sUllain traffic at 155 MbitiL

4.3 TrafIIe sbaplDg banlware

Source traffic Ihapiq can be UICd to c:onaoI
conpsIion within the awiIching fabric by rep1Miug Ihc
badwidIh asaipunem to vinual cxlllnDc'•• aud by
modn,.ting tbc time at which ceUs are injeclDd iuto the
swiach. Figure 4 shows the principle of Ihc nuctomim'
Inftic ahapins bardwue developed for event buiidius
applic:atioas. Modeling IIUdiea have ahowu Ibat this
teebnique resulll in fllVOUl'&ble tcaIing cbIa......ia1ica
[I] (Col- liuear poria of event bIJildinl IaIeDcy is
obIeI ved u • fuacIian of uetwork lize at co..... 10m
facrm. e1lC.).

Each IOUR:C module IIILIIt maill1lliD one IoP:al FIFO
queue per destiuatiorL The SARA MJ""ti''''Mn chip
servic:es the J*bt queues in rouud robiu. PickiDa one



UO SPECIFIC lAYER

EVENTBUILDINO lAYER

layer's dalaftow plane will be used to evaluate various
event building schemes. such as event building by
"time-out". by "notification of zero.data.. (I], etc. The
time-out me1bod assumes that aU source data has been
received after a predefined delay; this metbod will
always be needed in order to n:cover from failed
hardware (e.g. source modules). The nOlificalion
method requires all SOUR:eS to send a data meaap,
even if the source has no daIa: event building is
completed when a message has been received from all
sources.

FiC. S s~of die VME·ATM inIafKe IOftwIe.

Examples of thef~ty to be implemeolEd in
the conttol and IlUllUlFment plane are. for the cae of
the network interflce layer, interface harchvIn=
initialization. harchvIn= exception Jwndling,
performance monitoring and compilation of stalis1ica,
etc.

A software traffic shaping method (15] will also be
evaluated, and this will involve software in the conaol
and management plane of the network interface and UO
specific layers.

It. Status and performance
1be interface has been tesaed successfully in full

loop-blck mode, including SONET framing aDd opIical
fibre. We have also tested willi succea the
interoperability, at the ATM and physical layen, with
the HP broIdblDd tI:It system. The randomizer priaIed
ciJaait boml module has been COIIS1IUCted and its
concrol logic is implemented in a XILINX fieJd.
programmable pte anay [16]. StaJld.alone testinc of
the nndomizer module is underway.

Currently we IdIieve 50 Mbitls tnDsfer rate betweea
VME bus and the pICket memories using propammed
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FiC· 4 The priDciple ofoperation of the randomizcr
II'IfIic lhIpinc blrdwarc.

The randomiza&ion of a cell injection time. which
breaks the conclalion between ttaffic from different
sourees and therefore minimizes congestion inside the
fabric. is performed by the randomizer module (9]. The
randomizer contains two cell buffer memories (a
"write" buffer and a "read" buffer). It operates by
writing Ihe AN cells sent out by SARA during a
segmenwion cycle into pseudo-random locations in the
write buffer. During the next segmentation cycle the
write and read buffers are switched. The cells from the
read buffer are always readout by scanning the DleI110lY
sequentially, thus effectively adding a random delay to
the injection time of cells on a given Vc. The algorithm
guarantees that cell sequencing within each VC is
preserved.

N. .._..._

cell from the head of each packet queue in each round
robin cycle. Rare metering is effectively imposed by
SARA applying a programmable delay between each
service cycle.

5. VME-ATM interface software
Figure S shows the struetun: of the interfKe

software. It is divided into 3 layers. each of which hu a
tltuDjIow protocol plane and a control GIUl mIIIUI'~1MIII
plane. 1be n~1IIb&dJdba, layer implements the dataftow
and cancro) functions associated with event building that
are independeDt of the communication protocol used.
The nelWOrlc int~r/Gce layer implements daWlow and
concrol functions specific to the call1lllUllicalion
technology. The I/O specific layer provides a library of
functions to access the hanlware. More details on the
software are given in reference (14].

For example. the softwm: in the event building
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I/O. In loop-back mode. when packet data are
transfelTCd between packet memories (but not to the
VME bus). we achieve a sustained data ttaIlsfer rate of
95 Mbitls. Further optimization of the design is required
in order to sustain the full bandwidthoff~ by the 155
Mbitls bit-rare of the fibre optic transmission standard.

This development is proving to be very useful to
familiarize us with the implementation of ATM
tectmology and has shown which are the critical poinu
requiring improvement in order to be able to sustain
traffic at the full bandwidth offered by the 155 Mbitls
bit-rate. The next step will be to test interoperability
with the conunercial switching fabric in the
demonsaaror system. followed by integration of the
randomizcr module and the implemenaation and
evaluation of the higher-level (software) layen of the
event builder prorocol.
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Figure 1.1. The structure of large Data Acquisition (DAQ)
systems in high energy physics [7].
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the present simulator, and some preliminary aspects of the
forthcoming simulator are discussed in section three.

II. ROUTING SCI PACKETS THROUGH A HIC ROUTER

A. The simulated topology

The version of our current simulator to. be presented
here has three basic elements, the SCI-node, the SCI­
to-HIC bridge and a HIC router. Several SCI-nodes
may be connected on each ringlet, the ringlets may be
interconnected using one SCI-to-HIC bridge on each ringlet
and the HIC crossbar switch.

To guarantee that the entire network will not deadlock;
provided that the HIC network itself does not deadlock,
one needs two bidirectional HIC links on each SCI-to-HIC
bridge: One for the request packets and one for response

Abstract

Point-to-point link technology such as SCI l will become
an alternative to backplane busses in DAQ systems in the
near future. We show by simulation how the serial HIC2
technology may be used to route SCI packets from ringlet
to ringlet in a small topology. Design aspects of a HIC
network simulator under development is also presented.

• This work is supported in part by the ESPRIT 8603
OMI/Macrame project.

1 Scalable Coherent Interface
2 Heterogeneous Interprocessor Conununication

I. INTRODUCTION

The large DAQ systems in high energy physics must
provide high speed interconnections between a large
number of front end data acquisition units and a processor
farm. This requires an intermediate crossover network to
build many event fragments from the DAQ front end units
into single events for a CPU of the processor farm. The
system is illustrated in figure 1.1.

The demanding communication needs of a DAQ system
may be met using SCI [1] to provide high-speed point­
to-point transmission on parallel links over relatively
short distances. The serial HIC technology may enable
construction of large low-cost low-latency interconnection
networks used to carry and route packets of any size [2].

There are several ways one may analyze a DAQ topology
based on point-to-point links prior to realizing it in
hardware. One option is to use queueing theory [3],
another is using simulation. It is our opinion that
the amount of detailed information extracted from a
simulation environment can potentially be greater than
provided by queueing theory as it is often difficult to
foresee and analyze the characteristics of a large topology.
For this reason we have developed a simulator capable of
simulating interconnected SCI ringlets forming topologies
with up to a few hundred nodes [4, 5].

In section two we outline the use of a variant of our
SCI simulator; extended to include an 8 x 8 HIC crossbar
switch and simulate routing of SCI packets from one SCI
ringlet to another [6]. We are currently developing a new
simulator for HIC networks based on our experience with
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Figure 2.1. The simulated sample topology. Four SCI-nodes
attached to each ringlet. The arrows on the ringlets
indicate direction of packet flow. Four SCI ringlets are
attached to one HIC router.

• When does the system saturate?
• How is the load distributed among the different

hardware components?
• How much of a hardware component's theoretical

capacity is used?

All SCI packets were taken to be 80 bytes, 16 bytes
header and 64 bytes data. The delay time limit was taken
to be tdelay = 14000 nanoseconds. The destination SCI­
node for a packet was selected at random among the other
15 SCI-nodes in the topology; i.e. a locality of 3/15 or 20%.
When the SCI packet arrived at the SCI-ta-HIC bridge for
routing through the crossbar, the bridge prepended a one
byte HIC routing header and appended a one byte HIC
end-of-packet. These HIC bytes were stripped off again at
the bridge on the destination node's ringlet.

The GaAs version of SCI was simulated with high speed
(HS) HIC links operating at 1 Gbit/s. The minimum
theoretical latency for this topology was _found to be
Lmin = 1436 nanoseconds, and the maximum aggregated
bandwidth for the 8 x 8 crossbar, assuming no conflicts
over the outputs. is Rmax = 526.72 megabytes per second
(Mb/s) [6]. As all SCI nodes are equally likely to be the
destination of a packet. a fraction 12/15 of all packets
sent from a node will be sent to nodes on the other
rings. The maximum theoretical throughput of the system
will be limited by Rmax , and have an expected value of
Tmax = Rmax • 15/12 = 658.40 Mb/s.

packets. Further, we have only modelled a small 8 x 8 HIC
router. Thus a maximum number of four SCI ringlets can
be attached to one router.

To illustrate what can be expected when routing SCI
packets from ringlet to ringlet using a network consisting
of a single HIC router, we have simulated the topology
shown in figure 2.1.

• How much of the theoretical network capacity is
realized?

B. Simulation parameters and measurements

In addition to the network topology, the user must also
specify:

• The number of SCI-nodes on each SCI-ringlet.
• The maximum number of outstanding requests in

each SCI-node, i.e. the number of outstanding
transactions.

• An SCI-node is allowed to send out a new request
as soon as the response to a previous outstanding
request has been received. The time it will wait from
receiving the response to generation of a new request is
drawn at random according to the uniform probability
distribution in the range [20 ns, tdelay).

• Wire delay between two neighboring SCI-nodes, mea­
sured from output link to input link.

• Bypass delay measured from input link to output link
in an idle SCI-node

• Bridge delay measured from input link on the SCI-
ringlet to the output link on the HIC network side.

• Routing delay of the packet through the HIC switch.
• Time taken to put one packet into a buffer.
• Load factors such as locality. That is the fraction of

packets sent to SCI-nodes on the same ringlet as the
sending node.

Given these parameters, the simulator measures

• Effective system throughput. From the total byte
count of all received packets we subtract the overhead
due to packet headers. Then the total number of
data bytes received is normalized to the length of
the simulation, leaving us with the effective total
throughput for the system in bytes per second.

• Latency. Latency is measured from the time the
sender puts the packet into its output buffer until
the packet is received completely in its destination's
input buffer. This is then averaged for all packets sent
during the simulation.

The HIC network simulator under development will in
addition provide the possibility to detect entities in the
network called hot-spots, i.e. having extraordinary large
traffic compared to its peers.

C. Simulation results

We simulated the topology of figure 2.1 as an example on
how simulation may be used to answer general questions
like



In figure 2.2 we have plotted the observed latency against
the observed effective system throughput. We have also
drawn a least square fit of the curve

to the data yielding parameter values Q = 397.88 Mb/s,
13 =3.06 . 10-3 /ns and" =1375.37 ns.

From figure 2.2 and the fitted curve we observe a
clear pattern of saturation: The throughput of the
network increases up to a certain level and then flattens
out due to a lot of contention in the router. The
largest throughput observed was 407.68 Mb/s, thus the
fraction of the bandwidth achieved for the network is
407.68 Mb/s/Tmax = 407.68/658.40 = 0.62 or 62%.
Compensating the largest throughput for the locality,
we find that the maximum observed bandwidth for the
router is 12/15 . 407.68 Mb/s = 326.30 Mb/s. Hence,
the utilization of the router is 326.30 Mb/s/Rmax =
326.30/526.72 = 0.62, or 62%. This value compares
well with the results of others [8, 6]. AU the SCI-nodes
experienced the same load, as did the bridges.

......................................................... '.,........,..,.1

while global clock < maximum simulation time do
begin -

for each entity.in the topology do
begin

Give the entity the opportunity to do something
end

Increase global clock by 2 nanoseconds
end

computer programming language, C++, was chosen for
all our simulator development as it was regarded superior
to other object-oriented tools due to its speed and to its
availability.

A. Event-oriented approach

Our current simulator takes the interval-oriented ap­
proach to time advancement [9]; its simulation loop shown
in figure 3.1 The simulator's clock is advanced in regular
increments of two nanoseconds, and for each increment
of the clock, every entity in the topology is given the
opportunity to execute. At a clock tick where most of
the entities in the network are passive and will do nothing,
this approach wastes computer resources by performing
excessive context switches. Hence, fast simulators cannot
use this method.

(1)L ~ LminT (L Ia, 13,,,) =oJ1 - e- 13(L--r)

-

Figure 2.2. Simulation results: Each data point represents a
different loading condition. Indicated are also the theo­
retical asymptotes Lmin and Tmax and the approximating
curve given by equation (1).

However, as the complexity of the topology grows, it
becomes virtually impossible to undertake a theoretical
analysis. Further, the theoretical results may be mislea­
ding, or only able to give too wide performance limits, as
this simulation showed.

the name.

Figure 3.2. Event-oriented approach: Conceptual illustration
of t.he list of pending activation events.

Figure 3.1. Interval-oriented approach: Time is advanced
in equal steps. For each time step all entities in the
simulator are given ihe opportunity to execute.

A well established alternative approach is event-oriented
[9], a variant of which we employ. Assigned to each
entity in the topology there is an activation time giving
the next time an entity will become active. At this time
an activation event occurs for that entity. We maintain
a data structure of the pending activation events sorted
on ascending activation times. Conceptually this priority
queue data structure can be thought of as a linked list of
entities as illustrated in figure 3.2.

We keep a pointer to the first entity in this queue,
CurrentObject. For this entity, we call a dedicated "do
something" function, ask the object to settle for a new
activation time, and reinsert it in the queue. The first
operation is to run an entity while the latter ones are to
reschedule it. The value of the simulator's dock is set to the
activation time of the current object before running that
entity. In this way, the clock increment is not a regular
value, but allows the simulator's clock to jump to the next
time an activity is scheduled to take place.

+..... -t-:~
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III. BUILDING A HIe NETWORK SIMULATOR

The burden of one simulation run on a complex topology
is significant. When one wishes to simulate for many load
factors for each topology, or many different topologies at
the same time it is convenient to run simulations on a
large number of computers simultaneously. This makes
commercial simulation environments with licensing such
as MODSIM 113 too costly. Because of this a standard

3Trademark from CACI Products Company, La Jolla, CA. The
syntax of the simulation language is derived from Modula 2, hence



Concurrency is simulated by h~ving two or more
activation events with equal activation times in the queue.
Such concurrent elements are always executed in first in
firs~ out ordering. If the CurrentObject is dependent o~
actIons performed by another concurrent entity, which has
not yet run, it has to reschedule with activation time
now, and becomes the last object of the ODes with now as
activation time. When an object is unable to provide a new
activation time, it is taken out of the data structure and
ke~t in another unsorted structure, which holds the passive
objects. If the entity later goes active, it is put back into
the sorted queue. This simulation loop algorithm is given
in figure 3.3

while CumfttObject points to something do
begin

with CumfttObjecl do
begin

Update global clock to object's activation time
RWl the object
Reschedule the object

end
Update CumfttObject to next object

end

Figure 3.3. The simulation loop t.o be used in t.he new
simulator. After execution t.he object reschedules to its
new activation time and updates the CurrentObject.

Past experience indicate that as much as 40% of total
simulation time may be consumed maintaining the pending
activation event queue [10]. Further, the data structure
selected for this queue critically influences the execution

. time [11, 10]. The simple linear list of figure 3.2 is
inefficient for all but the very smallest event set sizes.
For the efficient structures the cost of one it.eration of the
simulation loop, is typically proportional to log2(n). where
n is the number of entities in the activation event set [11].

Although there are many comparisons of such data
structures. no single structure is found to perform overall
best [12, 11, 10. 13]. Further, the performance is to a
certain degree found to be dependent on the environment
in which the data structure is used. To find the data
structure best suited for our simulator, we intend to
implement the three most promising structures and test
their performances empirically. The selection of structures
to test is based on literature and personal communication
[14,15,16]: the splay tree [17,18], the calendar queue [19]
and Henriksen~s algorithm [20, 21].

B. IvIodularity

In contrast to the current simulator the new simulator
will fully take advantage of hierarchal modelling, i.e. we
are using the inheritance concept in an object oriented
programming language such as C++ [22]. An object in
C++ is called a class. A base class is a class passing some
or all of its functionality to a derived class, and the derived
class is said to inherit the base class. Thus one may create a

Figure 3.4. Class hierarchy developed for the simulator.

general class that defines things common to a set of related
entities. The derived classes may then add onlv those traits
unique to them. .

One fundamental base class in our simulator is the
ScheduledObject class. Any entity in the simulator having
an activation event. and capabilities of rescheduling must
inherit this class. The most important class derived
from the ScheduledObject is the Entity class defining the
common functionality of both nodes, links and routers to
be simulated. Any object that should be connected into
a topology and be able to handle packets must inherit
the Entity class. Derived from the entity we have generic
link, node and router objects. Each defining what every
link, node and router have in common. respectively. The
specialties of each of the HIC components are defined in
sub-classes to these generic ones. The total class hierarch"
is shown in figure 3.4. .

The reason for employing this structure is when new
components become available, it is easy to subclass the
corresponding generic class and the rest of the simulator
will continue to operate as usual, smoothly interfacing the
new object. Hence, the programming effort needed to
support new components wiIJ be modest. Variants of the
current objects may also easily be modelled by deriving
new classes from the ones at the bottom of the hierarch"
in figure 3.4. In this way. the simulator becomes adaptabl~
and will probably be useful in the future when one starts
exploiting the HIC technology for building large networks.

C. Packet transport

In our present simulator a packet is modelled as a linked
list of two-byte (16 bit in parallel) blocks4 passing through
the network. This implies that each two-byte element in
the list needs a pointer to the next byte. Apointer is in
most programming languages stored as a 32 bit quantity.
hence each block takes up 32 + 2 . 8 = 48 bits. For a
minimum SCI packet of only a 14 byte header and a two
byte CRCs we need to store 8 blocks which is 8·(32+2·8) =
384 bits or 48 bytes. This is 200% more memory than

4These are called .,mbols in SCI
:. Cyclic RedWldancy Check



strictly needed for storage of the packet. As memory is
a limited resource on most computers, this approach is
impractical when a lot of fairly long packages are to be
simulated.

In the simulator under development the SCI or ATM6
packet classes must be derived from a common C++
packet class. This generalized packet will be modelled
as a collection of bytes characterized by the two integers
giving total packet length and the length of the header.
The packet length is the sum of the header length and the
length of the payload of the packet, not including any end­
of-packet control character. The only bytes actually stored
in the packet are the header bytes as these will be used for
routing the packet through the network. An entity may
be allowed to add bytes to this header or take bytes from
it. This to support the cases where an SCI packet gets
some address bytes added to its header for routing the
packet through the HIC network. At the destination node
these bytes are stripped off, and the original SCI packet is
recovered.

D. Validation

A first test on the accuracy of the developed simulator
will be to validate the simulated results against predictions
done by queueing theory for small and regular networks.
Thereafter the results should be compared against measu­
rements from third party real networks. Which networks
this should be remains an open question.

IV. CONCLUSION

We have shown that our current simulator may be
used to evaluate a data acquisition network design prior
to realizing it in hardware. To explore the possibilities
provided by the HIC technology~ we are currently develo­
ping a simulator tailored for simulation of HIC networks.
However, as the simulator exploits modular modelling,
it can easily be extended to also simulate SCI or ATM
networks. The accuracy of the simulator will be validated
against appropriate real networks.
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Abstract

This paper describes the STAR SCI network
topology. The data flow requirements and data tate
requirements will be discussed.

For STAR an SCI-PCI bridge is very important.
The requirements for the SCI-PCIbridge are outlined.
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1). Since the third level trigger processor fann will be
designed to select only 10.2 of the events that were
not vetoed by trigger level one and two, the required
bandwidth to communicate between the TPC and
SVT receiver boards and the third level trigger pro­
cessors is about two orders of magnitude higher than
the taping requirements. Since the existing require­
ment estimates are based on simulations and are
therefore uncertain it is important that the proposed
interface is flexible enough to accommodate later up­
grades and changes.

STAR (Solenoidal Tracker At Rhic) is a large
scale high-energy detector. It has 140000 TPC chan­
nels (1024 time buckets per channel) and 103000
channels (256 time buckets per channel) of a Silicon
Vertex Tracker. The data of all other detecters is
comparably small. Although the accepted trigger rate
of lOO/sec forTPC and SVT is low, the data volume
is very high due to the large channel count and high
particle multiplicity of about 2000 charged particles
per central Au+Au event. Current tape technology al­
lows only about one event per second to be stored.
Consequently STAR will have a third level trigger pro­
cessor farm to perform the required selection of the
interesting data.

SCI is an approved IEEE standard (1596) defin­
ing a high speed (1 GByte/sec) split transaction
network. It merges the shared memory concept with a
bus-like architecture. SCI is an ideal network for
closely coupled multiprocessor systems like data ac­
quisition systems. The remainder of this paper will
describe what SCI topology is planned for the STAR
setup.

2 Structural Architecture
The most demanding part of the system is the in­

terface between the third level trigger processor farm
and the TPC and SVT receiver boards. These detec­
tors produce the largest amount of data (refer to table

Figure 1: The dotaflow hier­
archy in STAR. The uncom­
pressed raw data is sent to
receiver boards in the count­
ing house. The nUl steps of
analysis are grouped in /ay­
en with a given requirement
ofconnectivity.

Figure 1 shows a sketch of one way to implement
the logical data flow within STAR. The uncompressed
raw data is shipped off the detector using the HP Gi­
gaLink chips. It Is stored in event buffers on the CAQ
front-end the receiver boards. The front-end proces­
sors on the receiver boards will derive space points
that are shipped to the next processing layer the third
level trigger local sector or segment track finder. The
next processing layer the global level three layer is
the first layer combining Information of several
detectors. A fourth layer of processing is currently
discussed. This processing layer may be required If
the time required to perform the L3 local and global
analysis exceeds the available pipeline buffer space
on the receiver boards. In this case the compressed
raw data of a not yet accepted or vetoed event would
be read out and sent to the L4 processors.

Another trigger analysis scenario does not imple-



ment a global selection/rejection algorithm like the
one previously sketched but an intelligent data reduc­
tion algorithm. For example the first levels of analysis
could be performed in the third level trigger farm and
only the results sent to tape. The advantage of this
implementation is the ability to record higher event
rates ttl!-n one event per second.

There is a large variety of structural scenarios of
how to implement the third level trigger processor
farm. However one particular architecture appears
desirable taking into account that the bulk of the TPC
and SVT trigger analysis (hit and track segment level
- L3 local in figure 1) are completely independent.
Consequently the first level of analysis can be done
on a sector by sector basis. Figure 2 shows a third
level trigger data flow diagram resulting from these
assumptions. Each TPC L3 sector network would be
comprised of 6 receiver boards serving one TPC
sector. Each SVT segment network would be com­
prised of three receiver boards. The number of L3
local processors is not defined yet. The TPC and SVT
tracks are sent from each L3 local network to the L3
global processor farm. At this processing level the
summary data of all STAR detectors will be merged
and a trigger decision derived.

Table 1 shows a breakdown of the data sizes of
the objects that have to be moved at the various lay­
ers of the systems. The minimal data rate require­
ments neglecting processor synchronization and
event monitoring traffic can be derived by taking into
account that that system has to sustain 100 events

TPC

-.-
--i

' ...._-

SVT

Figure 2: The STAR third level trigger dataflow
diagram.
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Figure 3: The STAR SCI/opology.

per second. For example. the minimal data rate re­
quirement of the TPC sector network is 5.4 MBlsec if
the system runs in the event selection mode and
70MB/sec if it runs in event analysis and compression
mode as outlined before. In this scenario, the zero
suppressed raw data would have to be sent to the L3
local processors since the front-end processors on
the receiver boards do not have floating point
capabilities.

Figure 3 sketches the STAR SCI network
architecture. All local L3 networks are connected
through bridges to a global network (third-level trigger
backbone). This network serves several functions:
data transport mechanism for the L3 summary data to
the L3 global processor farm, event build and read­
out, and on-line monitoring access and transport
mechanism for local network cross communication.

1 Implementation
In order to build the STAR data acquisition and·

third-level trigger system, using SCI as the underlying
network, SCI interfaces to all components involved in
the system are required. The receiver boards will
have mUltiple front-end processors that are all con­
nected to a global bus. This bus was chosen to be
PCI since there are appropriate interface chips
available. Consequently, for the receiver board inter­
face an SCI-PCI interface would be reqUired. There is
no decision yet which processor architecture will be



Table 1: STAR third level trigger data volumes

TPe sector
5.8MB
10%
700kB

raw data
occupancy
zero-suppressed data
(including 20% overhead)

space point data 54 kB
(6 real numbers per space point. outer 16 pad rows only)

tracks 80 kB
(10 real numbers per track)

SVTsegment
3.3MB
3.9%
160 kB

27kB

80kB

giobal L3 neiwork

• Address translation from PCI 32 to 64-bit SCI
address.

• Memory protection against incoming SCI
write requests.

• Transparent readlwrite functionality for both
PCI-SCI and SCI-PCI transactions.

• SCI lock transaction support - most impor­
tant are Fetch&Add and Compare&Swap.

• Chain-mode DMA support on bridge.

• It is required to be able to initialize the bridge
and correspondingly the far-end bus or net­
work from both SCI and PCI.

• Data transfer rate SCI-PCI write 70MB/sec,
PCI-SCI (DMA) write 30MB/sec. Read
transfer rates depend on latencies on the re­
sponder side. Read-ahead scenarios may be
implemented to amortize the latency over
several read requests.

• Low cost

1 SCI-PCI Bridge
A prototype of an SCI-PCI bridge is currently being
designed as a joint effort between STAR and RD24
(CERN). The essential requirements of that device
are:
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Figure 4: The TPC sector network implementing
the SCI-PCI bridge.

used for the STAR third-level trigger fann. However,
the DEC alpha and the PowerPC architecture are
strong candidates. Most implementations of these
processors use PCI as the I/O bus. Consequently an
SCI-PCI bridge appears very useful for the third-level
trigger framework, too. Figure 4 sketches a TPC sec­
tor network using an SCI-PCI bridge to connect all
components to the SCI sector network. The first pro­
totypes of the TPC and SVT receiver boards will,
however, be VME based. They will have a PCI slot
available for the SCI-PCI bridge as a migration path
to the final design.

Certainly there will be VME systems used within
STAR. In order to integrate these systems into the
SCI network an SCI-VME bridge is reqUired. The
STAR architecture as outlined does not require com­
plex switches. It is intended to build the required
bridges using SCI NodeChips in a back-to-back
configuration.
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Abstract

In the CLAS detector at CEBAF an ATM switching
network will be used to move data from front end readout
controllers to the on-line processor farm and to tape. To avoid
contention problems and cell-loss. a linked dual token passing
algorithm has been devised. with two different types of tokens
being passed through the switch. The event request token
controls which processor (or processor cluster) receives a
specific event block. while a data request token controls which
group of readout cODtrollers will pass fragments from that
event block to that processor at a given time. Multiple data
request tokens may be active simultaneously each with its own
associated processor which is to receive the event. This leads
to a 'barrel shifter' type of parallel data transfer. We describe
the hardware planned, the token passing and event allocation
algorithm, and some preliminary simulation results.

I. IN1RODUCTION

The CEBAF Large Acceptance Spectrometer (CLAS) is
designed for kinematic analysis of several particles in the final
state of nuclear interactions. A toroidal magnetic field
generated by six coils is used for momentum analysis; for this
reason the detector package has been partitioned into six
wedges or sectors. Each sector fits between two adjacent coils
and consists of four types of detectors: six superlayers of drift
chambers for tracking. and Cherenkov detectors. scintillation
counters. and an electromagnetic calorimeter for particle
identification. Details of the detector design are given in
reference [1].

The CLAS detector is designed to run at luminosities ex­
ceeding 1034 cm-2s-1 producing a hadronic interaction rate of
several Megahertz. The data acquisition system is being
designed to handle event sizes of 20-40 Kbytes and an expected
event rate in excess of 2 KHz. A two level hierarchical trigger
system [2] selects events of interest, communicating with a
trigger supervisor module [3] which controls the conversion
and readout sequence. After the front end electronics modules
have finished conversion and local buffering. the trigger
supervisor places the event in a first-in-flfSt-out (FIFO) queue
to communicate with the readout controllers (R0Cs). Readout
then proceeds asynchronously with the acquisition and
conversion of future events. There are approximately twenty
ROCs in the CLAS detector. each reading out a portion or
fragment of the data from one event. The accumulation of

fragments of data from all of the readout controllers requires
some method of 'event building' or consolidating all fragments
from one event so they may be analyzed (for possible trigger
cuts) and written to tape. The architecture of the event builder
planned for the CLAS detector is the subject of this paper.

n. COMPARATIVE EVENT BUllDING
ARcmTECfURES

A. Overview

A block diagram of a typical event building architecture is
shown in Figure 1. The event builder has input connections
from many ROCs. each passing a fragment of an event. The
output connections go to a series of on-line farm processors
(OLFPs). which may reformat the data, partially analyze it for
monitoring or triggering purposes, and write it to tape. The
function of the event builder is to route all the data from a
specific event (or block of events) to one of the OLFPs. the
data from the next event or block to a different processor, and
so on. In this way the computational load is distributed
amODg many processors.

On-Line Farm Processor Array

Frort Em Crates
Figure 1. A block diagram of a typical event building
architecture concentrating on the input and output data
links. Details inside the event builder are not shown.



All types of event builders must not only have a
mechanism for delivery of data from the ROCs to the OLFPs.
but must also have some mechanism for deciding which OLFP
gets which event. This infonnation must then be used to
control the data flow from the ROCs so that it reaches the
correct destination. Many approaches to event building have
been used or proposed. and we first discuss non-switched
architectures. then switched architectures and ATM.

B. Non-Switched Architectures

Older event building architectures typically involved
gathering data from several ROCs into one node. then
gathering the data from several of those nodes into a secondary
node and so forth until all the data had arrived at the topmost
node. This pyramidal scheme has a basic weakness in that the
amount of parallelism is reduced as the data flows up, creating
bottlenecks which can severely impact the data rate. The
original COP event builder operated this way, and the event
rate (with a single event builder) was limited to 10-15 Hz [4].

A more modern non-switched approach involves using a
memory array in which each input link connects to all
memories in one column of the array, while each output link
connects to all memories in one row of the array. All ROCs
write the data from a specific event into the same memory in
the column they are connected to. so that the entire event ends
up in memories in the same row. The next event is written to
the next row. and so on. Each OLFP obtains an event by
reading the fragments from all memories in its row. This
approach has been used by the DO experiment at Fermilab
(among others) and is more fully described in reference [5].

Another approach is to use a high speed network to pass
the data from ROCs to OLFPs. If the bandwidth is
sufficiently high each ROC can pass the data to a specific
OLFP over the network. This design has been used in the
COP upgrade [6]. where the Ultranet network was chosen.
FOOl networks could also be used in this fashion.

Each alternative design has weaknesses. In the memory
array architecture. the number of memories grows as the
product of the number of input and output links. Also. so~e
mechanism for controlling the memory access must eXist.
whether by directly controlling the memory array. or
broadcasting to the ROCs. Memory based designs typically
involve some custom hardware and software to make them
function. Use of a single high speed network will ultimately
limit the readout speed to the capacity of the network.
Pushing the bandwidth to the limit may necessitate another
network for control. as in the use of the SCRAMNET [7]
network at COP. Switched network architectures and the large
aggregate bandwidths they currently provide can solve many of
these problems.

C. Switched Architectures and ATM

Switching architectures offer many attractive features for
use in event building. In a switched architecture. each of the
input links from the ROCs is connected to one port of the
switch. Each of the output links to the OLFPs is also

connected to one port of the switch. In this architecture all of
the ROCs send data from a given event or event block to the
same OLFP. The switch controls the routing of the data. so
all fragments of one event reach the proper destination.

There are a few complications in using the switch which
need to be addressed. As in all event builder models there
needs to be a way to detennine which of the OLFPs is to
receive the next event. This information must then be
propagated to the ROCs so they know the destination. An
additional problem for a switched architecture is that because
access is typically unconstrained (unlike a token ring networlc).
there must be some way of controlling the access and routing.
for if all ROCs attempt to send data to the same processor at
one time. there will be contention and possibly buffer
overl1ow at the output pan.

Asynchronous transfer mode or ATM is one of the newest
switching architectures and is rapidly gaining wide acceptance.
In ATM all data is transferred in 53 byte cells. comprised of a
5 byte header and 48 bytes of data. The header controls the
routing of the cell through the network switches. This small
and fixed cell size is designed to provide the low latency
switching required by integrated video and data networks.
ATM does not provide guaranteed delivery of cells, and ATM
switches typically have" limited buffering. so contention for
output bandwidth may cause cell loss. This is not a ~ous
problem in video applications. but for data transfer a hi~
level protocol must retransmit lost cells. In event budder
applications this type of contention and retransmission may
drastically reduce the throughput. so a way to eliminate it
must be found in order to use ATM.

There are two other switched architectures which have been
proposed for use in OAQ event building; ~w~tc~ FODI~
Fibre Channel. FOOl is somewhat llmlted In that Its
transmission speed is currently only 100 Megabits per second
(Mbitls) while both Fibre Channel and ATM offer several
higher transmission speeds. A relative weakness of Fibre
Channel is that there are only one or two switch vendors. and
the supply of interface cards is also limited. By contrast ATM
has been embraced by many manufacnuers, and Switching and
interface cards are currently available from a number of
sources. The problem of cell loss and retransmission may be
somewhat worse in ATM than in some of the other Switching
architectures. but the increasingly wide acceptance and
availability of ATM technology makes its use very ~tive.

In the next section we discuss the use of an ATM SWitch as
the event builder in the CLAS detector. and how the switch in
combination with the dual token passing algorithm is used to
solve the communication and contention problems mentioned
above.

m. EVENT BUll.DING USING ATM

A. Overview

Figure 2 shows a block diagram of the event building
architeCture to be used in CLAS. In this design the data from
all ROCs is collected by six data concentrators (DCs) which
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are connected to the ATM switch. The ATM switch has 16
fiber optic OC-3 (155.52 Mbitls) pons. and serves as the
vehicle to route both data and control information between
OLFPs. Des. and the tape processor. Communication is done
using the TCP/IP sockets protocol. which guarantees
reliability without having to rewrite applications to use a
native ATM application programming interface (API). Six of
the pons are used for the data concentrators leaving 10 for the
OLFP net!"ork and the tape processor. The OLFPs merge the
event fragments into complete events. perfonn panial analysis.
and send the events back through the switch to the tape
processor which controls the writing to tape.

B.lnput Data and Rates

The DCs are actually VMEBUS processors which collect
the data from several FASTBUS and VME ROCs. merge the
data into one stream of event fragments. and manage
communication with and data transfer to the OLFPs.
FASTBUS crates are read out using the FRC board developed
at Fermilab [6] and data is transferred to the DCs over the
5canner bus interface. VME crates transfer their data to the DC
using a VME-to-VME interconnection.

Tape Processor
(19 mmtape
drive)

Introducing the DCs solves two problems. There are more
than twenty ROCs in CLASt too many to connect each one to
a switch pon unless the switch is very large and expensive.
Since the data rate from a single ROC is not very high
(between 1-3 MbyteJs depending on the electronics in the
crate). it is a waste of bandwidth to dedicate a 155 Mbitls link
to each one. Reading the data from several ROCs into one DC
greatly reduces the number of input data links needed for the
switch. The second problem is that there are no FASTBUS
interfaces to ATM. while several are available for the VME
bus. with more being announced all the time.

Three of the DCs handle PMT based electronics channels
and trigger infonnation. and are each expected to have about 1
KbylC of data per event. Even though the data in each of these
DCs is not very large. the underlying electronics are quite
separated geographically. making it difficult to combine them.
The other three DCs handle the FASTBUS crates reading out
the drift chamber data. In addition to handling network traffic
these DCs perform valuable data compression. In the CLAS
detector pulse width encoding has been used to multiplex two
drift chamber wires onto one IDC channel. which reduces the
channel count but increases the amount of data read out [8].
The digitized data being read OUl is compressed by a factor of

Front End Crates

Figure 2. The event building architecture used in the CLAS detector. An ATM switch serves all communication
needs. including token passing for control as well as data movement. The event request token can be seen
circulating among the OLFPs at the top. while a data request token is circulating among the Des at the bottom.



2.7 in the process of separating the two channels and
recovering the original time and charge. This data extraction
and compression can be done on a sizable fraction of the events
by the FRCs themselves. but the DCs must finish this
compression before sending the events out. This can be done
by an additional processor in the crate. After compression the
data from one event will be about 2.5 Kbytes at each drift
chamber DC.

The total event size at the DC stage is therefore about 10.5
Kbytes. At an event rate of 2 KHz each of the drift chamber
Des needs to move data into the OLFPs at 5 Mbytesls, with
the other Des needing to transfer at 2 Mbytesls. This yields
an aggregate rate of 21 Mbytesls, significantly below the rates
at which an ATM switch can perfonn. The difficulty thus lies
not in the amount of data being transferred, but rather in
smoothing the data flow to minimize contention. We now
discuss the algorithm which handles this.

C. Tokens and Transfer Control

As mentioned previously. the major problem in using an
ATM switching network for event building is contention on
the outbound links to the OLFPs. causing cell loss and
retransmission. reducing the throughput. We have developed
an algorithm using two types of tokens which not only solves
this output link. contention problem, but also handles the
arbitration among OLFPs for events and communicates this
information to the DCs. In this algorithm one token
circulates among the OLFPs. which they use to arbitrate for
events. while a second type of token (of which many may be
outstanding) circulates from the OLFPs down to the DCs and
back. Both tokens are passed from source to destination
through the switch. so that the switch is used for control
infonnation as well as data movement.

To reduce the amount of control information needed. all
arbitration and data transfer is done using blocks of 64 events.
This greatly reduces the number of messages,
acknowledgments. and interrupts involved. At an event rate of
2000 Hz the OLFPs need to arbitrate for only 33 blocks each
second.

The OLFPs pass an event request token among themselves.
in a round-robin fashion, using the switch. This token is
shown in Figure 2 in transit between two OLFPs. As each
processor receives the token. it checks to see if it is able to
accept more events. If so it increments the 'next available
event number' field by 64 and passes the token to the next
OLFP in the chain. otherwise it passes the token unmodified.
Because a processor may occasionally not take an event block.
the token circulates slightly faster than the 33 event blocks per
second which need to be accepted. This algorithm expects the
OLFPs to take the events in a round robin fashion most of the
time. and data transfer may slow down if much processor
skipping occurs. We discuss this in more detail below.

Once a processor has taken a specific block of 64 events
(beginning with event number K for instance) for itself it
passes a data request token through the switch to the f11'St DC,

identifying itself as the recipient of the block of events
beginning with number K. Each processor may have more
than one outstanding data request token, to keep the arbitration
ahead of the data flow.

The first DC· receives data request tokens from all of the
fann processors. It places them in a queue in order of requested
event numbers (not in order of received requests, which~y be
incorrect). When the event block requested by the token at the
head of the data request queue is available (for the OLFPs
should be arbitrating ahead of the data's arrival), this DC sends
the event fragments to the destination processor. and then
passes the data request token to the next DC.

The second DC receives the data request token from the
first and places it in its queue. As soon as all previously
requested event fragments have been sent. and the data requested
by this token is available. it will be transmitted to the same
processor. The data request token will then be passed to the
DC next in line. This process is repeated from one DC to the
next. with the order being fixed. until the last DC has sent its
data. The data request token is then passed back to the first
DC which returns it to the destination processor. Figure 2
shows a data request token in transit between two of the DCs.

The net effect of this algorithm is a pseudo-barrel-shifter
approach in which ideally. at a given instant in time. each DC
is holding a data request token from a different OLFP. There
will be no contention among data transfers because the Des
will all be sending data to a different destination. The only
contention that could arise in this situation would be between
token messages and data. Because the token messages are
shon (about two cells since most of one cell is taken up by
the TCP and IP headers) and not very numerous this should
not be a problem.

This highly efficient throughput will only occur if two
Des don't attempt to send data to the same OLFP at the same
time. This could happen if one OLFP takes two event blocks
reasonably close together because several of the processors
passed the event request token without taking an event block.
Consider the scenario in which a certain OLfP passes down
two data request tokens which are separated by only one other
token from a different OLFP. The first DC will then send data
from the first block to the 'over requesting' OLFP. The token
then passes along the chain of DCs. But as soon as the first
DC sees the second token from this OLFP, it will want to
send a different set of event fragments to the same destination.
This will almost certainly cause a conflict with a later DC
which is trying to transmit its fragments of the earlier event to
that same OLFP.

There are two conditions which, if met, minimize the
impact of this problem. First, the number of fann processors
must be greater than or equal to the number of Des. or else
this contention problem may arise even if no processors are
skipped. Second. the OLFPs must take an event block when
the token comes to them most of the time, and only
occasionally let it pass unmodified.

H this problem does occur there are two ways to handle it.
One way is to just let the switch and the TCP protocol handle



the contention. assuming it happens infrequently. When it
does occur it will cause retransmission if cells are lost.
reducing the throughput. The other approach is to allow the
first DC to stall the second 'conflicting' data request token
until the prior token from the same OLFP has been returned to
it. indicating that all the DCs have finished sending their event
blocks to that processor. This will also reduce the throughput
of the switch. We are actively preparing simulations of the
operation pf this switching architecture. but because different
switches have different buffer sizes and cell lost rates the [mal
choice between these two methods win probably be made
using actual tests of the system at our data rates.

An alternative approach would be to have one master
OLFP which is responsible for arbitrating the event flow.
Each OLFP would request an event block, and the master
OLFP would return a token to the processor who was granted a
token least recently. This has the disadvantage of requiring
two transmissions for each event block while the round robin
method requires slightly more than one. Other disadvantages
include different and additional software running on the master.
and the loss of processing power.

D. From the Farm Processors to Tape

Once all the fragments for a cenain event block have been
received by one of the OLFPs, it must refonnat the data to put
it together into complete events before writing it to tape.
Some amount of analysis may also be done for monitoring or
triggering purposes, but it has lower priority than the data
reception and reformatting tasks.

The data rate into each OLFP will be the aggregate data rate
of the DCs divided by the number of OLFPs. The total rate
from the DCs is 21 MbyteJs, so with six OLFPs the data rate
into each will be about 3.5 MbyteJs. If we assume that the
analysis adds a little over 10% to the data and that no events
are rejected by a triggering algorithm, the output from each
OLFP should be about 4 MbyteJs.

In this architecture all OLFPs send events which are to be
written to tape to the tape processor. This will probably be a
multiprocessor machine, to handle the demands placed upon it.
It will have at least two high speed disk arrays for buffering
data. and at least one high speed (16 MbyteJs) tape drive.
Because the input data rate can be as high as 24 MbyteJs (6
OLFPs each with 4 Mbytels to tape) it has four ATM links to
the switch with each one having a load of 6 Mbytels. Because
data blocks received from the OLFPs may be out of order due
to different processing times for the event blocks, they are
internally reordered by event number. Events are taken off the
top of the queue and written to one of the two disk arrays.
When one disk array is nearly full, events are written to the
other disk. while the first disk is emptied onto the tape.

IV. HARDWARE TESTS AND SIMULATION

A. Hardware Tests

The rate at which data can be sent over the ATM links and
the computational load required to support the TCP protocol

are critical factors in determining the success of this
architecture. As mentioned above each DC will transmit data
at rates up to 5 Mbytels, while the OLFPs will receive up to
3.5 Mbytels and transmit up to 4 Mbytels. The tape processor
must be able to receive 6 MbyteJs on each of four ATM links.
and buffer them to disk, then transfer them onto tape.

To test the perfonnance of ATM interfaces and the
computational load required to run TCP over ATM,.. two
EISAbus fiber optic ATM (OC-3) cards for Hewlett Packard
computers were obtained from FORE Systems[9]. One was
placed in an HP 735/125, the other in an HP 715nS, and the
machines were connected by 1150 m of fiber. The driver
software for these boards included a standard Berkeley sockets
interface, which simplified testing. Two tests were conducted,
one using the sockets interface directly, and one running
CEBAFs DAQ software CODA [10], which uses sockets as
its transport mechanism over any link.

For the sockets test 8 Kbyte packets were sent from one
machine to the other as quickly as possible, and the data rates
and computational loads were measured. Header checksums
were computed but data checksums were nol, although this had
little effect on the perfonnance. The TCP sliding window size
was set to 56 Kbytes. which gave the best performance. The
results of this test are shown in Table 1.

The CODA test simulated the conditions which would
exist in sending data from a DC to an OLFP. Events of size
2.5 Kbytes were gathered by CODA into blocks of 64 (160
Kbytes), which were then sent over the TCP sockets
connection with the same settings as before. The results of
this test are also shown in Table 1.

Parameter Sockets CODA

Data Rate 715->735 6.1 Mbls 6.2 Mbls
Data Rate (events/s) 2300
715 Utilization 70% 75%
735 Utilization 30% 48%

Data Rate 735->715 8.3 Mbls 4.2 Mb/s
Data Rate (events/s) 1600
715 Utilization 95% 26%
735 Utilization 30% 31%

Table 1. Test results using point-to..point ATM links
between two HP computers. The sockets test only
tests communication speed using sockets, while the
CODA test includes some DAQ functions as well.

The implications of these tests are as follows. This
combination of the TCPIIP protocol over ATM links appears
to require approximately 8 MIPS per Mbyte of data transferred
(this may be reduced in future network adapters). If the DCs
use a VME processor of 125 MIPS we should be able to
transfer about 2000 event fragmentsls (5 Mbytes/s for the
heaviest loaded Des) using 40 MIPS or 32% of that processor.
This .would allo~ 85 MIPS to be used for collecting and



the impact when one processor does not take the event request
token. The processors themselves could be expanded into
processor clusters allowing more analysis to occur. A second
switch could be used to send the events to the tape processors.
Finally, higher speed A1M links could be used when switches
and interfaces at those speeds become available.

reordering the data from the ROCs. H the OLFPs are 250 MIP
machines. reception of 333 eventsls (3.6 Mbytels) would use
about 29 MIPS or 11 %. It would require another 13% to send
it out. leaving 76% or 189 MIPS for analysis. monitoring.
and triggering. This means that the processor could spend
approximately 567.000 instructions on each event in merging
the fragments and analyzing it.

B. Simulation
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V. CONCLUSIONS

The event builder described here should be able to handle
the event rates from the CLAS detector. Thc ATM links are
fast enough to handle the data rates expected. and the TCP
protocol handling leaves enough processing power so the
OLFPs can perfonn some analysis. The use of the 'dual token
barrel shifting' algorithm almost completely eliminates
contention and cell loss in the ATM environment. Using the
switch to pass the tokens simplifies the design by eliminating
a separate control link or network.

This design is also very scalable. A larger switch with
more pons would let additional processors be added, allowing
more analysis to take place in each one. It would also reduce

Although aggregate data rates indicate that the system
components are capable of both processing and transporting
the data. the effects of timing have also been investigated
through two simulations. The first approach used COMNET3
[11], a graphical based simulation product developed for the
purpose of modeling local and wide area networks
encompassing numerous media access protocols. COMNET3
contains specific support for A1M switches and TCPIIP. and
allows customization of processor characteristics and process
loading at each OLFP and ROC. The token mechanisms
proposed were not modeled using standard loken rings. instead
the implementation used a series of traffic sources which were
triggered by the receipt of specific message types (tokens).
Verification of the correctness of the barrel shifting operation
was possible by a visible inspection of the animation
capabilities of COMNET3 and a detailed examination of the
tracing features which provides text output of the movement of [4]
individual packets. This high level simulation has produced
results indicating that the overall design is viable with [5]
minimal contention in the communication links at the data
rates expected.

A second. more detailed. approach is underway using
MODSIM2 [11], an object-oriented simulation language. This
model allows for customization of different token strategies
and a more detailed examination of the effects of various
protocols such as TCP/IP versus the ATM API. The first
simulation suggests that timing will not be an issue; this
model is being used not only to answer the academic questions
of how the strategies compare. but also to study the effects of
data rates higher than those planned. predict buffer sizes and [8]
determine time constraints for various types of event
processing.







DESY 93-008
February 1993

ISSN 0418-9833

The Eventbuilder of the ZEUS Experiment

U1f Behrens, Lars Hagge, Wolfgang O. Vogel­
Deutsches Elektronen-Synchroton, Hamburg

February 9, 1993

Ab.tract

The Eventbullder of the ZEUS ezperiment is a real-time parallel data formatting and
transport .ystem. It combines data flow. originating from various detector components
and transfers them to the third left! triuer proce••or farm. The Eventbullder is bued
on an uyncbronoUi pac:ket-.witc:biDg tr&Dlputer network and Ules transputer links for
bulk data transfer. A high-.peeci NxM custom made ero.sbu nritch allows dynamic
linking of any detector component to any branch of third level processor nodel, offering
a bandwidth of more thaD 24 UBI. over a distance of 100 m. The use of structured
.y.tem development techniques (SA/SD) resulted in a iezible and well-partitioned .y.tem
structure and guaranteed that all requirement. were met.

1 IntroductioQ.

HERA, the new electron-proton colliding facility at DESY, started operation for physics mea­
surements in spring 1992. HERA provides electron-proton collisions at a CM energy of 310 Ge V .
The ZEUS collaborat.ion con.truct.ed a detector for one of HERA's interaction regions.

Challenges for the ZEUS experiment are t.he .hort interval between beam crossings of only
96 fU, more t.han 250,000 readout channell and an init.ial raw data rate exceeding 10 GB/ s. The
data rate has t.o be reduced by a fact.or of at least 104 before data recording. This imposes
strong requirements on the triger and data acquilition sy.t.em.

The trigger and data acquilitioD .y.tem of the ZEUS experiment is a highly-parallel dis­
tribut.ed real-time .ystem. It consilts of .neral independent readout .y.tems and three trigger
levels for data filtering. Us central pari, the ZEUS EftDtbuilder, combines and formats the
data low. orisinating from the ftriOUI readout .y.tem•.

The Eventbullder iSlubject to the mpest. data rate within the ZEUS data acquisition sys­
tem. Due to its connections to aImOit all paris of the data acquiation Iyltem, the Eventbuilder
is alIo an important tool for .y.tem analym and ctiapom. This article describes the develop­
ment of the ZEUS Eventbuilder, sivel & brief overview of it. hardware and software architecture
and reports first reault. on the performance of the Eventbullder and the data acquisition .ystem.

-DOW at Blohm" Vou,Bambug
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Table 1: Specifiation of component subsystems in the triaer and data acquisition system (Co189]

Detect.or Component

Central Tracking Detector
Forward/Rear Track. Det.
Barrel Calorimeter
Forward Calorimeter
Rear Calorimeter
Transition Radiaiion Dei.
Hadron Electron Separator
Backing Calorimeter'
Vertex Detector
Beamline
Barrel Muon Chambers
Forwarci Muon Spectrometer
Leading Proton Spectrometer
Luminosity Moni!.or
Vetowall
Global Second Level Trigger
Fast Clear

CTD
FRTD
BCAL
FOAL
ReAL
TRD
BES
BAC
VXD

BEAM
BMUO
FMUO

LPS
LUMI
VETO
GSLT
FCLR

No. Readout
Channels

4,608
5,778
5,184
4,344
2,336
"2,472

37,304
40,000

832

62.256
18.948
52,000

258,142

ma.ximum
Event Length

30 ill
15 iB
20 iB
20 iB
10 ill
10 ill
10 iB
2 kB
2 iB
1 iB

0.6 iB
0.5 iB
0.2 IcB
0.2 iB

0.01 iB
2018
2 iB

142 It:B

Readout
Proceuor

Tranaputer
Tranaputer
Transputer
Tranaputer
Transputer
Tranaputer
Tranaputer
Tranaputer
68k-family
Transputer
Transputer
68k-family
68k-f&mi1y
68k-family
Transputer
Transputer
68k-family

2 Overview of the ZEUS Trigger :and Data Acquisition
System

The ZEUS detector comprises several independently operating detector components, each of
them equipped with their own so-called component subsystem (CSS)~ Component subsystems
contain the "frontend" electronics required for the component control and readout. They
interface to two levels of global triger procelson and the Eventbuilder. The layout of the
ZEUS trigger and data acquisition system and the data throupput at its components are
shown in figure 1. The component subsystems of the ZEUS experimeni are listed in table l-

Once a detector component has been read out, the data are Itored in a 5.5 p. first level
trigger pipeline and analyzed by a local first level triller processor. The resultl of the cWferent
component subsystems referrins to the lame beam croiliDS are input to the slobal first level
trigger (GFLT), which computes all overall first level triger decision. The maximum rate of
GFLT accept decisions is designed to be Ildl%. Up to the GFLT both the triger and readout
are deadtime free.

On GFLT accept, data accepted for further analysis are copied to a lecond level trigger
pipeline. A GFLT accept rate of IlJlz and a "copy" time of 30 p. result in 3% deadtime. This
is the only source of deadtime provided no buffer run states occur.

A second level trigger processor local to the component sublystem computes a triger IUb.

decision, which is forwarded to the global second level trigger (GSLT) and used to compute
an overall second level trigger decision. The GSLT is designed to accept ca. 10% of all GSLT
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Figure 1: L.yout of the Triaer .nd D.t. AcquiSition System of the ZEUS experiment; on the riCht
side, the d.t. throuchput .t the different components of the system is shown.

accepted triggers. .
In cue a component subsystem receives a positive GSLT dec:iaion, the corresponding data

are usigned a "GSLT decision number" and transferred to the Eventbuilder. The Eventbuilder
combines and formats all the component data carrying the lame GSLT decision number into
one data set. This data set is called an "event", and its GSLT decision number is also referred
to as the "event number".

Once aD event is complete, it is input to the third level triaer (TLT). The TLT is a processor
farm consisting of six branches of a total of 36 processor nodes. It performs the global event
reconstruction and a final filtering and is designed to accept up to 5 events/so

3 Developing the ZEUS Eventbuilder

The performance of the Eventbuilder has strong iniuence on the output of the entire experi­
ment, and a careful design of both the systems hardware and loftware il mandatory for optimum
operation. The use of structured development techniques (SA/SD) yielded a well-partitioned
and flexible system structure and ensured all requirements being met.
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The following lectionslist the requirements on the Eventbuilder and illustrate the analy.u
and design process. Additionally, the implementation of the Eventbuilder and iii operation

- are also described. Finally, experience gained from .y.tem development and intesration is
summarizedI.

3.1 llequiremments

The requirementI on the ZEUS Evenibuilder are defined by it. posit.ion in the triger and dat~
acquisition .y.tem, the rate of positive GSLT decilioDi aDd the &1D01IDt of data acquired &om
the component subsy.tems. The main i••ues are to:

• combine and format data from d.if[erent components carrying the same event number into
a single data record (event). Suflicient buffer IPace h.. to be ptovided to account for the
asynchronously arriving component data. Complete events have to be transferred to the
TLT. which involves a data crampon over a distance oi around 100 m .

• IU.tain a GSLT accept rate of at leut 100 event./•. Taking into account the event sizes
defined in table 1, this requires a total bandwith of more than 15 MB/6 and up to 3 MB/6
at the interfaces to component .ubsy.tems.

• provide fault tolerance against failure of traumiuion lines to the TLT. The data traupori
to the TLT necessitates the use of .erial transmiuion lines and a redundant hardware
architecture.

• di.tribute the event. over the TLT branches. By lurveying the data tbroqhput at the
interfaces to the TLT, the load of it. cWferent branches of processor nodes can be estimated
and used for load-balancing.

Further requirements include format checks of component data and generation of an index to
the data objects inside an event record2 , careful on-line monitoring for debugsiDg and .Yltem
analy.is purposes, conceptual simplicity regarding maiDtenaace and future upgrades, and low
co.t.

3.2 Essential Model

The Eventbuilder has to lupport interfaces to the ft.riOUi detector component., the six branches
of third level trigger proceuor nodes (TLT), the Global Second Level Trigger (GSLT) aDd the
Run Control console (RC). The Context Diasram (CD, fis.2) ahoWl, how the Eventbailcler is
embedded in the triaer and data acquisition Iystem.

Entity Relationship Diasrama (ERDs) Ihow the data elementl occuriq in a system and
highlight the relationships between them. In cue of the Eventbuilder, an ERD can euily
be derived from a description of the .yliem'. behaviour, where noUDI refer to objecb aDd
verb. indicate relatiouhipi (fis.3). Every detector componeat h.. to "f'UJ'OfUl to a GSLT_­
decUion by providing it. ccmapcmmt-clcda. Componad..cIcda t:tmft8ILoj aeveral cornporamt.­
dat4..6Gw. Scanning the compcmad..cIcda reveala the compcmad..clcUa...compo..... MGkAm,
this to the readout-configuration. qsurel only ft1id banks bems built into the event. Whea

ITo article iIl.rodu.. pan of the DotaUoa of SA/SD. Bowner, for &he lDodeDiq tecbiqae we nfer &0
[HP87, Youle, PJ80). .

2The ZEUS eolIabora_D .,. &heir clMa ill &he ADAMO formU (PPIG).
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Figure 2: T_ Context Diacram defines the interfaces between the Eventbuilder Ind other compo­
nents of the triccer and data acquisition system. Boxes represent external systems, bars common
memory areas and arrows the flow of data (solid) or control information (dashed). The Eventbuilder
is shown as I bubble, represent;nc I process. .

all participating_component. of a run have f'e6ponded to the GSLT_aeci8ion, the set of valid
component_aata-banb and the event..compo.sition can be combined-into the formatted-raw_­
event.

Tasks operating on the data elements and establishing the relationships are defined in a
Control and Data Flow Diagram (CDFD, fig. 4). The diagram is an extension of the "build
event" process in the Context Diagram. It has the same input and output flows, but gives a
more detailed definition of how to build events. The processes of the CDFD are synchronized
by a control unit (finite state machine, fig. 5) which analyzes the process states and reacts on
extemal signals.

3.3 Hardware Architecture

Transputers3 proved to be well suited processors for the ZEUS Eventbuilder. Standard VME
transputer modules offering two T800 transputers with 4 MB of private memory each and a
triple-ported memory (TPM) of 128 UJ or 512 UJ on a double-height VME-module [NIK90]
have been developed within the ZEUS collaboration. It was decided to use those modules
wherever possible. Fig. 6 showl the layout of the Eventbuilder hardware.

Interfaces to component subsystems and to branches of TLT processor nodes connect the
Eventbuilder with the trigger and data acquisition system of the ZEUS experiment. To keep
the interfaces independent of the implementation of the extemal sysiems, common memory
areas have been chosen for data input to or output' from the Eventbuilder. The interfaces are
implemented using the ZEUS standard transputer modules with the common memory areas

3Traupu~en are IiDpe VLSI deYices with proceilor, lDeDlOfJ and commUDicatioD liDb to other trauputers
[inID89]. Tr&Upu~en are building blocks for real-time parallel Iyltems u described in (Boa78]. Their linb are
deGgDed for lynchronisatioD parpoeel iDaide diatributed I,..tema, but lDayalto be used for data tra.lport.
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Figure 3: The data objects occurinc within the boundaries of the Eventbuilder are defined in an
Entity-Relationship-Diacram. Boxes indicate dltl objects, diamonds represent relltionships between
objects. The numbers classify the type of a relationship (one-to-one. one-to-many, ... ).

being located in the TPMs. At the input side, one of the board's transputen is made available
to the component subsystem. This way, component. can acce•• the memory via VME or
transputer. The third level triger obtain. i. data by VME acces.es to the TPMs.

A network of data path. has to be foreseen in the Eventbuilder to transport data from every
component .ubsystem to any branch of TLT nodes. A freely configurable network (crossbar
switch) has proven to be the best solution [BasSO]. Cros.bar .witches can connect any of their
inputs to any of their output.. In case of an N X N crossbar switch, N such connection. can
be established simultaneously. The Eventbuilder's cu.tom made cro••bar .witch for tran.puter
links is based on Inmos C004 chip. [Loh].

For maximum performance, fibre.opticallink cOllDections [IfHJ have been developed for the
long distance data transfer to the third level filter farm. The data transfer i. limited by the
handshake protocol on transputer lin.b. Currently, a peak data throughput of 600 ldl/a/lin1c is
achieved, limiting the total.u.tained bandwidth to 24 MBj•.

A control unit (Supervisor) provides the interface to Run Control and configures the cro.sbar
swilch according to the data arriviDS at the component interfaces.

3.4 System Implementation &D~ Operation

To implement the Eventbuilder, the proCell.. of the E.'eD.~ial Model were allocated to the
different proce.sor group.. Then the code for each transputer and the protocols between them
were designed. The code is written in parallel C. An SGI4D/25S UDix workstation with a
purpo.e built transputer interface .erved .. hOlt and development platform.

The Eventbuilder operation principle C&Il be .ummarized as follow.:

• Component subsy.tems provide their data in a common memory area and lipal its
availability to the Eventbuilder. The Eventbuilder then check. the component data for
the correct format.

• As soon as the GSLT decision is available for an event, the Eventbuilder tri.. to traufer

6
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of TLT processor nodes use ZEUS standard transputer modules, while Supervisor and Crossbar
Switch are custom made. For maximum performance fibre-optical transputer link connections have
been developed for the data transfer between eroabar switch and interfaces to the third level filter
farm.

all the component data to one of itl TLT interlaces. For this purpose, the component
interfaces issue a "link requelt" to the crossbar router whenever they have data ready
for transfer. Once they receive a "link read.y"-melsage, the data transfer to the TLT
interface is immediately started on the Ipecified link. The availability of this link is again
signalled by a "link releue"-mellage.

• The decision, which event should be transferred to which TLT branch, is computed by
the cros.bar control task. It traces the bufFer and I/O loads on each TLT branch to
avoid new events being directed to busy branches. The connections between component
and TLT interfaces are installed by a router which is tuned to minimize deadtime on the
transmission lines.

• When all component data of aD event have been transferred to a TLT interface board,
the formatting of the event is triggered by the control unit. Formatted events are copied
to the common memory area with the TLT.

3.5 Experience

The Eventbuilder of the ZEUS experiment has been developed, implemented and tested between
1988 and 1991, cOllsuming about 11 man years. Most of the effort has been .pent on software
development (7 man years). Because of the extent of the Eventbuilder system (more than 50
transputers distributed over 24 VME crates) and its numerous interfaces, about half of this
time went into .ystem integration and verification.

The use of SA/SD techniques proved to be helpful in many lituat.ions. The software model
is well partitioned and of a 1lexible structUre, so that modifications of requirements usually
affect only a single process. The encapsulation of processes enabled prototyping and partial
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implementation and supported system integration at an early stage. As all process interfaca
were well defined, simulators of the dift'erent processor group~ and extemal systems have been
developed. Thus, very reliable performance estimates have been available at any stase of system
development.

Transputers have shown to be euy-t.o-handle multi-purpose processors for real-time parallel
systems. However, test.ins and debugsins software distribut.ed over several transput.ers t.urned
out to be a difficult and very time consuming tuk as no tools were available which allow to
analyze a transput.er network without chansins its real-time behaviour. For t.he tracing of
synchronizat.ion problems, again the diagrams of the Essential Model were indispensable.

4 Eventbuilder Performance

The Eventbuilder of the ~EUS experiment has seen successful operation for more than one year.
During this time, the Eventbuilder performance has been carefully monit.ored and evaluat.ed.
This fact and its cent.ral position in the data acquisition chain have enabled the Eventbuilder
to become an important diagnost.ic anei analytic tool for the entire trigser and data acquisition
system.

4.1 Monitoring Concept

Eventbuilder operation involves several hundred processes which are distributed over more than
fifty transputers and have to share limited system resources like buffer space or transfer lines. A
set of characteristic quantities is monit.ored during Event.builder operation to trace the system
performance.

Monitorins data are collected in cWrerent parts of the Eventbuilder, but have to be analyzed
on a dedicated processor. By pusing the data alons with the SYnchronization messages, no
extra traffic is introduced on the Eventbuilder network. To keep the extra load which monitorins
imposes on the Eventbuilder processors as low .. posaible, monitorins data are collected while
the events are transferred instead of being taken at. fixed int.ervals. Time stamps allow tracing
of the Eventbuilder performance. To allow for correlations of monitoring data acquired in
different parts of the system (i. e. on dift'erent t.ransputers), a "real time" is defined throughout
the whole system [Sch92].

4.2 Performance

Requirements on the bandwidth of the Eventbuilder arise from the GSLT frequency, IGSLT,
and the amount of data acquired from each component. subsystem, LComp. Their nominal
values are listed in section 3.1. The response time of a component subsystem to a GSLT
decision, tlComp' defines t.he minimum buBer capacities required at the component. interfaces.

During the first year of operation, the mean GSLT decision rate, IGSLT, was kept below
twentyevents/s. Therefore, the limit of the Eventbuilder haa not been reached. Measurements
have shown the t.otal bandwidth t.o be at leaat 24 MBj.. The Eventbuilder can construct. up
to 72 events in parallel. Its buffers c:aJi accomodate at leut 75 more events, depenc:liq on the
event size. Fig. 7 shows data sizes and response times for component.s u observed during the
pilot run and compares them with the specification.
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4.3 Online Monitoring and System Analysis

For on-line monitoring purposes it is sufficient to limply survey the load of the buft'ers inside
the Eventbuilder. Any UDusualsystem behaviour can be detected, sometimes even predicted
from heavy buft'er load. As an example, fig. 8 shows how the Eventbuilder's buffers fill when
the accept rate of the second level triger (GSLT) exceeds the speed of the third level trigger
(TLT). As the TLT is located downstream from the Eventbuilder, buffers are expected to start
filling at the backend. Indeed, the common memory areas with the TLT fill up first (P.TLTn),
followed by the internal buffen of the interfaces to the TLT (I.TLTn). Finally, the buffers
inside the private memory of the interfaces to the component subsystems (I. Comp) fill. The
figure shows, that when all buffers in the Eventbuilder were filled, the data acquisition system
stabilized at a GSLT accept rate of 44 events/so

Monitoring the GSLT accept rate and the data low into the Eventbuilder allows to deter­
mine the maximum event rates which can be handled by the different component subsystems.
Even at low GSLT accept rates, consecutive positive GSLT decisions may be separated only
by a few milliseconds. Fig. 9 shows for a run with an averase GSLT rate of 18 Hz the interval
between two consecutive GSLT decisions, DTTRIG, going down to 2 rru (upper left and right).
Component subsystems sho~d have a constant response time on GSLT decisions, therefore the
interval between two consecutive component data sets, DTComp, is expected to equal the corre­
sponding DTTRIG. However, plotting DTComp asainst DTTRIG shows DTComp to saturate
(lower right). Obviously, the component lubsyltem C&DDot keep pace if the triger decisions
are coming in too fast, and the corresponding data start piling up in' the .ystem's buffer. Only
when DTTRIG increases beyond the minimum ofDTComp the component subsystem can start
emptying its buffers, and DTComp < DTTRIG. Determining the minimum of DTComp allows
to derive the maximum event rate which can be handled by a component subsystem.

The last issue shows that monitoring Eventbuilder operation may also be used to survey
the performance of those components interfacing the Eventbuilder. This way, the Eventbuilder
has become an important diagnostic and analytic tool for the entire data acquisition system.
Currently, the Eventbuilder environment is used for the construction of a prototype expert
system [BFHO, BFH92] which can survey and analyze the monitoring data. Its goal is to
provide on-line diagnostics and guidance for the shift crew running the experiment.
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of data acquired per event, compared to specification values. RiCht: Averace response time on
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4.3 Online Monitoring and System Analysis

For on-line monitoring purposes it is .ufficient to simply survey the load of the buffers inside
the Eventbuilder. Any UDusualsy.tem behaviour can be detected, sometimes even predicted
from heavy buft'er load. As an example, fig. 8 .howl how the Eventbuilder's buffers fill when
the accept rate of the second level triger (GSLT) exceeds the .peed of the third level trigger
(TLT). As the TLT is located downstream from the Eventbuilder, buft'ers are expected to start
filling at the backend. Indeed, the common memory areas with the TLT fill up first (P.TLTn),
followed by the intemal buffers of the interfaces to the TLT (I.TLTn). Finally, the buffers
inside the private memory of the interfaces to the component subsystems (I. Comp) fill. The
figure shows, that when all buffers in the Eventbuilder were filled, the data acquisition system
stabilized at a GSLT accept rate of 44 events/so

Monitoring the GSLT accept rate and the data low into the Eventbuilder allows to deter­
mine the muimum event rates which can be handled by the different component subsystems.
Even at low GSLT accept rates, consecutive positive GSLT decisions may be separated only
by a few milliseconds. Fig. 9 showl for a run with an .verase GSLT rate of 18 Hz the interval
between two consecutive GSLT decisioDl, DTTRlG, going down to 2 ms (upper left and right).
Component subsystems sho~d have a constant response time on GSLT decisions, therefore the
interval between two consecutive component data .ets, DTComp, is expected to equal the corre­
sponding DTTRIG. However, plotting DTComp against DTTRIG shows DTComp to saturate
(lower right). Obviously, the component subsydem C&IUlot keep pace if the triger decisions
are coming in too fast, and the correlponding data start pilinz up in't.he system's buffer. Only
when DTTRIG increases beyond the minimum of DTComp the component subsystem can st.art
emptying its buft'en, and DTComp < DTTRIG. Determining the miDimum of DTComp allows
to derive the maximum event rate which can be handled by a component subsystem.

The last issue shows that monitoring Eventbuilder operation may also be used to survey
the performance of thOle components interfacing the Eventbuilder. This way, the Eventbuilder
has become an important diagno.tic and analytic tool for the entire data acquisition system.
Currently, the Eventbuilder environment is used for the construction of a prototype expert
system [BFRO, BFH92J which can survey and analyze the monitoring data. Its goal is to
provide on-line diagnostics and guidance for t.he shift crew running the experiment.
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5 Conclusion

The Eventbuilder of the ZEUS experiment iJ a b&DIpuier-b..ed real-time par&1lel data format­
tinK and b&DIport system with a total bandwidth of at leut 24MB/6. It haa teeD luccellful
operation for more than one year now.

The Eventbuilder h.. been developed making eueDlive use of structured system develop-:
meat teclmiquea. Application of Structured Analytis and Structured Design (SA/SD) yielded
a well-partitioned and flexible I1Item Itructure and eDlured that &11 requirements were met.

Ita central position h.. enabled the Eventbuilder to become a.n important diagnostic and
analytic tool for the entire triller and data acquisition sYltem of the ZEUS experiment. The
full potential of the Eventbuilder diapOitica wiIlbe achieved when the expert system [BFBO]
becoma fully aftilable.
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The CLEO III Data Acquisition System 1

Abstract

For the planned upgrade of the CLEO experiment and the CESR e+e- storage ring to
operate at luminosities of 2 X lQ33 cm-2..- 1 new front-end electronics and a new data
acquisition system are required. Extrapolating from the experience obtained with the
current CLEO n detector, a read-out rate of up to 1 KHz and event sizes around 25
KBytes are expected. In this paper we discuss the components of the proposed data
collection system as well as the structure of a distributed control system to monitor
detector performance.

1 CLEO III and CESR

The CLEO experiment is at the foreiront in the world studying the properties of b and
c quarks, two photon interactions, and T leptons. CLEO's discovery of electromagnetic
penguin decays at the 10-5 level was the major high energy physics result of 1993. The
CESR e+e- storage ring has achieved record luminosities of 2.9 x 1()32 cm-2.-1 and an
integrated luminosity of 284 pb-1 in a single month. An upgrade program for CESR to
increase the luminosity by an order of magnitude has been approved.

With a tenfold increase in statistics we will make precision measurements that severely
challenge the Standard Model and help us to understa.nd the next level of B physics includ­
ing the reconstruction of exclusive b --+ u final states and a full analysis of b --+ .. and b --+ d
penguin decays. In order to investigate this important physics, detector upgrades are neces­
sary both to accommodate the requirements of the accelerator in the interaction region and
to provide the detection resolution and particle identification needed to extract the physics.
The interference between the particle identification system with the present CLEO tracking
chambers dictates that major components of CLEO II must be replaced. This includes the
beampipe, silicon detector, drift chambers, and time-of-1light systems. The superconducting
magnet, the muon system and most important, the excellent CsI electromagnetic calorime­
ter can be retained. A crucial new component of the detector is the addition of a charged
particle identification system to provide 40' 1r/ K separation up to particle momenta up to

. 2.8 GeV/ c. Data-taking with the new CLEO III detector is scheduled to start early 1998.

lContad; Klaus Honscheid, Ohio State University (khQmps.ohio-state.edu)
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2 Data Acquisition

From ot::' experience with the CLEO II experiment we extrapolate that even at instantaneous
luminosities around 2 x 1033 cm- 2s- 1 the CLEO III trigger rate will be not larger than 1000
Hz. This combined with an estimated average event size oi 25 KBytes defines the performance:
require:::.ents for the data coliec:ion system. \Ve discarded a dead-time free solution; allowing
small amounts of dead-time helps to reduce costs as well as manpower requirements without
sacrificing performance. The new CLEO III front-end databoards will have a read-out and
conversion time of less than 20 fJ.s/event so that even at ma.;rimum trigger rates the read-out
induced dead-time will not exceed 2% . Other design criteria include modularity as well as
the usage of standards and commercial components where ever possible.

A schematic view of the elements of the CLEO III data acquisition system is shown
in Figure 1. For each event trigger, approximately 600,000 detector cha.nne1s have to be
read. Front-end data are digitized in parallel and buffered locally on each data-board for
later asynchronous readout by the data acquisition system. Data sparsification is performed
directly on the data-boards. The Data Mover, a dedicated module in each front-end crate,
assures transfer times below 500 p8 and provides a second buffer level. Approximately
25 front-end crates are needed for the CLEO III detector. Both, Fastbus and VME are
supported. using optical data links the data will be transmitted from the front-end crates to
the eventbuilder unit where complete events are assembled. The eventbuilder is followed by a
final trigger stage {Level 3) implemented in software on a fast workstation. Independent from
the main data path, a slow control system will monitor the individual detector components.
Run control as well as the initialization of the complete detector system will also be part of
slow control.

Data collection and slow control, the two main components of the CLEO III DAQ system
will be discussed in greater detail in the following sections. .

3 Data Collection

3.1 Front-end Crates

Besides the detector component specific data-boards, a CLEO III front-end crate contains a
crate controller CPU and a data mover module. We will use Fastbus for commercial systems
and 9u VME for custom designs.
The selection of the crate controller module is not critical. Only requirement is a network
interface with TCPlIP support. A server program installed on each crate controller allows
remote access to the front-end crate.

Event fragments are collected from the data-boards Via the backplane bus and are
buffered again on the Data Mover module. Commercial modules, ego the RIO II by CES,

, provide fast VME DMA engines and Megabytes of buffer space. CLEO specific extensions,
such as a high speed serial data link or an interface to the data flow control system can be
added in form of PCI mezzanine boards. In Fastbus systems we will use the FRC developed
by FNAL.

The Data Mover tags the event fragments with an event number and transfers the data
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to the eventbuilder \"ia a high speed serial link. T:us part of the data-collection sequence
will be data driven. \Ve are currently developing an optical data link with a PCI interface.
The A~ID Ta."<i chipset provides sufficient performance for our data rates (10 lvIByteso' 5).

3.2 Eventbuilder

The design of the CLEO III eventbUilder is still under discussion. In the current model, data
are received via optical links and FiFo memories provide temporary storage (Fig. 2). These
receiver cards are designed as PCI modules. They also contain some logic relevant to the
control of the data flow and can be plugged directly into PCI slots available in the newest
generation of high performance workstations (e.g. Digital Equipment 2100 multiprocessor
server). No other hardware 2 is needed and eventbuilding is reduced to a software process.
An altemate, more conservative approach with a stand-alone eventbuilder is shown in Figure
3. VME-Host interfaces with sufficient performance are commercially available. However,
the additional VME module with 4 PCI mezzanine slots has to be custom designed. Each of
these boards is connected via PCI - PCI bridge modules to a fast VME CPU module where
the events are finally assembled.
In both scenarios, a dedicated, PCI based interrupt module will be used to reduce the
number of interrupts to be served by the eventbuilder. An interrupt is issued when all
fragments belonging to the next events have been received. Synchronizing the data flow at
this point significantly reduces the complexity of the eventbuilding process without sacrificing
performa.nce since sufficient buffer space is already provided in the Data Mover module. The
even'tbuilder will be located in an area that is accessible during data taking.

3.3 Level 3 and Data Flow Control

A third trigger level will be implemented in software. A computer delivering at least 1000
Specint92 is needed to process the event stream in real time. A special process, the Event­
Broker, reads the eventbuilder output buffer and distributes the events to the different event
consumers. Events passing this trigger level are stored on magnetic tape.

A schematic drawing of the data flow is shown in Figure 4. The data transfer between the
different buffer stages is asynchronous. A combination of hardware and software signals is
used to prevent each stage from overflowing. Data are transferred as long as the backpressure
bit indicates that at least one more event bufFer is available. The communication between
the Data Mover and the eventbullder is controlled by a counter on the receiver board and a
backpressure line going back to the corresponding front-end crate. Event fragments sent by
the crates are limited to a maximum size. A special symbol indicates the completion of the
transmission. This symbol is caught by the receiving logic to update a slot counter. The
backpressure signal is activate when this counter reaches a predefined threshold. The counter
is automatically decremented when an event fragment is transferred to the eventbuilder.
Data-taking will. be disabled should all buffers including the data-boards themselves fill up.

2With the exception or some fau-out system to increase the number or available PCI slots to 25.
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4 Slow Control

The slow control system is responsible for con::'j~':::g a:.ci monitoring the detector. It has to
guarantee that all sub-components work in estabii5~eci llmits. \Ve have chosen to implement
the CLEO III control systems as distributed syste=. Spreading the functionality over several,­
computers allows the more complex detector C0~?: ::ents to have their o\\-n. dedicated control
systems while other tasks can be combined on a central machine. The initial view of this
system is a set of component or equipment computers interconnected by a network and
running programs based on commercial products such as Nationa! Instrument's LabView.
The central machine will coordinate the sub-s)-stems and provide the user interface for the
shift personnel. The design is based on these guidelines

• Modularity. A modular design is essential for easy maintenance and to guarantee
standard solutions for similar problems.

• Commercial Solutions. To limit the manpower requirements we employ commercially
available products where possible.

• Platform Independence. By choosing standard network protocols such as TOPlIP we
can design platform independent communications packages. This allows the detector
components to select the best platform for their specific requirements.

A block diagram of the system is shown in Figure 5.
Central Slow Control
Central elements of the slow control system such as alarm handling, run control and user
interface are implemented in the master slow control process. A database will be used to
keep a record of the detector configuration and to store calibration constants. Information
is gathered from the sub-detector slow control systems using a client-server approach over a
local area network. This path is completely independent form the data read-out path.
Local Slow Control
The component specific slow control systems lie in the responsibility of the individual sub­
detector groups. A typical local slow control system will consist of a personal computer
running a program like LabView and some data acquisition hardware such as temperature
and position sensors as well as ADC's etc. A connection to the front-end crates can be
established via the slow control local area network and the crate controller CPU. The crate
controller also monitors the operation of the data-boards during data taking. The local slow
control systems in combination with the crate controller CPUs are also used to configure the
data acquisition system at the begin of a data taking run and to download the calibration
constants to the front-end data-boards.
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Abstract

DART is the data acqUISItIOn (DA)
collaboration between the Fermilab
Computing Division and a number of
Fermilab experimen ts [1]. The
collaboration's goal is to meet experiment
needs for data taking in the 1994-96 time
frame and beyond. These needs include data
rates into level 3 of up to 20KHz and 70
Mbyteslsec, online event filtering CPU
power for acceptance ratios of up to I in 40
events, data logging rates from 1-20 Mbytesl
sec, and incrementally functional systems for
detector commissioning. DART provides a
common integrated set of hardware and
software to this end using well established
technologies and techniques.

We describe the DART System Architecture
in this paper.

Introduction

DART has been established as a collaborative
project between a number of Fermilab
experiments and the Fermilab Computing
Division. The system hardware and software
architecture must be simple enough for the
small experiments. yet extensible and fast
enough for the larger ones.

The DART system architecture is
parallelized, extensible, networked and
distributed. In terms of hardware

TABLE 1. DART DA Parameters

Small Large
Expts Expts

Trigger rate (KHz) <.1 10-20

Event size (KByte) 1-12 5-8
(up to 2(0) (up to 2(0)

Rate to event builder 1-3 30-160
(MByteisec)

Event building 50-160
(MBytelsec)

# parallel streams 4-6 4-12

# parallel event building 1 1-4
VMEcrates

Max. rate per stream 20-40
(MByteJsec)

CPU power for event filrer None 1000-3000
(Mips)

Logging (MByte/sec) 1 6-20

components. this means that sub-systems and
readout are independent and in parallel. the
event building architecture is modular and
extensible, and Ethernet is used for control.

For the software architecture, support is given
for stand-alone use of sub-systems and
embedded processors for commissioning. and
for integration of multiple copies of DA
components as a tightly coupled system

* This work is sponsored by DOE contract No. DE-AC02-76CH03000.



during data taking.

1 DART Hardware Architecture

The major considerations of the DART
hardware architecture were that it scale to all
proposed and upcoming experiments (see
Table I), that it support the large variety of
front end modules and readout controllers in
use py the experiments. that all technology be
well established, and that all har(lware
modules be commercially available as much
as possible.

A logical view of the hardware architecture is
shown below. Event fragments are read out
from front end digitization crates in parallel
"streams" in order to maxImize experiment
live-time. These fragments are buffered in
intelligent dual ported memory nodes (D in
the figure) residing in one of a number of
VME crates for later readout. Event
fragments from the memory nodes are read
into filter processors where events are built,

analyzed for acceptance. and logged to tape.

Experiments with bandwidths higher than
that of a single VME bus use more than one
VME plane to absorb the extra bandwidth. In
this case, each plane. in conjunction with its
filter processors, acts as an independent event
builder/filter.

The KTeV experiment uses multiple planes. :
and its DA system [2] is shown in Figure 2.
KTeV filters on Silicon Graphics Challenge L
processors. As shown in the inset below, the
filter processors are not required to reside in
the VME cra~;. but can be linked to these
crates via VME-to-processor adaptors, as
with the Performance Technology (PTI) link
in the KTeV DA.

The key clements of the architecture are the
intelligent dual ported DOD memory nodes,
which consist of a triumvirate of modules ­
the DMI15, DC2 and Dual-ported VSBI
VME memory - the protocol specification
used over the RS-485 input, and firmware to

Figure 1. Logical hardware architecture view
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manage event data in the memories.

The DMII5 [3] provides for input from
RS485 at up to 40 MByte/sec to a 4 KByte
data FIFO, and for receipt of data in different
VME crates based on the value of an address
word in the data stream; the DC2 [4] controls
data flow at up to· 22 MBytelsec from the
FIFO over VSB to commercial dual-ported
VSBNME memories (DPMs) and handles
their memory management and flow control
through custom firmware. The DC2's
embedded 68340 processor gives it flexibility
at the expense of simplicity, but this was a
trade-off we accepted in order to use an
already commercially available design.

The DPMs can be configured in size and
number to meet the individual experiment's
needs. Each memory is split into a control
and event data area. The DC2 communicates
the location of event data in the DPM to VME
by building a table of pointers in the control
area. Software in the filter processors uses
this table to locate and DMA event data into
its memory across the link.

The RS-485 protocol specified by DART has
been implemented on a number of front end
read-out controllers: the Fastbus Smart Crate
Controller, the DYC+ (FERAline), the
CAMAC Smart Crate Controller, and is

being implemented for custom experiment
readouts such as the CROS and RMH
systems in use by E781 [5].

2 DART Software Architecture

The ranges in size, complexity, and
requirements of the DART experiments, and
the requirement to have the components of
the DA available incrementally for
commissioning, led to several key
architectural characteristics: Modularity;
Fully distributed in the network sense; Easily
Configurable for multiple configurations (e.g.
normal vs. calibration running); Easily
Extensible, tailorable, and customizable, with
a base system that covers most experiments
needs with little extension; Simple to use.

By fully distributed, we mean that the
software supports a multi-node DA,
including a controlling host node, filter
processors and embedded front end
processors such as read-out controllers in
Fastbus and VME. For embedded processors,
the VxWorks [8] operating system provides
standard BSD networking. The software
architecture allows an application on any
node to participate in the DA at a high level
without having to have knowledge of the
network topology or other applications on the
network. This is accomplished through the



client server model with a number of servers
providing the various distributed
functionality. DA applications are addressed
logically with named groups rather than
physically by node address and process ID.

Each application in the DA defines a set of
configuration parameters which are kept in a
"database" which is accessible over the
network. This database can be loaded with
values from an ASCII file, and each DA
application provides such a file as a template
which is then customized for individual
experiment configurations.

The whole of the DA is easily extensible,
from modifying the operator control panel
and its commands to adding new applications
that can respond to existing or new run
control commands. This is panly supported
by the use of the tel [6] command line
interpreter, which allows a large portion of
the DAcontrol to be written in scripts that do
not require re-compilation when modified,
and the companion tk and wish graphical
interface toolkit. The control architecture
uses techniques based on a high level of
abstraction, such as implementing run control
on top of a group-multicasting framework, in
which run control commands are multicast to
named groups to which DA applications
register.

The major DART components [1,7,9] that
support these architectural goals are:

• A graphical and line mode control pro­
gram, from which the DA operator "mul­
ticasts" commands to a distributed set of
DA applications, and a function library
which DA applications use to register for,
receive, and process these commands.

• A program which allows all DA applica­
tions to be started from single script from
a single host node, and through which the
terminal output from all DA applications
can be logged and displayed.

• Network accessible "databases" for ob­
taining application specific configuration
parameters, recording a run by ron histo­
ry, and distributing DA statistics for mon-

itoring the DA system - all supponed by a
single framework.

• A distributed error reporting system that
decodes, displays and logs messages, and
provides Unix applications and libraries
with a VMS MESSAGE like way to re­
turn status up from function calls.

• Local buffer manager and (buffer) service :
provider software. Conceptually, this
software provides extensions to the oper­
ating system in areas of memory manage­
ment and process queueing specifically
for data acquisition needs.

• Gateways to DMA event data from the
Event buffering VME crates into filter
processors.

• Ancillary event distribution software that
allows back-end analysis programs to
connect to event servers on front end or
filter nodes to sample events without in­
terfering with data acquisition.

• Logging software that supports logging to
disk files, streaming to multiple tape
drives and automatically switching to free
drives while the previous rewind.

DART software packages are designed either
as libraries to be embedded in experiment
applications, or applications that support
hooks for inclusion of experiment specific
code. and are all configurable through the
distributed configuration parameter system.

In addition to this software, DART specifies a
number of standards which make the use of
these software tools cohesive, some of which
are:

• Standard run control command names,
e.g. da_start. da_stop, da_snapshot, etc.,
and arguments. These are implemented in
the operator control program as customi­
zable tel procedures.

• Standard group names to which these
commands are "multicast", such as "log­
ger". "trigger-manager", "filter". These
are chosen so that commands can be mul­
ticast to the groups in the correct time se­
quence. They are used by the operator
program'$ command procedures.



• DA parameter, statistic, and run-history
information name spaces.

These software products and templates are
organized into a standard DA account
product that is delivered to experiments as a
base system.

Comprehensive informatio.n and
documentation about the DART data
acquisition system is available through a
DART World Wide Web server a URL of:
http://fndaub.fnal.gov:8000/.
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ABSIRACT

The Sloan Digital Sky Survey (SDSS) will image 1t steradians about the northern galactic cap in five filters and ac­
quiM one million spectra using a dedicated 2.5 meter telescope at the Apache Point O~servatory in New Mexico.

We describe the data acquisition system for the survey's three main detectors: an imaging camera utilizing 54 SITE
charge-coupled devices (CCD), a pair of spectrographs each using a pair of CCDs, and a smaller monitor telescope
camera. We describe the system's hardware aDd software architecture, and relate it to the survey's special require­
ments of high reliability and well understood instnmlental systematics necessary to produce a consistent survey over
a five year period.

1.0 BACKGROUND

The SDSS is a collaborative effort between Fermi National Accelerator Laboratory (Fermilab), the University of
Chicago, Princeton University, the Institute for Advanced Study, Johns Hopkins University, and the Japan
Promotion Group. The survey will be conducted in the period 1995-2000. Its main results will be a photometric
imaging survey and a redshift spectroscopic survey of galaxies and color selected quasars across a quaner of the sky
about the North Galactic Cap. The imaging survey will consist of 1012 bytes of data, from which we will extract the
images of some lOS galaxies and 1()6 quasars. A million of the objects will be observed in the spectroscopic survey.
Collectively, these data will allow the consttuction of a three dimensional map of the universe, whose volume is
many times larger than the structures predicted by cumnt theories of structure fonnation or observed in existing red­
shift surveys [1].

2.0 INSTRUMENTS

2.1 Cameras

Data Acquisition for the SDSS serves three types of cameras. The Spectrograph and Monitor telescope have cam­
eras mounting four and one CCDs, respectively, and do not impose any extraordinary system requirements(2).
However the SDSS CCD Camera. or imaging camera, depicted in Figure 1, is an extraordinary instnmlent which
integrates S4 CCDs. produces data at 9 MblS, and dictates the overall requirements for the SDSS Data Acquisition
systems.

The photometric amy makes up the central part of the imaging camera. It consists of 30 2048x2048 CCDs, ar­
ranged in 6 scan lines of 5 chips. A different filter is mounted in front of each ceo of a scan line. allowing simulta­
neous imaging in five colors. To image a three degree width of sky in five filters, it is necessary to make two Time
Delayed Integration (1DO scans of twelve scan lines. The AID conversion in the camera electronics has been care­
fully engineered to Provide only the appropriate number of noise bits during conversion, enhancing the compressibil­
ity of the data.
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Figure 1 SDSS Imagin, Camera

The remaining CCDs have 2048x400 pixels. The leading astrometric anay and trailing astrometric arrays are made
up of two ranks of 2048x400 chips. They are covered with a neuttal density fllter and will not saturate when imaging
bright stars.

Images from the two focus chips are mounted about 200 microns bebiDd the focus. Half of each device will be
covered by a window altering the focus. A comparison of images between the two halves will yield a diffe1'elltial
measurement of the focus.

The whole imaging camera is controlled over a serial line, and generates its own intemal timing. Pixels are traDsmit­
ted to the data acquisition system after conversion over 10 fibers - one fiber per scan line. and one fiber per rank of
astrometric CCDs.
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2,2 Ielescgpes

The 2.5 fi:leter telescope imposes few requirements on the data acquisition system. Because of its accurate pointing
and tracking, the only feedback required is focus. The telescope is based on the successful Apache Point 3.5 meter
telescope[3].

3.0 SYSlEM REQUIREMENTS

3,11figb Leyel Partitioning

In its original concept. the data from all survey insnuments were to be reduced as pan of the data acquisition pro­
cess. This caused difficulties because the detailed requirements for data acquisition and data reduction conflict. The
data acquisition system must be available in a robust form early in the commissioning of the survey, while the data
processing system is allowed to evolve considerably during the system's test year. Further, equipment for the CPU
intensive data reduction must be specified at a relatively late date to secure cost advantage, while adequate equip­
ment for the data acquisition system was available in 4Q92. To simplify the specification, it was decided to divide
the system into two pans, a Survey Operations System (which includes the DA system) at Apache Point. and a Data
Processing System at Fermilab.

3.2 Data Acquisition Requirements

3.2.1 Imaging

The CCDs on the imaging camera fall into three classes: photometric, asU'Omeuic, and focus. There are different
handling requirements for data from each class of device. .

The photometric data is to be recorded in its totality, blocked into frames of 1354 rows from the CCD. This is half
the distance, in rows between CCDs in a scan line, allowing the fust frame from the second chip to contain an image
of the same part of the sky as the third frame from the first chip, and so on. The frames are to be written to tape such
that

• All data from a single scan line are on the same tape,
• Frames from corresponding pans of the sky are written together, and
• Frames are to be written using the FITS standard.

It is desirable to build a model of the flat field and point spread function (PSF) across the whole scan, and to have
this model available for the reduction of the very first frame. To this end, the DA system builds two ancillary data
sets from the CCD data. The fU'St is quaniles of the distribution of the pixels in each column of each CCD for each
frame. The second is postage stamps, a set of rectangular regions of pixels centered about a pixel which passes a
simple thresholding test.

Quality Assurance (QA) requirements for the photc>metric system dictate that the images acquired over the last
45 minutes be maintained for inspection and that access times for a given frame be a few seconds. The quartiles and
postage stamps must be maintained for quality analysis inspection over a night's observing. Additionally, the sys­
tem must support the simultaneous display of images from at least one selected chip from each scan line.

All that is required of the astrometric data is that postage stamps be saved about pixels which exceed a threshold.
QA for the asU'Omeuic system dictates that 45 minutes of images be available. Additionally, the system must sup­
port the simultaneous display of images from at least one selected chip from each rank of astrometric chips.

Data from the focus chips needs to be collected, and a focus adjustment computed from the PSF of the detected im­
ages. Its QA requirements are as the astrometric system.

3,1,2 Spectrograph and Monitor Ielescom; Cameras

The DA for these systems simply needs to keep up with the APCs in the camera electronics, a few microsec­
.onds/pixel. The Monitor Telescope System must be a self-contained sub-system, for its deployment date (3Q94) is
considerably ahead of the other two instruments (lQ9S).

3
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Figure 2 - Overview of Survey Operations

3.2 Canup}

The control features of all subsystems, along with all QA data are to be made available to a central control program,
called Control Window (CW). A version of the program must run under a simple terminal interface to allow diag­
nostics to be run by expens who may not be on-site. Several copies of CW may be run simultaneously and these
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copies must be made to cooperate in some fashion. The system needs to provide a number of programs indicating
the status of operations.

In addition to the data products mentioned above, a large set of instrumental parameters are to be monitored
recorded, and maintained for the duration of the survey. To ensure consistency of the survey, cenain parameters~
to be changed only under the supervision of a software system outside the DAQ system known as Survey Strategy.

4.0 HIGH LEVEL HARDWARE ARCHIIECTIJRE

I~ is our experience that it is best to partition a large data acquisition problem into a number of host systems and on­
line systems. Host systems are a root of system control and user interface. Online systems handle high-rate data
flow. .

Host systems inspect summary data and a subset of the actual data originating on the camera, serve as the root of
system conttol, and handle ancillary data streams. These systems are the locus of the ad-hoc programming to diag­
nose failures and gain an understanding of the detector. Host systems IUD a UNIX operating system.

Online systems handle the complete data stream from the detector, compute summary data. and serve subsets of the
data to the host computer. Their computing resources are carefully matched to the problem at hand. Their software
is written by expens and is not subject to shan term change. These systems are supelVised by a host but do not de­
pend on it for detailed intervention.

4.2 System Diagram

Figure 2 illustrates how these considerations led to the high level architecture of the SDSS DA systems. The figure
is divided into three sections. The uppermost section illustrates other survey components with which the system
needs to interface. The middle section, excluding"S6 (plate Handling) represent the DA system. The lower section
represents external interfaces.

Since the Monitor Telescope is to be delivered early a separate host and online system (S1,52) have been provided
for it. These systems are slaved to the SDSS host computer system in fmal operation.

Distinct online systems are supplied for the spectrograph (S5) and imaging camera (S4). making the architecture
somewhat more robust should the delivery of the insuuments slip relative to one another. A single host com­
puter (S3) serves for imaging and photometry.

4 3 High Leyel FeatureS of Online Systems

The systems are built around VME backplanes connected by a VME interconnect and disk/tape systems are inte­
grated around SCSI bus. The software uses VxWarks as its real time operating system.

4,4 High Leyel Feanlfes of Host Systems

The host systems are off-the-shelf computers: a 501 4D/35 with 112 Mb of memory is the Monitor Telescope Host
System, and a SOl Crimson with 256 Mb of memory is the SDSS Host System. Each system has VME interfaces
and are configured with several Oigabytes of disk.

5.0 TIiE ONLINE SYSTEMS

All of the online systems are built around the eight modules and six interconnects. Figure 3 shows a configuration
of these components in the Imaging Online System which services three scan lines of the photomeaic camera. The
Imaging Online System is built around three of these VMEbus backplanes. The Specttoscopic Online System and
Monitor Telescope Online System each have one similar backplane. The configuration of these VMEbus systems
differs in detail.

s
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5.1.1 The optical link from the camera an All cameras transmit their pixels using the TAXIIFOXI system with a
common data transfer protocol. We have specified a data transfer protoeQl where:

• The FOXI system is configured to transmit in 10 bit byteS.
• Each FOXI fiber handles data from up to 12 amplifiers.
• Each pixel is encoded in three such byteS, an amplifier number, most significant byte, least significant byte.
• An end of line byte signifies that all amplifiers have sent their data from the cunent line.
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5.1.2 VMEbus. IEEE sm 1014 Rev D. (12) This is a bus system which is well supported by industry.

5.1.3 VMEbus High Perfonnance Data Network (13) This is a cable linking the online systems and host computers
together. It supports data transfers rates in excess of 30 Mbytelsec, more than enough to allow images to flow from
the online to host systems.

5.1:4 Ethernet (14) Ethernet is used only to download programs across the systems, to pass error messages. and to
receive telescope pointing infonnation so the FITS headers can be filled out properly.

5.1.5 SCSIbus (IS) Three meter cable limitations still allow instantaneous transfer rates of 5 MB/sec. sufficient for
this system.

5.1.5 ROB Video Cable (16) These cables are long enough to span the distance "between the computer room and the
operation room.

5.2 Modules

5.2.1 VCI+ (Ml) modules connect the Optical Data link from the camera and VMEbus. The VCI+ was designed
and built at Fermilab around a FOX! receiver. SRAM buffers. and a Xilinx field programmable gate may. The
VCI+ maintains VME readable buffer areas for each comer of the CCDs it services.

5.2.2 MVME167 (M2) is a VME single board computer. The boards have a 33 MHz MC68040 and 32 Mb of
memory. An on-board DMA engine allows the computer to simultaneously acquire data and perform computations.

5.2.3 Rimfue 3563 (M3) is a general purpose VMEbus to SCSIbus adapter. It accepts lists of buffers to write to
tape, and returns an intenupt when fmished.

5.2.4 Vigra MMI 250 (M4) is a VMEbus graphics controller, capable of driving a 1024x128 color monitor. These
boards are quite capable of presenting a smoothly scrolling display of the sky while pixels are being acquired from
the camera.

5.2.5 Performance Computer Data Network Adapter Model 940 (MS) is a VME master interface to the VMEbus
High Performance Data Network (13). The card performs 32 and 64 bit block transfers while moving data from
VMEbus to VMEbus. and may generate interrupts in remote crates.

5.2.6 Micropolis 1921 Disk Drives (M6) are 2 Ob 5400 RPM disk drives, on which is realized a pool for temporary
storage of the images, quartiles, and postage stamps.

5.2.7 DEC DLT 2000s (M7) are high capacity single ended SCSI cartridge tape drives. We have measured uncom­
pressed transfer rates of 1.2 MbIS, and expect compressed data rates as high as 2.5 MblS.

5.2.8 Nanao Flexscan Monitors (M8) are capable of displaying a 1024x1280 eight bit color image.

5.3 Qnline System Software

The Imaging Online System exemplifies how these system components work together. Figure 3 gives the configura­
tion for half the data acquisition system for the photometry array. Three fibers feed into the system - each one con­
tains data from a scan line on the camera which consists of ten corners of five amplifiers. Four MVME167s com­
puters service the VCI+ modules, orchestrating the data acquisition.

At the end of each fiber is a VCI+ with its buffer memory configured into ten buffers. Pixels from the right half of
the CCDs are loaded into the buffer memories in ascending order, pixels from the left half in descending order.
When the end-of-line byte is received from the camera each VCI+ board generates two VMEbus intenupts since
each MVME167 board has enough CPU power to service four ceo's worth of data.

Qn receipt of the interrupt, the MVME167 boards initiate DMA uansfer of the pixels from the VCI+ into their
memories. When the transfer is complete, they signal the VCI+ board to free the buffer area and refill it with pixels
from another line. This signaling is done by writing one of two distinct VMBbus addresses. The buffer area is
flushed when both locations are written to. In this way, the VCI+ board synchronizes two MVME167 computers.
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After each such interrupt the MVME167 carries out four operations:
• The pixel histogram for each column is updated. . .
• The data is searched using a simple thresholding algorithm, and postage stamps are cut out if appropnate.
• If the pixels are to be displayed on a scrolling display, they are transferred to the VIGRA board using the

MVME167 DMA feature.
• The lines are compressed and moved into a buffer.

When full, the disk buffer is marked for write and replaced with a fresh buffer. Compressed pixels are stored on
disk as a FITS binary tables. When a frame's worth of data has been acquired, the histogram and disk buffers are
replaced with fresh buffers. In a separate task, and asynchronously to the line-by-line read out of the VCI+, quartiles
are computed from the histograms.

Several other activities occur asynchronously on the board:

• An archiver task reads the image data and programs the RIMFIRE 3S63 to spool them to tape. The data are
reorganized, so that cOl1'esponding pans of the sky are logged to adjacent bits of the tape. The data are
archived redundantly.

• The MVME167 boards serve the quartiles, postage stamps and images to the SDSS host computer.

• A command server listens for general CODttol messages.

• A scrolling display task is interrupted by the VIGRA board 72 times a second and advances the display by the
correct number of lines.

Each MVME167 maintains a status database in its local memory. A status entry is identified by an alphanumeric
name, a type (integer, floating point, ~tc.), an actual value, minimum and maximum values, a description, protection
and current validity. Each node maintains about 1SO parameters. These locations may be read by the host computer.

The online systems can repon error and status to the host computer over the ethemet using the Fermilab MURMUR
package, which is best characterized by mentioning that it both displays urgent messages to observers and records
significant events into a log file.

6.01llE HOST SYSTEMS

The host system serve as the root of system COD1r01. As such, their software environment is their most interesting
feature. It is best to begin by describing the survey standard software tools kits which have been incorporated into
its construction. Many of the common tools are described in [S].

6.1 Baseline tools

SHIVA (survey Human Interface and Visualization Environment) [6] is the tool kit used for supporting the real time
analysis of acquired data. Shiva provides C and TCL framework to access frame regions. Shiva was developed, in
part, by integrating:

PGPLOT: a package for drawing simple scientific graphs on various displays, developed at Caltech[7].

FSAOIMAGE: an XII window based, interactive, color or halftone image display program for astronomical images
adapted from the venerable SAOImage package[8], developed at the Smithsonian Asttophysical Observatory.

FTCL: A Fermilab packaging of TcVI'k[9]. We have added command line help, command line editing integrated
with the TIc event loop, other added value featuies, and PaCkaged Neosoft's extended TCL PaCkage[lO]. We IUD the
TCL system under VxWorks in the online systems as well using a port from NOAO[l1][12].

LIBFITS: A procedure call package, developed by Alan Uomoto of Johns Hopkins University[13].

Help and documentation is built upon the WWW wide-area hypermedia information retrieval system developed at
CERN [14]. Information browsing is supplemented by.the Mosaic browser developed at the National Center of
Supercomputer Applications (NCSA) [1S].
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Data base management is based on a commercial object oriented data base. VERSANT[16]. This system is used to
keep track of a number of operational data.

Error messages and log files are kept using the Fennilab MURMUR software tool[17].

6.2 Applications

Nearly all of the survey's software is built around the Ousterhaut's Tool Command Language (TCL). Tel is a C and
Lisp-like user extensible command interpreter. One writes command primitives in C. and declares them to a TCL in­
terpreter. Observing programs can be consaucted in TCL from these primitives. Because other survey software has
been written for TCL. it is possible to re-use other primitives related to image display, databases and so forth.

7 0 PROGRESS TO DATE

The DAQ systems have been purchased and are physically installed at Fermilab. The core software system is com­
plete. The Monitor Telescope systems are ready for deployment at Apache Point, NM and awaits the delivery of the
telescope. A prototype system. the Fermilab Drift Scan Camera is deployed at Yerkes Obseratory in Wisconsin.
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ABSTRACT

The KLOE DAQ system manages a data throughput of 50 Mbytes/s. Its architecture is
described in the article and new results of tests of lome components are presented.



1 - INTRODUCTION

The major aim of the KLOE experiment at DA~NE (Frascati) is to perform CP violation
studies at sensitivities of 0(10-.. )p-3] The KLOE data output of 0(1011 events/year) must be

handled by its data acquisition system, DAQ, maintaining biases to values smaller than the
experimental sensitivity. The maximum expected data rate from the KLOE detector, at full-'
DA~NE luminosity, has been estimated as 10" events per second of size of 5 kbytes each in
average, corresponding to a total· bandwidth of 50 Mbytes/ s. The major components of the
KLOE DAQ system are briefly presented in the followingJ"] An overall view is given in fig. l.

2 - ARCHITECTURE

Data comes from ,..,25,000 &ont End Electronics, FEE, channels housed in some 40 9U-VME
crates. Signal conditioning and digitization is performed in a fixed time of 0(2 pos), to avoid
biases depending on event configurati~n. Every FEE channel contains buffers of appropriate
depth, in order to eUminate data overflows and to allow asynchronous read-out.

1.1 FlUt Data Rea,d Out

Data from the FEE are trausferred to an on-line farm of Single Board Computers, SBC,
using a two level concentration scheme. The firlt one is performed-at crate level via a custom
bus in the backplane, the AUXbus, and a hardwired read-out controller, ROCK, located in
the crate itself. The ROCK implements the function of a sparse readout scanner collecting
data related to each single trigger. The second level of concentration is performed by a ROCK
manager, ROCKM, connected to chains of crates of suitable length with a cable bus, Cbus. Each
ROCKM resides in a 6U-VME crate together with a VME processor which prepares sub-events
for transmission to a given farm element. A commercial bus, VIC, connects all the crates in a
chain allowing the VME processor to program, check and debug the FEE electronics.

The components of the DAQ system are interconnected via Ethernet for low bandwidth
operations (controls, downloading, monitoring) and via FDDI for data transmission. A DEC
FDDI GIGAswitch, with bridge functionality, is used to provide parallel paths between the VME
processors and the farm in a scalable way. The number of Iwitch ports dedicated to chains is
chosen taking into account two factors: the maxjmum acceptable read-out ROCKM time and
the throughput of the communication protocol achievable at VME and farm level. In order to
improve the performance of the commUDication protocol, the lub-events related to the same
group of consecutive trigger numbers are packed in sub-event-stringl that must be gathered by

a single SBC.

1.2 Data Flow Con.trolaf&4 EWeRt Buildin.g

The farm SBC's build and test the integrity of each event, implement the final events
formatting, and perform quality control on samples of the data. The address of each-farm
element is assigned by an additional VME proceSlor, the data flow controller, DFC, connected
also via VIC channels to the ROCKM crates. The DFC manages the load of all the VME
processors, maintaining a table which maps groups of trigger numbers and SBC addresses.
DAQ resets and buffer flush-out commands are generated when milalignment is detected at
farm level. Other error conditions will be similarly handled.

The farm is based on SBC's organized in crates. Each crate has a dedicated output SBC
which manages the crate I/O to the storage devices. The total CPU power required for the whole
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farm is estimated to be about 16,000 Specint'92. CPU boards adequate for this are beginnin to
appear in the market. We wait for a final decision upon the outcome of a joint project bet;en
INFN and DEC designing a custom SBC using the DEC Alp~ chip.
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Fig. 1. System Architecture and InformatioD Flow.

3 SOFTWARE AND STORAGE

The on-line software represents a challenge because beyond the first level of data concen­
trators, the software must maintain the event synchronization. In a 10 kHz rate DAQ system,
the latency time for message transmission is most important. In 1 ms there are 10 events ac­
cumulating in the buffer queues. Message losses and consequent retransmissions have to be
considered as failures. The general software architecture is based on UNIX concepts implement-
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ed on non-homogeneous hardware platforms. Real-time operating system will run in each board
where diskless operation is needed. TCP/IP is used as underlaying transport protocol for data
transmission and message passing, while SNMP is used for network monitoring. Furthermore,

DFC uses SNMP to build its tables.

The amount of data collected in a year of running is of the order of 500 Tbytes. While
the on-line system requires only tape loaders, the off-line analyses require a compatible robotic
system able to manage this huge quantity of data. A database is needed, which will contain all
relevant information regarding the runs and the events, such as calibration constants, trigger
condition, detector configuration, collider status and performance, fill numbers, run numbers,
etc. Part of this information comes also from the on-line farm in dedicated banks such as the
Run Header or the Event Header, to simplify trace back and raw data tape searches. No "event
directory" is used for the raw KLOE data, but the chosen database will assure the compatibility
with the file system. used in the tape robots. The most promising tape system, in terms of
performance/cost, appears to be the DEC DLTs.

4 - CURRENT IMPLEMENTATION

-1.1 ROCK tlnd ROCKM

The ROCKs and ROCKMs implementation is underway. The first ROCK prototype is
under test. Results of a complete simulation were presented at CHEP94!5] showing that the
KLOE DAQ system, configured with chains of 8 crates, the maximum length of the Cbus chain,
for the electromagnetic calorimeter (480 ADC or TDC per crate) and with chains of 4 crates
for the tracking chamber (1536 TDC per crate), is able to sustain up to a 15 Mbytes/sec data
transmission rate per c:hain, at an event rate of 104/1.

-1.2 TCPlIP protocol Oft FDDI

The TCP/IP protocol performance has been. studied on FDDI using difFerent hardware and
software platforms connected to the FDDI GIGA.witch. Some results related to VME CPU
boards (CES/FIC8234 and HP742rt) and workstations are presented in the following table.
Above a certain level of CPU power, see entries 1 and 2 in the table, optimization of the code
implementing the TCPlIP protocol !6] entry 4-5 vs 3, is very important.

Hardware Operatiq System TCP/IP ThroP,hput CPU Power
!&bytesI_ Dhrystones

1 CES/FIC8234 LynxOS 1.2 24k
Rockwell FDDI

2 HP 742rt HP-RT 4.5 90 k
Rockwell FDDI (LynxOS)

3 HP9000/735 HP-UX 5.0 280 k
EISA FDDI

4 DEC 4000/610 OSF/l 11.0 250 k
FBUS FDDI

5 DEC3000/800 OpenVMS+UCX 11.0 270 k
TC FDDI

-1.3 Ma.nGging Multiple TCP/IP COftnecticnu

We have studied different mechanisms for maintaining multiple concurrent TCP/IP connec-
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tions between DAQ components. This is relevant when sending sub-events from the ROCKM's
to the SBC's. Both the standard UNIX I/O multiplexing method of the "select" call, and the
POSIX multithreading mechanism allow to maintain up to 100 different connections on the
same processor, without lowering throughput even when small TCPlIP bufi'ers, 8192 bytes, are
used. We have tested the performance of multiple connections using ten senders on five different
computers, DEC 3000/600 and HP9000/135, simulating the VME-CPUs. Strings of sub-events,:
of -50 kbytes each, are sent, to one DEC 4000/610 (95 Specint'92), which orders single events
and byte5waps. The throughput measured together with the real and CPU time required to
handle 10,000 events for different actions in the receiver are given in the table below.

Action Throughput (MB/ s) Real time CPU time
(10000 events)

receiving 11 4.35 2.6s

receiving + ordering 10 4.95 3.35
receiving + ordering 4.5 10.55 9.0s

+ byte/word swapping

5 - OUTLOOK

The new generation of FDDI interfaces implement the TCP/IP protocol on-board. Also

VME CPUs with FDDI interface on board or on a PCI mezzanine card are becoming available.
We plan to test soon the following boards: HP 743rt, AXPvme 160, CETIA Power PC, Motorola
PowerPC.

We are confident that VME processors will communicate through FDDI channels at a speed
greater than 5 Mbytes/s. To achieve the required throughput of 50 Mbytes/s, the KLOE DAQ
therefore needs at most 10 VME c:hains connected to the switch.
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SCI activities at the Department ofPhysics,
University of Oslo, Norway:

•Directed towards data acquisition (DAQ), in par­
ticular (very) large scale data acqusition. systems
at the planned LHC accelerator at CERN

•Participates in the CERN RD24 Research &
Development project.

•Development of instrumentation and hardware
modules for SCI in DAQ.

•Development of diagnostics tools for SCI.

DAQ Conf. Fermllab Oct 26·28.. 1QQ4 _ Dnate. t:I"'I I". nAn I I_I•• _A ,,_a



Simulation programme for SCI

-Modelling and simulation of various topologies
for large SCI-based DAQ systems.

-Simulation of data flow in proposed DAQ-sys­
terns for LHC experiments (ATLAS, ALICE).

-Simulation studies of SCI switch concepts.

-Tools: MODSIM II programming language,
CERN's SCILab package.

-Contact: Bin Wu, Dep. of Physics, Univ. of Oslo.
Email: bin.wu@fys.uio.no
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SCI diagnostics tool - the Li~kScope

-The LinkScope™ SCITracer project:
collaboration Dolphin ICS - Univ. of Oslo

-LinkScope H1W: a single width VME module, for
the CMOS SCI NodeChip, 200 MB/s.

-Snoops on an SCI link and captures and stores
sequences of SCI packets according to a pre­
defined set of trigger and acquisition criteria.

-Trigger/acquisition program is written in a high­
level Tracer Control Language.

'.
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LinkScope™ Supervisor Program
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LinkScope™ tracer system .
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· 3D-Flow as a programmable system for moving and reducing data

in DAQ applications

Dario Crosetto

Ab.stTQCI

Really a system architecture and not just an ASIC,
the 3J)-f1ow desip facilitates accepaace of data from
multiple sources, reducing it and senctins it to one or more
desliDatiODS. aD in • prc1grammable sequcuce. These
operations are canied out in a balanced manner using regular
coanec:tions IDd exceptionaDy few replicated components.
The 3D-Flow system is scaJeable to permit adaptation to
many dift'erent types and sizes ofapplications.

I. INTRODUCTION

DCt1ist oCthe desisn of tile 3D-Flow at 40 MHz is suitable for
todays experiments. but the reader should know that without
necessarily using GaAs technolosy 10 years &om DOW. when
the !BC will be operating. it wiD be possible to hive the
same 3D-Flow chip in CMOS It 200 MHz.

In its original conception, the 3D-Flow system wu
designed to fi.dfiD both triggerirJ& and data acquisition
requiremems. In the present article oaIy the DAQ
applic:alions will~ descnDed, while the trigerins capabilities
are described elsewhere. [I).

D. DATA ACQUISITION SYSTEM
REQUIREMENTS

Some ofthem &om a few subdetecton, usually digitized
It lower raoJutioD, are seat to the fist triaer
electronics, which takes the first decisioll to select
events.

AD valid DOD-zero sipals &om aD lUbdctectOl'S are
instead CODVCrted into ctisitaJ (orm It biJber resolution,
IDd are ItCnd OD mass Itorase deviceI, after filii eWIIt
reconsttuc:lion aDd acceptance.

For the duration of the decision time of the IeYel-I
trigger (from 2 to 4 microseconds), aU data (for Iow- and
medium-oc:cupancy subdetectors and only the valid data
with their respective addresses for the wry-low­
ocaapancy subdetectors) must be stored in memory

The fragmented dati from different subdetectors must be
synchronized, collected into coherent events. compressed
and seat to the selection stage (typicaUy level 3). where .

Requirements for a data acquisition system~ typicalJy
the foUowins [ref: 2-9]:

A data acquisition system (DAQ) collects the data &-om
the cIetec:tor &-ODt.end electronics when ID event ilselected
by the triae!' system. and sends these data to ID on-1iDe tina
ofcomputers.

Signals from the detector foRow two difFereat paths:

• After level-] triaer decisions. only the data or the
accepted events must be sent to the fann of computers
OD which level-2 and leveI-3 trigger and selection will be
executed.

Given the well known problems to be solved by • trigger
and data lCqUisition system for a Jarae (or smaD) experimeIIt.
this repon wiD describe how these problems CID be IOIved
with die 3D-Flow architecture {I] approech (system. loP;
mecbanic:s, cabling. etc.).

The 3D-Flow is ID arcbitedUre buDt arouad a 16-bit
ASIC processor that combines multiple execution units
(MAClDIV, two ALU's. two comparators. and ewat
counter, an encoder and three shifter), four iDtemal buses. six •
communicatioD cJwmels (North. East, West, South, Top and
Bottom), IDd three memory banks (Data Memory 1. Data
Memory 2, and Program Memory), designed to meet hisb
performance real-time objective at a reasonable cost.
Operation modes of the processor Ire determiDed by two •
external input mode pins (MIMDISIMD and SYNCIDala
Driven). The operation mode SIMD causes the processor to
IClCept as its next insrruc:bOll two 48-1»it words through •
single 48-bit input pon valid for aD four processon on the
chip. In MIMD mode. each processor Gecutcs the •
instNetion sequence in its own 64-words %-bit wide
program memory. SYNC mode implies that instruction
execution proceeds with each doclc pulse wlu1e Data-Driven
implies that an instructiOD is executed only when all its inputs
are satisfied. The combination of SIMD and Data Driven is
meaningless.

The results reponed here are derived from the design and
simulation of an Ictual system (crates. boards. cabinets.
cooling system. etc.) as well as fi'om a chip design at die gate
lem using I CMOS gate array (O.S micron technolosY, 3.3
voJt). The gate array approach is among the most •
conservative, cost-effective. and rdiable approaches. but it
does "not give the best technological performance. The actual



schematically. and two possible ways of handling the inputs
from the detector are also indicated. For high-to-medium
occupancy detectors. the first buffer operates in a
synchronous mode. and it records. for each event. the whole
data information from a fixed number of input channels.
Whea dealing with very-Jow-occupancy deteclors instead, it
is possible in principle to perform zero-suppression and
address encoding "on the fly," as accomplished by the first
buffer operating in asynthronous mode. These two mode: of
operation are described in more detail in the fonowing. It is
important to realize neverthJess how intrinsic 8exibility and
programmability of the 3D-Flow system allow to choose the
appropriate mode of data handling according to the
requirements ofany specific experiment and/or detector.

·..·;f,r7~f,.:

A. Implementation ofthe synchronousjirst-stage
huffer with 3D-Flow

The synchronous (to the bunch crossing) first-stage
buffer can be implemented with the 3D-Flow processor by
using its internal "data memory" and by writing. short, four­
line program loop. as described in Table 1. to handle the
"read and write pointers...

At each bunch crossing. new data &om the detector
is written to the "Top" pan of the 3D-Flow processor (The
fixed number ofdata. in a fixed sequence, that Ire tnnsmiued
synchronously with the bunch crossing, allow to identify each
channel without the need of transmitting its Iddress). The
accept/reject information arriving &om the triger systCID is
sent to the 3D-Flow "Nonh" pon. Line 2 of the program in
Table 1 shows that data trom the "Top" pon is stored into
data memory (DM). and data &om the "North" pon is stored
in acc:umulator Al while pointers are also incremented. On
the uext cycle the zero flag ofaccumulator Al is tested. If the
data &om the "Northw pon (trigger wAccept") was aot zero.
then the data value that was recorded -X" cycles before wiD
be sent out (the offset from write-to-read data is
programmable by the user); iftbe data from. the "North" pon
was zero, then the next data will be fetched without reading.

m. PROPOSED USE OF TIlE 3D-FLOW
SYSTEM FOR DAQ

the whole event data is analyzed to perfonn the final
selection proc:esses.

While the tasks performed on the data in a period
longer than 2 to 4 microseconds can make use of standard
processors, the front-end electronics and JeveJ-J trigger.
storing data for the first few microseconds and collecting the
fragmented data to build an event will require a specialized
design (using gate arrays and VLSI design. for example). and
a partieu1ar architecture adapted to this application. This
solution should also provide scaleability. modularity. low
co~ and high-speed performance.

The use of the basic features of the 3D-Flow processor
in the 3D-Flow architecture is now described in relation to
satisfYing the above requirements in the different tasks. The
staning point wu the feasibility and simplicity ofbuilding the
hardware at Jow cost, with the lowest Dumber of required
components, while providing a programmable solution.

In particular. great attention wu paid to the high
connectivity and high speed required by the application that
should have a modular and SQleable assembly. .

Figure 1 shows the main components of a typical trilSer
and data acquisition system. The approach ofnot considering
the leveI-2 trigger as a separate component is not _new to this
scheme. In fact, the GEM experiment at SSCL had already
integrated the level-2 trigger scheme into the hardware of tile
level-) trilSer. as shown in the technical design report (3).
Since computer technology is advancing rapidly. one is able
to minimize the number of different hardware systems and to
expJoit hardware perfonnance and low cost to distribute
simpler tasks for fast decisions and more complex tasks for
more sophisticated decisions.

The right side of the figure 1 shows the path of partial
data (typically from a calorimeter and/or muon subdetector)
digitized at lower resolution and sent to the trigger system.
The handling of the event data is also represented

Table 1. 3D-Flow assembler program for the synchronous tint-stage buffer.

Line 0 START: rl=constl. CLR_A2

Line I

Load read pointer offset to write pointer (LeI=trisser latency)

Initialize read pointer and load pointer increments

Line2 LOOP: DM=T, ST_AI_N, ADDU_A2+r2. ADDU_A3+r2
Step 1

Get DAQ value from Top. get trigger YIN from
North port. increment read &. write pointers

Line 3 BRccCLR #1 LOOP. DMP=A2Jo r13=A31o
St~2

IfL-l Trigger "ACCEPT'. go to next line, ELSE fetch next

DAQ " TRIG. values.

Line 4 DMP=r13
Step 3

Line 5 B= DM. BRA LOOP
Step 4

Initialize read pointer

Send DAQ value to Bonom pan and fetch next DAQ &. Trig

2



It should be obvious how such a straightforward and
generic procedure could be taylored to optimize data
throughput performance for applications ranging. e.g., from
J MHz to 40 MHz bunda-aossing and with 100 Kbyte or S
Mbyte event sizes; It should be also stressed ag8in how the
nedist available today for a 3D-Flow at 40 MHz, caD euiJy
be scaled to 200 MHz a few years from now, improving the
performance without necessarily changing the architecture.

As an example. let us see how the different use
(programming. partitioning of the 3D-Flow internal data
memory, size of the 3D-Flow synchronous first-stage buffer
as described above, etc.) of the 3D-Flow chip and system
architecture could give the greatest benefits to the user in
price/performance in implementing the synchronous first­
stage buffer.

In an application for an experiment with 40 MHz bunch
crossiDs, about IMbyte datalevent, the size of the required
configuration will be determined by the speed of writing data
into the data memory of the 3D-Flow. To make the overall
system u ocooomical u possible, one would like to write u
many event cWa u possible per 3D-Flow processor into its
data memory synchronous buft"er. Realistica1ly speaking. one
c:annot So behind writing 8 x 16-bit values in 2S os (even
assuming futw'e technological improvements expected by the
time the LHC should be operating). Thus, the partitioniDs of
the 3D-Flow data memory wiD have the two data memory
banks working in parallel with not more than 16 bytes for
each event, and the data memory size is not required to be
large.

In applications for experiments with '-MHz bunch
crossing, with the same event size, more data of the same
event can be written at each bunch crossing, thus reducing
the number of overall channels (or 3D-Flow processors) for
the entire system. But even for this application the size of the
3D-Flow data memory required is not too Jarse, ie. a few
Kbytes. In this application, iDstead of having partitioned the
3D-Row data memory in two banks u before, one can
concatenate the two memory banks to have a larger buffer.

The tlexibility of the 3D-Flow architecture in the
described first layer of processors, propagates directly into
the second, asynchronous.. layer, where • large number of
input channels is funneled into a single 3D-Flow output chip
(see Figure 2).

The overall consideration is that by using the 3D-Flow
chip in the appropriate way to fit each application, one bas
the same advantages of programmability, flexibility,
modularity, and short cable connection, thereby providing
high-speed communication, throughout the entire DAQ
system. Such advantages include all benefits of easier
maintainability of a single componen~ board development
system, etc., with the possibility of optimizing the cost for
each application.

B. Implementation ofthe asynchronousfirst-stage
buffer with 3D-Flow

The asynchronous buffering mode at the tint-stage, is
exploited to store data coming from the very-Iow-oc:cupancy

3

detectors. where for each datum it is also possible to encode
the address.

To implement this buffer. more functionality of the 3D­
Flow processor will be used. As described in [1] the 3D-Flow
processor chip has two mode select pins: the first one sets
operation as Single lnstrue:tion and Multiple Dara; while the
second selects operation in the data-driYen or the
synchronous mode. For the implementation of the
asynchronous buffer, the 3D-Flow chip will operate ;in
synchronous mode, and the program residing on each
processor will do the polling among the input ports.

Each 3D-Flow processor is connected tbroush the
"West" and "East" pons to the neighboring processon to
form a linear array. The 3D-Flow data memory will be
organized in "banks." Data raved &om the "Top," "West,"
and "East" pon with their respective address wiD be stored in
the c:orrespoDdiDg "bank." The "North" port of each
processor is coDDeCted to the trigger accept/n'ject. In the
case ofa lot of interaction on a very-Iow-occupacy detector
in a specific region. c:ausiDs the generation of DIlDY bits in •
small area, one 3D-Flow processor may nan out of awiJable
"banks." In this case the program in each processor will
forward the data to a neighborins processor with lower
occupancy and with some he "banks."

When a specific trigger it received from the "North­
port, the 3D-Flow processor will output data of the
corresponding "bank. " (See Fisure 1.)

C. Second-stage DAQ buffer (asynchronous with
channel reduction)

The second buirer is also implemeated with 3D-Flow
processors. This makes better use of the high communic:abon
speed ofthe 3D-Flow. Data &om the previous two first-stage
bufFers are received u input to this uyncbroDous secoad­
stase buffer. In this stage, besides reducing the number of
channels. the 3D-Flow functionality provides the physicist a
tool to apply filters on the data, such as zero suppressing. As
an example of the perfonnance of the 3D-Flow architecture,
the simulation of 4096 channels with ftagmemed event data
for a panial cveDt builder sc:heme is described in the next
Section.

D. Simulation ofa 4096-channel event builder
scheme with 3D-Flow

The evolution ofevent builders in recent years bas been
from a simple single-cbannel fimneling to a computer, to a
group of parallel channeJs <each with their own fimneling and
output speed limitation) sending data to a fann ofcomputers.
This change of scheme is due to the increase in the rate and
size of accepted events, which bas sone beyond what
technology can offer in single-Iine speed transmission.

A 3D-Flow pyramid amy was conceived to test the
funneling ofa large number ofinput channels to one 3D-Flow
output chip. This scheme was then simulated for 4096 input
channels or 3~F1ow input processors. A 3D-Flow system
reflecting the real communication connections and assembly



requires one to consider that each 3D-Flow chip has four 3D­
Flow processors and that the suggested assembly for the most
efficient interconnectivity is a stack of matrices with a
diminishing number of processors and boards in each
successive layer.

The layers were defined as follow:

of the data routing in the pyramid is one third, and
requires three cycles for each input data.

To simuJate this DAQ scheme, one day was required to
write all programs and to load aU 5S00 processors, a half-clay
to debug it, and 5 hours to simulate it on a workstation and
obtain the log tile with the results.

• Layer 0 =4096 3D-Flow processors on 1024 3D-Flow
chips assembled on 256 daughterboards.

IV. TIMING CONSIDERATIONS, EVENT :
IDENTIFICATION, AND TAGGING

V. PERFORMANCE CONSIDERATIONS FOR
LARGE AND SMALL SYSTEMS

I. make the best use of the 3D-Flow chip in a partic:uIar
application as reponed in the example ofSeclion m.

The coherency of the timing is kept very simple in this
scheme. The 3D-Flow system within the Level·1 triger
provides the event number (bunch-crossing) to the three
buffers. For the asynchronous first-stage buffer, the
-ACCEPTED- Ulgger event information must be seat I few
cycles before it is sent to the synchronous first... buffer
and to the asynchronous seeond-stage bu1rer, because a sbon
3D-Flow program needs to be executed to initialize the bank
that has to be sent to the output.

Since the routing of data in the pyramid is well Icnown.
and is derived by the data-driven principle fiom the programs
loaded into the pyramid the user will know whidl wiD be the
first data of an event that will exit fi'om the vertex of the
pyramid. The user can thus tag events by providing at the
input channel of the pyramid (that is known to be the first to
reach the output according to the routing and 3D-Flow
programs mthe array), a header and the event buncb-crossing
ID.

The simulated module described above Jives the results
in number of3D-Flow cycles. In order to evaluate the system
performance of the 3D-Flow systCID for • partic:uIar
application, the reader has to:

3. apply the simulation cycle time of the 3D-Flow chip
available &om industry for the year the system has to be
implemented (at present 40 MHz).

It is acknowledged by many expert electronic
ensinecn that, for what concerns the interconnection ofchips
(see figure 3), the layout of the entire 3D-Flow system as
proposed in the repon SSCL-445 and built for 1280
channels, can easily sustain any version of the 3D-Flow chip
up to 500 MHz without incurring in major problems.

In order to give an idea of the performance of the system
at different clock frequencies, results of the simulation are
provided in Table 2.

Layer 1 = 1024 3D-Flow processors on 256 chips
assembled on 256 daughterboards (one chip per board in
order to keep vertical connection simple in stacking the
boards).

Layer 2 • 256 3D-Flow processors on 64 chips
assembled on 64 boards (longer cables between boards).

Layer 3 = 64 3D-Flow processors on 16 chips
assembled on 16 boards (longer cables between boards).

Layer 4 =16 3D-Flow processors on 4 chips assembled
on 4 boards (longer cables between boards).

The first buffer (circuJar synchronous type that retains
the history of the events) has a capacity of 4 MByte
distributed on 4096 processors

The second buffer used to derandomize the data bas a 2. take the results of the simulation reponed in Section m.
capacity of s.s Mbyte of memory to handle a biBb event D, reflecting the behavior ofthe 3D-Flow chip.
rate at the input. This second buffer is asynchronous.

The Bow of the data is regulated by the data-driven
principle, and the data-dependency on input and on
output has shown in this simulation that no data was lost
and that it took 3079 3D-Flow cycles to transfer 4096
parallel input 16-bit data in serial into one 3D-Flow chip
with 4 processors.

The maximum throughput of a single 3D-Flow chip at
the output "Bouom" pan is 1.6 Gbytels for a 2OQ-MHz
3D-Flow chip and 320 MByteis for a 4O-MHz 3D-Flow
chip, but the effective throughput considering the delay
of two cycles between boards and the program execution

•

•

•

•

The routing table bas been generated to interconnect the
3D-Flow pyramid with the nearest neighbor in aU six
directions. Each simulation program was executed in each
3D-Flow processor mode (MIMD and Data-Drivea) of the
simulator according to the functionality of the netlist ASIC of
the 3D-Flow chip. The 96-bit instruction words of the
programs written can be added as test vectors at the
production time of the chip.

In summary, the 3D-Flow system for this DAQ
application with 4096 channels (the array may be bigger) that
can be connected to one or several subdetec:tors has the
foll4:lwU1l2 characteristics:

4



Table 2. Simulation Results

3D-Flow rate Number ofinput channels/modules
clock speed chip (channel = 16-bi~ module =4K or 16K)

Input data rate Output data oflast 3D-Flow
of the module chip in the pyramid

40 MHz

40 MHz

200 MHz

200 MHz

16K channels

4K channels

16K channels

4K channels

3.2 KHz

12.9 KHz

16KHz

64KHz

l06MByttis

l06MByttis

533 MByttis

533 Mbyttls

The interpretation of these results tells us that the 3D­
Flow architecture may be applied to small experiments IS well
IS to large experiments. In Table 2 one can see that for molt
of the experiments (from present to lHC-type), the output
rate of the Level-I trigger is in the range of 3 to 64 KHz
(used IS the input data rate to the funneling ofa large number
ofparallel input channeJs 10 one 3D-Flow chip). The best use
of the 3D-Flow chip in order to find the best ratio
price/performance is to find the best compromise for each
application between the module input data rate desired and
the use ofthe internal memory ofthe 3D-Flow chip IS bufFer.

VI. 3D-FLOW ASSEMBLY

The basic elements for the construction of a 3D-Flow
parallel-processing system are the daughterboard printed
circuits. Each accommodates four 3D-Flow chips (each chip
has four 3D-Flow processors) used to build the stack of the
parallel-processing system. Another daughterboard, with the
same dimensions and connectors IS the previous and
accommodating only one 3D-Flow chip, is used to build the
pyramid on input and the pyramid on output of the system to
distribute the data from a single source and to funnel data to
a singJe output channel respectively. In most high energy
physics applications one uses only the stack ofboards for the
parallel-processing system and the output pyramid to funnel
parallel input signals to one output signal. At 90 degrees with
respect to the stack of boards. a Data Acquisition system
made of standard VME 3V-size board interfaces data from
the detector front-end electronics to the 3D-Flow system.

FigureJ shows the assembly of the daughterboards with
their interconnections in a parallel-processing system with an
output pyramid. This pyramid bas been defined and simulated
entirely with two types of printed circuit boards and shan
connecting cables of only slightly different length. Shon in
this context means ,that no other geometrical configuration
can obtain shoner length in a scaleable manner. The boards
are stacked together to form the 3D-Flow system and are
joined at 90 degrees to a 3U Mini-Rack. Figure 4 shows the
construction of a system for a 1280 channels data acquisition
and figure 5 show the construction of a 3D-Flow trigger
system suitable for calorimeters for an equivalent size of
channels. Figure 6 shows the details of the construction of a

Mini-Rack with the connections among the 3D-Flow parallel
processing~em stack.

VD. CONCLUSIONS

The present feasibility study and sinwlatioD of the 3D­
Flow processor and system architecture aims to demonstrate
that the 3D-Flow is suitable to solve the different functions
typical of a data acquisition system (synchronous buffering,
asynchronous buffering. funneling, etc.). A simulation of a
3D-flow processor and system architecture for the funneling
of 4096 fragmented 16-bit event data for a partial event
builder has been made. This simulation, even if it
demonstrates the suitability of the chip for this application,
does DOt exploit all the intrinsic possibilities of the chip to
execute much more complex algorithms (e. 1-, filtering, zero
suppression, buffering, etc.) that may be lakeD advantage of
by the inventive physicist. In the simulation, the 3D-FJow
parallel-processing system wu instead programmed only for
simple operation of data movement in order to verifY its
functionality and to determine how many steps it would take
to move all data from aD parallel input channels of a module
to one 3D-Flow output chip.
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Figure 6. 3D-Flow Mini-Rack with standard 3U x 160 mm DAQ boards
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The SCI VideoDram Memory Project
•

•VideoDRAM is DRAM with a 256-bit high speed
register on board (SAM port). It offers an interest­
ing choice for memory storage in an SCI environ­
ment:
.I will speed up and simplify read/write of cache

lines, each line can be placed in consecutive
locations of the same row.

.I the architecture permits concurrent SCI opera­
tions; high speed RIW through the SAM port
independent of DRAM operations, i.e. a 64 byte
SCI read and a 64 byte SCI write can overlap.

"
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-The main components of the SCI VideoDRAM-
memory module are:

1) main memory in VideoDRAM
2) cache tag directory memory in SRAM
3) controller implemented as interacting state

machines in EPLDs plus FIFO buffers.

-The module is built on a double Eurocard (power
.only from VME crate), IO-layer PCB, first version
based on the Dolphin CMOS NodeChip mezza­
nine card, contains 2 Mbytes of VideoDRAM plus
96 kbytes of SRAM cache tag memory.

CAQ Conf. Fermilab Oct 26-28, 1994 - Poster SCI VideoDRAM Memory Module .1



-Some of the features:

.I Implements the full set of Cbus request com­
mand from the SCI NodeChip, including RIW
line coherent.

.I Employs fast EPLDs for implementation of
state machines.

.I Uses a programmable Video DRAM controller
in order to guarantee critical access timing
parameters and automatic refresh.

.I With NodeChip Cclk at 25 MHz, simulations
give a peak bandwidth of 200 Mbyte/s.

•Status: Module expected operational before end of '94
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CERN Host Interface ·

-The CERN Host Interface (CHI) is a family of
interfaces to interconnect Fastbus, VMEbus, and
external host computers. The Fastbus interface
consists of a processor board (CHI-P) with an
MC68030 with FP coprocessor, and an 1/0 port to
host daughter board. The CHI-P contains a 1MB
triple-port data memory which allows concurrent
access by Fastbus (as master or slave), the host
link, and the on board processor. The CHI is man­
ufactured by Struck, Germany.



CHI-SCI Link

-The CHI-SCI link provides a simple bridge
between Fastbus via the CHI and SCI. The CHI­
SCI is implemented as a daughter board con-
nected to the data memory via the I/O port of the
module. The design has been done in collabora­
tion with Struck.

-The link is a firmware driven FIFO based inter­
face, using a AMD29200 RISC processor card.
The FIFOs are used to implement a 64 bit wide
data path +mailboxes.

DAQ Conf. Fermllab Oct 26-28, 1994 - Poster FASTBUS CHI-SCI Link 3



-AMD29200: 16 MHz, DMA controller, interrupt
controller, 16 programmable 110 lines.
FIFO: Mosel MS76542, 36 bits, 256 words deep.
Cbus state machine: 22VI0 PALs 7.5 nsec.

-First version uses a CMOS NodeChip on a mezza­
nine card from Dolphin ICS. The Cbus controller
state machine recognizes 14 SCI packet types,
among those RIW Selected Byte, RIW 64 bytes
non coherent and Move 64 bytes.

-Status: debugging mainly done
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Swipp - Switched Interconnection of Parallel Processors -

a General Purpose Heterogeneous Multicomputer Optimized for Data Acquisition

by Yngvar Lundh and Oddvar $0rasen1

Department of Infonnatics, University of Oslo, P.O.Box 1080 Blindem, N-03l6 Oslo, Norwa~.

Abstract

To take advantage of the cost effectiveness of specialized
processors is the objective of the Swipp concept. It is an
intelligent and efficient interconnect system to function
as a distributed operating system. Together with parallel­
izing program compilation this allows standard applica­
tion programming methods. Interconnect and operational
control are performed by "protocol engines", with em­
bedded control computers. They communicate through a
switched network.

I. Introduction

Data acquisition in panicle physics experiments may be
highly demanding in tenns of processing capacity. In
fact the requirements are such that special efforts are
being made to find solutions within acceptable economic
constraints. The "Large Hadron Collider" - LHC - exper­
iments being planned at CERN represent extremely de­
manding data acquisition processes [1]. The data flow is
unusually large and requires sustained processing. At the
same time the processing needs to be high-level program­
mable due to the complexity of the experiments and
project as a whole, with needs for alterations.

A heterogeneous multicomputer principle - "Swipp" ­
(SWitched Interconnection of Parallel Processors) is de­
scribed. It allows demanding information processing
loads to be shared by a number of "Compute Engines" ­
CEs - of various types. Highly special CEs can be part
of the multicomputer, as necessary to perfonn special
tasks not feasible for "standard" computers. A data acqui­
sition and -processing multicomputer can be configured
as a set of CEs which combine into a capability profile
to match that of the processing demand.

The front end stages of the LHC data acquisistion are
used as examples of such a demanding task. The pro­
grammer need not necessarily know about computer
types. address space etc.

1. email: yngvar@ifi.uio.no.oddvar@ifi.uio.no

II. General Principles

Swipp is an intelligent interconnect system with certain man­
agement capabilities [2]. Information is passed between a
number of compute engines - CEs, figure 1. Associated with
each CE is a "protocol engine" - PE. .Infonnation transfer
between a CE and its associated PE is handled by the fol­
lowing functional channels:

- CE has an internal memory M.

- PE can read and write in M. one word at a time in par-
allel, usually on a cycle stealing basis in a direct
memory access - DMA - mode of operation.

- Each CE can generate a call signal to PE.

- PE can send an interrupt signal to CEo

All information transfer essentially takes place on the initiative
of the PEs (masters). Also PEs can control the operation of
CEs (slaves) by loading programs into them and starting execu­
tion. CEs report state changes to their respective PEs.

Compute
engines

DMA­
interfaces

Protocol
Engines

Figure J. Swipp Multicomputer,
principal configuration.

In. Interconnection Network

PEs send information to each other, on behalf of their respec­
tive CEs, through a switched network, figure 2. PEs fonnat the
data into packets for transportation in the network. The
sending PE retrieves information directly from the memory of
its CE. PE itself controls the direct addressing. Similarly the re­
ceiving PE writes directly into memory of its CE.

The source PE applies a transmission route at the head of each
packet. The route is a sequence of switch output port numbers.
This sequence is rotated one step upon each passage of the



Figure 2. Switched interconnection network
(example configuration).

A route between protocol engines is indicated.

packet through a switch. Hence each packet finds its pre­
determined route through the switch network from
source to destination PEa to PEb (source routing). Trans-

mission, between SWs and between PE and SW, is
carried by a high speed serial link such as an optical
fibre pair [6]. Such a link is designed to have sufficient
speed to match or surpass those of the source and destina­
tion CE-memories. Hence transmission speed is deter­
mined by the slowest of the two memories, in the
sending or the receiving CEo No additional load is put on
the CEs.

Each switch - SW - is a )6-pon cross bar mattix switch
plus routing and management circuits, figure 3. Both PE
and SW-maUix circuits are also designed for compatible
speed [3],[14]. Packets are commutated and decommu­
tated to be handled by byte-parallel switch matrix cir­
cuits. Hence sufficient switch speed is achieved by
matrix circuit complexity. For switch throughput speed, a
small delay D is inserted in each input port, figure 3.
This delay allows the matrix channel to be opened to let
the packet directly through (wormhole routing). Delay
time in D is the time required for decode and control cir­
cuits to extract the first output port number from the
packet head, then to decode it and open the channel
through the mattix. Hence packet transmission from PEa

to PEb goes directly through the network with essentially no

delay other than hardware address decoding at each switch

Each switch has a FIFO-buffer B. If the onwards channel is
cJear, the stream goes straight through. If not, the data stream
is buffered in B. "Almost fuJI" - signals are returned upstream
(in the return channel not shown in figure 3) as approp~ate to
halt transmission, preventing overflow in B and loss of infor­
mation. In extreme cases, such buffering may fill up along
the entire route. Switches have no further intelligence. Higher
level flow control is handled by programs in the PEs.

The high speed packet handling circuits in SW and PE permit
variable packet length. Flow control programs in the PEs may
set packet length dynamically to optimize network throughput.

Typically, a large data object is transferred from CEa to CEt,
in a stream of packets. Mo~ precisely then: Besides possible
queing delay, transfer time is due to DMA read and write at

the source and destination memories of the CEs, packetizing
in the PEs. line propagation, and the sum of delays D in SWs
along the route.

IV. Protocol Engines

The PE consists of Control· Computer - CC - and Network in­
terface - NI, figure 4. CC is a programmable computer (em­
bedded microcomputer). NI is a special hardware unit [4],[5].
For circuit speed PE is located physically closely to CE's
memory.

The main functions of the NI are:
- To read and write data objects word for word in

CE's memory.

To packetize (outgoing) and unpack (incoming) data
objects. including routing infonnation, and to send
and receive packets through the interconnection
network as packet streams.

To handle single packets as required for manage­
ment. Such packets are identified by NI and are sent
to CC, CE or other PEs, whatever the case may be.

PE

Interface

J---I----" 10
Interconnection
network

Figure 4. Protocol Engine principles.

Interface
to
CE

NI consists of special logic to ensure fast perfonnance of
these functions. It comprises various buffering and formatting
registers and control registers. CC treats NI as a set of 10­
devices. The typical operation for transfer of a data object
from CEa to CEt, is:Out-port

Figure 3. Switch principles. Each ofthe 16 switch ports
has an in- and an out-pon.



- A short negotiation between PEa and PEb· CCll

and CCb essentially do this negotiation by ex­
changing a few single packets.

- CCa and CCb load appropriate infonnation into
the control registers of NIa and NIb respectively.
Then CCa starts NIa's operation.

- NIa and NIb carry out transfer of the data object
from CEa to CEb in a stream of packets. Upon
completion, or in unexpected situations such as

• timeout or CRC error, NI notifies CC.

This operation is carried out according to a defined data
object transfer protocol. It consists of actions by the NI
and by a "bit-level" driver program in CC.

The special hardware in NY is designed to do all packet
sorting and all handling of the contents of packet
streams. Single packets used in negotiation and for
various signalling purposes are identified only, then trans­
ferred directly to (or from) CC. Their contents are ana­
lyzed (or composed) by programs in CC.

CC, who operates in multi-tasking mode, simultaneously
executes higher level operational program. Essentially.
the set of PEs in Swipp are managers of the CEs' opera­
tions and of data. When a need arises for transfer of a
data or program object from CEa to CEtJ the appropriate

data object transfer protocol is invoked.

A primary objective of this system cksign is to pennit
fast and efficient transfer of large data objects between
CEs while retaining full programming flexibility for oper­
ating system design. "Fast" means at a speed limited by
the fastest CE memory. "Efficient" means minimizing the
load on the CE, restricted to memory cycle stealing.

v. Heterogeneity

The CEs need not be of the same, nor even similar types.
They only need to have a memory accessible by the func­
tional channels listed in section n above. This means that
each CE can be small or large. It can even be a multi­
computer itself. This situation can be exploited as
follows:

An information processor to cope with unusually
heavy demands is built as a Swipp multicom­
puter. Its constituent computers are of types espe­
cially powerful and efficient for the most de­
manding parts of the information process ­
"tasks".

"pipeline" may be applicable where all or most of the pro­
cessing steps are known in advance, at least as far as pro­
cessing task types and capacity requirements are concerned.
At the other end of the spectrum a completely unpredictable
set of tasks can be expected. Even then advantage may be
taken of processors with special capabilities. for vec~or pn:
cessing, storage and retrieval, database operations ~tc, I~ addi­
tion to general scalar operations, for cost effectIveness and
high performance. Other task types which can be met by s~­

cialized computers are list processing, input data condi­
tioning, presentation tasks e.g. by sound or video. Even
analog processing devices may be employed. E.g. neu~ net­
works may be used for pattern recognition tasks. Agam, the
only requirement is that processing devices have digital. m~m­
ories etc. as stated in section D above for commUDlcatton
with its associated PE.

Demanding scalar tasks may be handled by super scalar com­
puting systems. One interesting example is the IEEE s~~
for Scalable Coherent Interfacing - SCI [8],[9]. A vanatton
protocol engine can be used to interconnect one or more SCI­
rings to networks of one or more compute engines.

The Swipp principles are applicable to an entire such spec­
trum. Our fIrst development goal is to meet the requirements
of specific, demanding processes.

VI. Distributed Operating Systems - Programming.

To program and operate a Swipp system, one of the Compute
Engines can be assigned a special role as "Chief Executive
Engine" - CEE. Figure 5 indicates how processing and oper­
ating system tasks are shared. PEs transfer data and programs
between CEs and supervise the execution of information pre­
cessing tasks in the CEs. This includes all details required for
efficient management. PEs communicate with the top level op­
erating system in CEE concerning the state of these transfers

Processing tasks D
Figure 5. The ChiefExecutive Engine and the Protocol Engine~

perform the operational tasks together.

Two extreme cases may be considered for such an infor­
mation processor. At one end of the spectrum a data flow
processor can be designed where input enters at one or
more compute engines doing the front end processing
tasks. Following is a sequence of one or more tasks up
until the output step where results are delivered. Such a

Toplevel 0
operating
system

Distributed part of I...·}d I
operating system ..•....•.•....•



and tasks. CEE also comprises user access and program­
ming tools for system- and application programming

Note that this structure allows several memory address
spaces to be in cooperation by symbolic references
through the distributed operating system. As an example:
When operation has come to a point where matrix X
needs to be transferred from CEa to CEb' the top level
operating system in CEE knows exactly that The same
is known by the respective PEs. In addition the latter
know ~er details of data types, local addressing etc.
as needed for the detailed process management, in­
cluding actually performing the transfer. This use of
knowledge about process and data limits the importance
of low latency in data transfer [7].

In designing an information processing system for de­
manding tasks, the multicomputer can be configured to
make use of CEs with special capabilities. Use can be
made of the designerts knowledge of the types of tasks
and the availability of special CEs. These may be highly
efficient processors or processing devices such as men­
tioned in section V above. Substantially improved cosu
performance ratio is achievable by specialization. It is
the main objective of the Swipp concept to take advan­
tage of specialization while retaining standard application
programming methods.

It is a long term goal to exploit this potential for distrib­
uted Unix and parallelizing program compilers. The·
Swipp platform as described lends itself to parallelizing
compilation. When viewed from CEE the other CEs are
seen as specialized engines. At program compilation
special tasks are identified as matching special capabili­
ties of selected CEs. Such tasks are scheduled for execu­
tion accordingly. Hence optimum utilization is made of
CEs with special attributes.

VB. Optimization for data acquisition

A possible particle detection system is shown in figure 6.
Each CE consists of a number of detector modules - DM
- and a Partial Event Buffer - PEB [10],[11]. DMs com­
prise particle detector devices and first level data condi­
tioning and storage. Upon a real time first level event
trigger Tl, generated elsewhere and supplied simulta­
neously to all OMs. data are transferred to PEB. A se­
lected fraction of the stored objects (pertaining to an
"event") are retrieved from PEB [12],[13].

In Swipp terms PEB is a CE (CEf for "front end"), a
source from which input data to the next step in the infor­
mation process are retrieved. The front end units are thus
interconnected for execution and information transfer ac­
cording to Swipp protocols. To meet extreme require­
ments for speed, capacity, environment etc. special cir­
cuits are employed. These are designed to perform a
subset of the functions of the ordinary Swipp protocols

only. However, they will never be asked to perform other
than those subset functions. Similar functional subset types of
PEs and other units can be built into both the DMs and the
PEB front end.

Ordinary

!!......_S.implified__.S.wt.PP_int8_n::on_nect__ int8rcomect

......... - 11IIII-
Figure 6. Front end panicle data acquisition.

VIll. Conclusion

A multicomputer concept has been described at the overall
system level with emphasis on the aspects of its potential for
technical economical optimization of highly demanding infor­
mation processors. System aspects have been described which
point out the potential for general programming methods, dis­
tributed operating system and the use of symbolic references
to separate memory space. For many applications its intelli­
gent master-slave communication and management system
can make more efficient use of processing devices and leviate
the requirement for extreme latency. The system can be
viewed as a generalized form of heterogeneous information
processing systems which will complement more specific
scalar techniques such as SCI.
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Perfonnance Evaluation Tool of DAQ Computer
DAQBENCH
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ABSTRACT
This paper describes a DAQ performance evaluation tool called
DAQBENCH. The tool evaluates the DAQ parameters which will be useful
to design DAQ system and selec~ DAQ compute~. A faJ'!l0u~ benchmark
suite, SPECmark is useful for hIgh energy phySICS apphcanons, but the
benchmark suite is not convenient for evaluating the DAQ parameters.
Recent real-time benchmark suite like Rhealstone can evaluate real-time
parameters, but the suites does not include all of DAQ parameters. Those
are the reason why DAQBENCH has been developed. DAQBENCH
evaluates the DAQ. parameters by measuring the performance of Inter­
process communication (IPC), POSIX.4 IPC, Data Copy functions, Buffer
Manager (NOVA), VME access and CAMAC access. Those parameters
have been evaluated on the following computers, HP742rt/HP-RT,
DEC3400/0SFl, DEC512S/ULTRIX, SPARC2/SunOS and
SPARC2ISolaris. The part of the parameters has also evaluated on HP735
and i486DX2-66/LynxOS for the comparison.

1. INTRODUCTION and MOTIVAnON
Why do we develop DAQBENCH?

SPECmark is useful for high energy physics
applications. Particularly, SPECint value is
the most relevant perfonnance indicator for
standard HEP jobs[l] while CERN unit
from CERN benchmark suite[2] corresponds
about 4 times the SPECint value. A Monte
CaIro simulation program, EGS4 code
system[3] had also been evaluated in
comparison with the CERN unit and the
SPECint92[4]. However, the SPECint92 is
not enough for evaluating the DAQ
parameters because the context switch time
which is one of the DAQ parameters,
evaluated by DAQBENCH is not consistent
to SPECint92 value. Fig. 1 plots the relation
between SPECint92 value and the context
switch cycles per second.

On the other hand, real-time benchmark
program are discussed in real-time field. For
example, Rhealstone benchmark suite[S]
defmes real-time parameters and can evaluate
the parameters, but the suite does not include
all of the DAQ parameters.

User and designer of DAQ system
require;
I) Well defined DAQ parameters

2) Platfonn independence
3) Available distribution kit
DAQBENCH has been developed for those
requirements.

DAQBENCH assumes that the DAQ
computers should be based on VMEbus
system with UNIX operating system
including real-time UNIX[6].

2. Contents of DAQBENCH
DAQBENCH has several kinds of

benchmark programs to evaluate DAQ
parameters. There are programs to evaluate
perfonnance of IPC by using many types of
IPC system calls which also include network
functions and POSIX.4 functions. Those
system calls are very imponant for
synchronization of the process to correspond
with each other. From the benchmark
results, overhead of the system calls, the
context switch time and so on have been
evaluated. Fig. 2 shows the execution- time
of semaphore and signal system calls on 7
tyPes of computers and fig. 3 shows the time
of FIFO, pipe and message queue system
calls on the computers. Those results shows
that the DECS12S has good performance of
semaphore with context switch, but the time



of FIFO, pipe and message queue without
context switch on that is not so good.

There is also benchmark programs to
evaluate performance of copy functions from
memory to memory on computer. The copy
function is used for event building to gather
the pieces of events in scattered memory. Fig
4 shows Data Copy Performance on the
computers. Memcpy system call has better
performance than do-loop method and
strncpy system call is not convenient for
long message. The copy functions do not
depend on only performance of CPU.

There are also real program for the data
acquisition system to evaluate the
performance. Core of the data acquisition
software is buffer manager. Performance of
the manager play an imponant role of the
data acquisition system. The buffer manager
called NOVA[7] used by UNIDAQ[7] is
used. The round-nip time of data buffer on
the processes handled by NOVA is shown in
fig. 5. NOVA uses message queue system
call for lPC.

To evaluate performance of VME and
CAMAC accesses, there are three kinds of
benchmark programs. One is for the single
action. Second one is for the block action.
The other is for the interrupt handling. The
benchmark program for the single action
shows performance of the Programmed I/O.
Performance of the Direct Memory Access is
evaluated by that for the block action. The
interrupt task response time is measured by
that for the interrupt handling. Performances
of VME and CAMAC accesses are shown in
table 1 and 2, respectively. Table 3 shows
available computers for VME and CAMAC
accesses used by DAQBENCH.

3. CONCLUSION
DAQBENCH has been developed. The

tool evaluates the DAQ parameters which
will be useful to design DAQ system and
select DAQ computer.

The DAQ parameters have been evaluated
by DAQBENCH on many computers
including recent products with UNIX and
real-time UNIX operating systems.

The distribution kit of DAQBENCH will
be delivered from KEK in near future
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Table 1. Perfonnance ofVMEaccess

HP742n DBCS

memcpy 7.1 3.6
WRITE IlCCeIS=from HOST to ME IImCp)' 7.1 1.1

(MB/see)
7.1 3.8do-Ioop

memcpy 4.5 1.2
READ accessS~

IImCp)' 3.8 0.3&om VME to HOST
(MB/sec) do-loop 4.3 1.1

buemJpt Task Response Time( p sec) 72 450

HP742n: HP742nJHP·RT Vl.l
DECS: DECSlaiClft 50001125 UL11UX V4.2A. DEC VMEbuI.....

Table 2. Performance of CAMAC access

HP742n Alpha DECS Sun-I Sun-2

NOT IS 70 121> 120 110

Sinale Action( JA sec) READ 22 96 160 12S 130

WRrIE 20 90 ISO 130 130

ovcrtad( JA ICC) 90 370 900 720 •
read

BlocIt IpeCd(KB/IcC) 910 1000 980 1020 •
Aaian O¥ert-d(JA ICC) 98 380 710 720 •

write
IpOCd(KB/IcC) 940 S30 430 810 •

Jalarupt Handlina( JA ICC) 70 200 480 • 700

HP742n: JlP742nJHP.RT Vl.l
Alpha: ~OO,oSF1V1.3. DEC VMEbuI .....
DECS: DECSIaIicIn SOOO/125 ULTRIX V4.2A. DEC VMEbua Uaptor
Sun-I: Spuc2lSun0S4.I.2: Sun-2:S~3
....... "not meuured"

Table 3. Available Computer for VME&CAMAC

HP742n Alpha DECSIaliorI SpII'C S.-c
HP-RT OSFI ULl1UX SUNOS SoI_

CAMAC
Sin.le 0 0 0 0 0
RInt'1r 0 0 0 0 •

IntenuDt 0 0 0 0 0
KEKlist 0 0 0 0 0

Kine&icJist • 0 0 0 0
VME

MaplJO 0 X 0 - -
In&crrupt 0 • 0 - -

HP : HP742rt(VME lard ClllIIIpUICr)

DEC: DECScalion5OOO wiah DEC. VMEbuI AdlplCll'
D~A_ AXP) wiIh DEC'I VMEbuI AdapIar

SUN: Spare IPC. S.-c IPX.Sparc 2. SpM:1O, Spuc'"whhSFYME(YMEbuI~)
S..,e2E(VME baud oam,....)

VME-CAMAC inlerface : ICin«ic 2917
"0" means ••upponed"; ... ..-.. "ro be 1UpPCII'Ied";

T lDCllInI"noplan"; "-"_ "notlChlduJed";

•o'l



1. ·Context Switch v.s. SPECint92
: ':

HP7l2rt/Hp-RT I
• l

DECS5125JUltrix

.• SPARc2/SunOS
f· SPARC2ISolaris

120

•

100

HP73SiHP-ux

80

• I
DEC34b%SFl

60

SPECint92

40

:

i486DX266ILyn~OS
..! i

20

Figure
100000

~

U
~en 80000--...-

-=u... 60000-i
en...
a< 40000
~....
=0 •U 20000

0
0

Figure 2. Time or Semaphore and Sianal

eoo,....-------------, Figure 3. Time of FIFO, pipe and message queue
1000

100

0----
San. no c.s. San. c.s.

• HP735
• HP742JtIt i416DX2-66
~ DEOKI4OO
Cl DECK/12S

• Spu:2JSunOSEI Spl~laris

100

u
E
j::200

• HP73j
.~2n

• MMDXU6E1~

C DECSJCIl25

• SJIIII'4ISIIIIOS
.. S,...aISaIn

Figure 4. Data Copy Performance50.,..------------------,

11urocess
2proccsses
3 orocesses
40r0c:eues
l+CPUprocess

• 1+ 10 process

.,
E 2000
i=., 0

Bu .,.,
~ ~ ~ .i!f'P\

~

~
...

~ i iu s: ~.... .,.,
~ S= frl frl ~ i:!

Q Q !. !.
'" '"

Figure s. Round-trip Time or Burrer Manager (NOVA)
_ 12000.,
i.l0000
~

~~
Col 6000

!.ooo

do-JoopSlmcpy

• DEC3IC/400

• HP7351'1 HP742tl
rJ IG60X2-66
o Spare2JSunOS
• splrc2lSoI.ris
EI DECS5K112S

memcpy
o

-~ 40
~=
~ 30

"C
CLI
CLI

~20

....
C/o,

8 10



Figure 1.' Context Switch v.s. SPECint92

100 1208060

SPECint92

4020

lOOOOO~--"""'i---~---"'!"'. ---"""'.---....,..---T
I I HP712rl1HP-RT I
: i.! i

80000+------ii----1
i-·-~-+I----+I:----+----+

:i . .. ! .
i I : !

6OOOO-t---~i----'i~----i-i----+:----+------1-

I • wf6DX266IL~OS I •
4OOOO+------+----+~----i:i-----+-!--~HP7.=3SIHP-UX

i i ! • I
IDECSS12SJUItrix I DEC3400IOSFl.: : :

2OOOO+----=::.....,----t----.......----t----r----+
I_ SPARc2JSunOS j j
I- SPARC2JSolaris I i
i !!

O+---.....-j·~---i-·--.......·----i·-.;..---+----..
o



Plpn 2. Time or Se.aphore and S......100,.-------------, ......re 3. Time or Jl'IFO, pipe .... _ ..... queue
1000

~ 2DO
E
i=

lao

O....._1Ao
s-. DO CoS. s.m. c.s.

• HP135• HP742rt
• i416DXU6I?J DEOICJ4OO
C DEC5KI125

• SpudJS1mOSII Spal:2ISoIuiI

o

I I I I I 11, Iii I

50·~----------------.,

FJpre 4. Data Copy Performanee

1
10r0cess
2pmcesses
3 processes
4 uroc::esses
1+CPUprocess

• 1+ 10 process

~

E 21000
i=
~

! ~";:;

m
tli.. ..

It.> E:=
~

FJaure 5. Round-trip TIlDe or Burrer M.....er (NOVA)
_ l2GOO
~

i.lOOOO
~,--

Col QJOO

!.eooo

do-loopluncpy

• DEC3ICI4OO
• HP73S• HP742nPJ i41Q>X2-66
D span:2JSunOs
.s~
E DECSSJC/l2S

memcpy

-.; «)

~=!30







Global Traffic Control S.ystem
on High Speed Event Builder
using Transparent Switches

M.Tairadate
Grad. Univ. for Advanced Studies, Japan

Y.Nagasaka, O.Sasaki and M.Nomachi
!(EK, Japan

Abstract

An unique traffic shaping scheme has been proposed for event builder. It is called
"Global Traffic Control(GTC)" system. It was found that large scale event builders
such as 1,000 x 1,000 system were designed with just the same scheme as small ones
using transparent switches. The prototype event builder based on GTC is being
developed.

1 Introduction

There has been remarkable progress on the developments of data processing and data
transfer hardware. The performance of DAQ systems have got a lot of improvements.
However, the increase of the requirements on large experiments exceeds that progress. For
example, the data rate of LHe experiments [1] [2] exceeds a few GByte/sec. Therefore,
distributed processing is indispensable in the future large experiments.

The bottleneck on distributed systems is the network to distribute and to collect the
data. We have studied the parallel event builder using a switching network. An event
builder must handle heavy data traffic since the data from all detector subsystems has to
be collected in one place. If each processor connects directly to all detector subsystems,
many links are required. To replace these connections by switching network makes possible
to large scale event building[3]. It can cope with the scalability increasing of the number
of input/output ports.

1



2 Switching Network for Event Builder

There are roughly two types of switching networks. One type of switches is that data has
an information of its destination. Since data appears to select its route by itself, this type
of fiwitches is called "Self Routing(SR)" switch. ATM, Fibre Channel and SCI switch~ are
included in this type. The other type of switch is that data does not have an informatlon
of its destination. Since data go through the route selected by external controller, this type
of switch is called "Global Traffic Control(GTC)" switch.

On a telephone line, there is little concentration of data on specific node. Then there
is nothing congestion at the end of switching network. SR system is efficient in light
traffic such as telephone line. On an event builder, there is concentration of data from
most detector subsystems to each destination node. If it was not for anything care, the
congestion at the end of switching network must have happened. The larger switch size
is, the more serious this problem is. GTe system makes the data flow without congestion
possible even in such a heavy traffic.

3 Global Traffic Control and Transparent Switch

The data flow of event builder is shown in Figure 1. The input queues are separated
according to destinations. Each source node has M queues. M is the number of destination
nodes. Each destination node has N queues. N is the number of source nodes. Event
fragments coming from a detector subsystem are divided into input queues in order. Then
they are transferred to decided destinations respectively. Each event fragment doesn't have
to have an information of its destination.

In figure 1 if each input queue is linked physically to output queue, NxM of transmitters,
links and receivers are needed. In case of 1,000 x 1,000 system, a million of them are
required. Each input queue is linked virtually to output queue by time sharing of physical
links. The number of physical links is larger one of M and N. From the point of view of
data, the switch is seemed to be transparent. Such switching of links is handled by the
external controller.

All event fragments are transferred to output queues without congestion. Each link is
independent because of no affection from others. Analysis of one virtual link would suffice
in a large scale switch. GTC system makes event builder scalable.

4 Occupancy of Input Queue

Occupancy of an input queue is analyzed by queuing theory. Suppose an event interval
on a source node has exponential distribution, an event interval on an input queue has
k-Erlang distribution where phase k is the number of input queues on an source node. Its
probability function is given in the following:

2
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Figure 2: Average number of event fragments in an input queue

(..\k)k k-l -M=
f(x) = (k _ l)!x e x ~ 0, k ~ 1,..\ > 0 (1)

where ..\ is the trigger rate. Each event fragment size is assumed to have exponential
distribution. Then data transfer time has exponential distribution. Average number of
event fragments in an input queue(Lq ) is represented as a function of traffic intensity(p).

. pu~
Lq(p) = 1 k

-Uo
(2)

where uo(O < Uo < 1) is solution of the following equation:

U
k+1

_ (kp + l)u + kp =o.
Traffic intensity is defined as follows:

(3)

(4)

where v is the average event fragment size and b is the bandwidth. Figure 2 shows Lq as a
function of p when k is 1 and 8, respectively. If the traffic intensity exceeds 90% , average
number of event fragments in an input queue increase dramatically. In addition, from this
figure, required buffer size can be determined from trigger rate and event fragment size.
The latency of this system is discussed in [4]. Even in case of large scale switch(=larger
,k), suitable buffer size is predictable.
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5 Summary

In this article, basic concept of GTC system was showed. It was found that large scale
event builders such as 1,000 x 1,000 system were designed with just the same scheme
of purs as small ones. In such a large system, it is difficult to build the event with no
congestion if a SR switch such as ATM is used. On the other hand, GTC switch would not
be a problem because of its scalability. GTC is useful for large scale event builders.

We designed a prototype event builder of 8 by 8 switch. The switch modules have been
developed already[5]. Each data link has 1 Gbps data transfer speed. This specification is
sufficient for KEK B-factory. More detail simulation results about queue occupancy will
be presented in the future.
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Testing of the HP G-Link Chip Set for an Event Builder Application
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Figure 1: HP's Simplex Configuration Example
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A. Testing Hardware

This testing utilized a HDMP-lOOO G-LiDk evaluation
board simulating a simplex configuration [3]. In the following
tests. all serial signals were transmiued over son SMA
coaxial cable. The G-Link TX device on the evalUlliOD board
was clocked from the STRBIN input by an utemal pu1Ic
generator at 42 MHz. This frequency corresponds to • 1 Gbps
bit stream when the 20 bit data transfer mode is selected. 1be
KEK PECL 4X4 switch [I] was used to receive a 1 Gbps bit
stream from the HP HDMP-I002 TX device. PECL
fanoutllevel adapter boards were used to adapt the G-LiDk logic
levels to PECL levels since the serial outpUts from the 'IX ue
not ECL but are buffer line logic (BLL) [2]. A clock divider
board and a NlM signal discriminator provided a 1 kHz HIM
level pulse that- was used to change the KEIC swilCh

synchronization and bit synchronization). Once the receiver
has frequency lock. data transmission can begin. The 4 codiDg
bit field that is sent with the data has one master rising/falliDg
edge that the receiver's Phase Lock Loop (PLL) circuitry uses
to maintain bit synchronization as it recovers the clock from
the serial data sueam. This phase lock has a narrow frequaacy
detection range. If phase lock is lost, fill frames are
transmitted until re-Iock can occur through the usc of
frequency lock. It should be noted that the receiver caD DeWr

be fe-locked when data or control frames are beiDl received.
The G-Link system maintains DC balance on the serial daIa
line by inverting the transmitted data or cODuol frame
whenever necessary. Figure 1 is HP's example of a simplex
G-Link configuration.

I'SIIODICALSYNC PULSB

Abstract

I. INTRODUCTION

The Hewlett Packard HDMP-lOOO G-Link transmitter and
receiver chip set was tested for an event builder .application.
The re-Iock time of the serial link when a data path is changed
is less than 30 us provided fill frames are transmitted. With a
1 kHz data path switching rate. this results in less than a 3%
data rate inefficiency due to re-synchronization which makes
the HP G-Link chip set effective for use in a large event
builder for a hadron collidei' experiment

1 Natioaal Laboratory for High Energy PbYla (1CEK)
Tsukuba. Ibanki·Ken. 30S Japan

A large high energy physics detector requires a large scale
data acquisition system which could require several thousand
data links at a speed of several tens of MBytes per second per
link. A transparent switch network with global traffic conuol
being used as an event builder for such a large experiment has
already been proposed [I]. The event builder receives event
data fragments from many sources via serial links. The
transparent switch performs the event reconstruction by the
switching of the serial data links through the use of global
traffic conuol. One of the most imponant hardware parameters
of an event builder switch is the time that is taken to re­
configure the switch connections and to recover a synchronized
clock to a new data stream. This re-synchronization time needs
to be a small percentage of time in comparison to the
switching interval to achieve sufficient data throughput.

The Hewlett Packard HDMP-IOOO G-Link chip set was
selected to be tested as it is one of the candidates for a serial
data link protocol chip set [2]. The purpose of this test was to
measure the re-Iock time of the HP G-Link chip set and to
understand what other design parameters have to be satisfied to
build a switch based on using G-Links. The HDMp·l000
consists of a HDMP-l002 (uansmitter) and a HDMP-l004
(receiver). The uansmitter serializes either 16 bits or 20 bits
of parallel data. adds 4 coding bits. and transmits the data at a
serial speed as high as 1.4 Gbps. The G-Link receiver converts
the serial data to its original parallel fonn. The G-Link chip
-set has three kinds of frames (data sets) which are a data frame.
a control frame. and a fill frame. The transmitter sends fill
frames ifData Available (DAV·) and Cona-ol Word Available
(CAV·) are false or if Enable Data (ED) is false. Data frames
and conuol frames are treated in the same way by the G-Link
chip set with the control frames providing a way for the user
to differentiate between control bits and data bits. Fill frames
are sent by the transmitter at start up. whenever data frames or
control frames are not being sent by the user. and whenever
there is an error condition. A fill frame has the same duration
as adata frame or a conuol frame with one master transition
to allow the receiver to acquire frequency lock (both frame



contiguration. The bit sueam exited the switch and was sent
to the HP HDMP-lOO4 RX device. A 20 bit random data
generator board provided a random data patteI'D when data was
being transmitted. The eye patterns of the serial bit stream and
the receiver strobe out signal were observed on a sequential
sampling oscilloscope. The re-lock time was measured by
observing the Error and Link Ready signals from the RX on a
digital oscilloscope.

B. RandomDataPattem Test

A 20 bit random data pattern, along with the 4 coding bits
that the G-Link generateS. was transmitted to the switch at 1
Gbps. As can be seen in figure 2. the oscilloscope eye pattern
clearly shows the 4 coding bits along wilhlbe data bits.

D19 4 coding bits DO

! t ~
- _- -

251.511'" .•:- : ~ ~ : .

.... ..,.._ , ! ' 1. L···I
I .._.; "1'" :. .L _: _' : •

se.v
....0'''

Figure 2: Coding and Data Bit Eye Pauern

The coding bit field has a master transition of a single
rising/falling edge which serves as a fIXed timing refereuce for
the G-Link receiver's clock recover circuiL For this test in
order to send a continuous random data pauem regardless of
the lock condition. DAv* and ED were always enabled
through the use of jumpers. In a non-switching mode, the G­
Link chip set traDsmiued aDd received the 20 cWa bit ~attem
without losing lock. As a result, there was no re-lock ume to
measure. When the swildt was in its 1 kHz switebiDg mode,
the G-Link receiver would lose lock aDd never re-lock. For the
RX a-Link to synchronize with the 'IX G-Unk wheD only
one clock source is used in the simplex configuration as
shown in Figure 1. the G-Link system requires the TX to send
fill frames to the RX G-Link.

C. Fill Frame Phase Shift Test

In this test, the G-Link evaluation board tranSDiiued and
received a constant fill frame. The phase of the serial signal
was changed aloDg with the timing of the changing of the
switch iD relatioD to the fill frame. The top scope ttace in
tigure 3 shows the G-Link fill frame.

Figure 3: G-Link Fill Frame

There are two typeS of fill frames (4]. At startup. fill frame
FA) is transmitted which has a single falling edge in the data
field gOiDg from a high D9 to a low D10. Once frequeacy lock
occurs. fill frames FFlL and FFIH are traDSlDitted. With the
FFl fill frames. the position of the falling edge in the data
field is shifted forward or backward by one bit This is
accomplished by toggling data bits D9 and DIO. FFlL
transmits zeros for D9 and 010. and FFlH traDSmits ones for
D9 and 010. The transmitter sends either FFlL or FFlH to
reduce the cumulative serial DC offseL FFO maintaiDs DC
balance as it is a square wave with a SOCII duty cycle. 'The top
scope trace is the fiU frame. The risiDg edge of the fill frame
is used by the receiver to achieve frequeucy lock. 1be lower
scope trace in figure 3 is the receiver's strobe output
(RSTRBOt.rn. This is the clock that has beeD recoWRd from
the receiver's serial input The TX serial link 9111 connected to
the input of a PECL fanout board. Figure 4 is a block diagram
of the test setup.
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where introduced. The re-lock time was as shan as 8.1 us and
as long as 27.4 us. Adding delay t~ the 1. kHz NJ!d signal did
not affect the maximum re-Iock ume. FIgure 6 IS a graph of
the re-Iock time in relationship to the delay time.

Figure 6: Re-Lock Time vs. Phase Change

Figure 6 shows that if the cl.ock is in the correct p~ase,. the
G-Link operates without JOSlOg lock. The negauve ume
readings were when the switdl went to a sh~ cab~e length.
The maximum re-Iock time was 27.4 UI. This DlUlmum re­
lock time did not come when the phase difference was the
greatest. The -S til and 20 tIS points are sensitive points in
that either a small re-Iock time or the maximum time occurs
at these two points. The -10 til and IS tIS delays also produced
two different re-Iock times, but the differeace betweeD the
times were smaller. The re-Iock times in figure 6 are in a
pattern that repeated in succeeding frames.

D. FiU Frame Frequency Change Test

42 MHz

Figure 7 is a diagram of the frequency change rest.
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Figure 4: Cable Delay Test Configuration

The PEeL KEK 4X4 switch was used as a "2 to 1
SELECTOR" which changed the signal path every
millisecond. The serial data cable lengths from the fanout to
the switch were varied to create signal delays. The delay was
incremented in steps of S tiS for the serial signal fr~m the
fanout. Delay time is S tiS per meter of cable. Delays In 4 tiS
increments were added to the 1 kHz signal for the selector
switching to change where in the fill frame th.e c~ging of
me switch occurs. There are two parameters atfectmg the re­
lock time in'the configuration of figure 4. The fust is the
switch changing the signal path which shifts the phase of the
serial signal. The second parameter is where within th~ fill
frame the changing of the switch occurs. The re-Iock bmes
were measured as a function of these two parameters. Figure S
is an example of a re-Iock time reading.

21OIaeledor

Figure S: G-Link Re-Lock TIme

To begin the test. all serial data cables were the s~e 1
meter length. The G-Link evaluation b~ard.o~tedWithout
losing lock which indicated that the sWitching did ~ot~

errors when the phase difference between the two sertal.slgnals
is zero. The switching from a 0 tiS delay to a 24 tIS senal data
delay results in a zero phase shift as the fr~e has a 24 til
period. The system did not lose lock when this 24 tIS delay
was teSted. The system did lose lock as the S til delays steps

Figure 7: Frequency Change Test

1bis test did Dot use the G-Link TX device. 'The first clock
generator was connected to one input of the switch with a
fixed frequency of 42 MHz. A second clock generator was
connected to another input of the switch with a frequency that
was changed in incremental stepS on both sides of the 42 MHz
frequency of fo• Since the G-Link RX device recovers its
clock from the serial sU'eam, the 32 MHz to S8 MHz
frequencies are in 'the same frequency range IS· abe fill frame
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variable c1oc:t
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to be transmitted. Figure lOis a diagram of a simplex data
pattern test with dual clocks that was dODe. The RX in this
dual clock simplex configuration has the ability to recover the
lock by itself.

G-Link TX G-LiDk RX -...-....;5_-.1....
Loopen l.outl----..... LiD Active

Lock Loun---....... FDIS

STRS Loopea"

Figure 10: Simplex Dual Clock Data Pauem Test

In this test, a 1 Gbps data pattern (a data frame) was seDt
from the TX G-Link to the RX G-Link. The TX IDd tile RX
have dual ports for the serial signal. The LoopeD signal
controls whether the Dout or Lout outpUt and the DiD or Lin
input are currently enabled. When Stall is low, Ooot and Din
are active. Clk2 provides the frequency pawn which
simulates a fill frame pattern for the receiver to lock upon.
When lock occurs. Stall goes high which activates Lin
instead of Din. The TX Lock outpUt was coDDeCted directly to
the TX Loopen input A fixed precision crystal clock was used
for the transmitter clock. A HP 8110A pulse Ieaerator' was
used as the variable receiver clock as it has beUer thaD 0.1"
stability, period steps of 10 ps. and duty cycle steps of 0.1.,.
The fixed clock was disabled and then enabled wirb a second
pulse generator. When the TX clock is disabled. 'IX Lock and
'IX LoopeD go low which disables the Lout aDd Lout·
outputs. This results in the RX losing lock and switching to
the Din input. The RX clock then supplies a fill frame like
clock for the receiver to re-Iock upon. Fixed clock frequencies
of 40.0000 MHz and 25.002 MHz were tested with Figure 11
showing the 40.0000 MHz re-Iock times. The 25.002 MHz
test produced similar results.

6040 42

f MHz

ToG-UDkRX
o42 MHz

30
o

600

rate that the RX can receive. In other words. the two clock
generators transmit similar serial signals as that of the fill
frame signals of the TX. The G-Link RX device did not lose
lock when the two switch inputs were at the same frequency
of 42 MHz without a phase difference. Figure 8 shows that as
the difference in frequency increased. the re-Iock time
increased.

800

clock--

Figure 8: Frequency Change Re-Lock TIme

In Figure 8, '0 is the fIXed frequency of42 MHz while f is
the frequency beiDg varied from 32 MHz to S8 MHz. As the
difference in frequencies becomes greater, the re-Iock time
becomes greater. The sequence of switching from '0 to f or
from f to fo resulted in the same re-Iock times. Figure 9 is a
diagram of the clock on/off test.

E. Simplex Dual Clock Data Pattern Test

When the switch input connected to the low level was sent to
the RX. the Pll. circuit was disabled. When the signal was
then switched backed to the 42 MHz frequency, the resulting
re-Iock time was 1.8 InS.
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Figure i 1: Simplex Test Re-Lock Times
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Figure 9: Clock on/orrTest
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In the simplex configuration with one clock generator as
shown in Figure 1, when RX unexpectedly loses lock, ax
can not re-lock without receiving fill frame signals from the
ITX. This configuration does not provide the TX a way of
IknowiDg that RX lock has beeD lost IDd that fill frames need



In an event builder switch setup. it is required that a serial
data link system have the ability to regain lock within a
reasonable time on the change of the switch configuration.
The HP a-Link chip set which is a candidate for a high speed
serial link was tested. The tests demonstrate that the G-Link
can re-Iock in less thaD 30 us provided fill frames are senL In
the application of the event builder. the TXs can be forced to
send fill frame signals on each change of tbe switch
configuration. With an expected minimum switebiDg interval
of 1 ms. devoting a period of 30 us to send fill frames to
assure re-Iock should be a reasonable data throughput delay. In
other words. 3% data throughput inefficiency due to the re­
synchronization of the receiver is reasonably small. Further
testing needs to be done in order to measure bit error rate
along with the remaining measurements in the simplex dual
clock configuration even though this configuration would not
be used for the proposed application for the event build~.
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Figure 11 indicates that the two clocks need to be within
the 0.1 % of having the same clock frequencies that HP
specifies [6] and agrees with the test that was done at LBL [5].
The points at the top of the graph are actually points going
beyond the graph indicating that re-Iock did not occur at those
test points. When the same clock generator was used for the
transmitter and receiver in the figure 10 setup. there was no
diff~ence in frequencies with re-Iock nev~ occurring. When
the two different clocks were within a 0.1~ difference in
clock fretluency. the G-Link regained lock provided the duty
cycle of the variable RX clock was 50~. There·were duty
cycles that would cause the RX G-Link to never re-Iock.
Figure 12 is a diagram of the test setup that was used to test
the duty cycle of the receiver's clock.

Figure 12: Simplex Receiv~'sClock Duty Cycle Test

The HP 811OA pulse gen~ator provided a stable clock at
the selected test frequencies. The duty cycle of the clock was
changed in 0.1 % steps from a 20% duty cycle to a 8O'J, duty
cycle. Figure 13 shows the frequencies that were tesU:d aDd the
duty cycle ranges in which the RX G-Link would not re-Iock.
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Figure 13: Duty Cycle Error Ranges ofG-Link RX Clock
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FIG. ) Functional Architecture of a Level-2 System

evaluated for use in classification of events according to
topology and likely under-lying physics processes. The end
result is a decision as to whether to accept or reject the data.
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The essential features to note are :-
• Localised processing of fine grain raw data
• Reduction of required level-2 system input

bandwidth by limiting processing to specified
Regions of Interest.

• Parallel processing in both local and global sub­
systems to achieve a design decision frequency of

lNIRODUcnON
Detectors at the Large Hadron Collider (LHC) at CERN

will have to handle raw data rates of order 1015 bytes per
second. To this end, a 3-level nigger system r)] is under study
to reduce this rate by 107, so that only interesting event data
from proton - proton collisions is recorded for subsequent
physics analysis. The first level, consisting of custom
designed hardware is expected to reduce the rate by a factor of
104, the second level by a factor of 102 and the third level by
a factor of 10.

This paper is concerned with studies of a candidate level-2
system based on particular choices of technology.

ARCHITECTURE
The level-2 system (see figure 1) is split into local and

global parts. A processor in the local system are used to
process data from a specific, small region of a detector. whilst
a global processor is used to process data derived from all
regions of all detectors

In the local part, guidance is taken from the level-) system
to extract fine grain raw data from the level-2 buffer to
produce specific regions of interest (Rol) of the detector. The
data are processed in feature extractors (FEX) to produce a
feature (e.g. for a calorimeter this would be a cluster energy
and position with some associated 'particle' classification).

The resulting features from all detectors participating in the
level-2 system are then gathered together in a data
concentration phase prior to passing through a network to the
global sub-system. Here, features from different detectors
which correspond to the passage of a particular particle or jet
through the detector are combined and a probable particle
identification assigned. Certain physical quantities are then



105Hz. but with a processing time of a few
miJJiseconds for each event.
System scalabilty to track the evolution of algorithms
and corresponding physics goals

INITIAL STUDIES

Selection ofTechnologies

The Texas Instruments TMS320C40 digital signal
processor [2} is a leading floating point processor designed
primarily for image processing applications. It has a simple
(RISC-like) instruction set. parallel operations and six 20
Mbytels communications links (each supponed by a separate
DMA channel). The combination of a high performance
processor with integral communication capabilities makes it
an excellent choice for both FEX processor, data routing

function and buffer management.. since it is well suited to
handling data from neighbouring regions during feature
extraction.

Scalable Coherent Interface (SCI) [3] provides a very high
performance interconnect between processors and memory
through a network of point-ta-point Jinks combining the
advantages of backplane buses and traditional networking.
SCI nodes are usually organised in a ring sttucture. with each
SCI transaction consisting of request and response sub­
actions. Since all SCI links can transfer data concurrently.
there is no arbitration bottleneck. 16 bits of the 64 bit SCI
address space are used for node addressing thus permining
extremely large rings to be constructed. However. it is more
usual to configure modest rings (e.g. just 10 nodes)
interconnected by SCI bridges or switches to limit transaction
latencies to a manageable level.

InterNJ* I Status

VME Interface

FIG. 2 Block Diagram of an SCI Node

Flag SCLCANCEL
SCLVAUD

Flag Packet Stan lUT

64
Cbus

SCI Daughter card

SCI OUT

CMOS
NodeChip

Building Blocks

Commercial units. namely DBV42 & DBV44 modules [41,
provided a maximum of either two or four C40s per card, and
were used for a)) C40 processors. -The level-2 buffer [5] was
implemented as a sister module to a C40 board and was
designed to operate at up to 100kHz.

All SCI nodes were custom built. using SCI
NodeChips(TM) 1 [6] and high performance fifos to decouple
the p~ocessor bus from the NodeChip. Figure 2 shows a block
diagram of one of two types of interface used. To ensure
deadloc~ free operation of both request and response sub-

I NodeChip is a trademark of Dolphin Interconnect Solutions

actions. four fifos were used. The SCI standard defines
specific packet fonnats for each transaction type.

A processor wishing to initiate a transaction constructs a
packet in the Request Output fifo and then initiates packet
transmission through the NodeChip. Responses from remote
nodes return to the originating node and pass through the
Response Input fifo to be handled by the processor.

A node also responds to an external request received
through the Request Input fifo and returns any data through
the Response Output fifo. .

The SCI interface logic described was implemented on a
6U Eurocard and was combined with additional logic to
interface either to VME (as in figure 2) or to the C40 global
bus. The SCI to VME interface, thus formed. was used both
with an embedded VME controller and through a memory
mapped interface into a DEC Alpha system.
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Test Set-up

Figure 3 shows the interconnection of modules used to
build the farst test system. Data was derived from a HIPPI spy
unit which formed part of a router system [7] placed in the
data readout path of a Transition Radiation Detector (TRD)

[8]. Two channels were equipped to feed data into two level-2
buffers under the supervision of a C40 based buffer manager.

Data was fed through a link unit to enable routing of data
to the appropriate FEX (again both C40 based). After feature
extraction (a null algorithm in initial tests) the data was
concentrated in the global gateway (another C40) where it was
sent on to a SCI node for final processing by a global
processor. Events were recorded at the global gateway by an



OS9 system and at the target SCI node consisting of a DEC
Alpha processor [9) running the VxWorks2 real-time kernel.

The whole system was self-triggered by the passage of an
event on the RD-6 HIPPI lines.

The C40 sub-system was controlled from a PC through a
daisy-chained ITAG interface. Nodes in the SCI sub-system
were each self-configuring.

Tests

The comalete system, consisted of two level-2 buffers, one
link unit, two FEXs, global gateway and a four node SCI ring.
It was first successfuny operated in the A11..AS test beam line
at CERN during September/October 1994 using data from the
TRD of the RD-6 collaboration. Parasitic operation ensured
minimal disruption to other pans of the ATLAS tests and
enabled the work programme to remain independent of other
activities. Invaluable experience was gained in integrating
with real detectors providing real data.

It is believed that this is the first time that 'live' detector
data has been passed round an SCI ring at a beam line.

Figure 4 shows a logic analyser trace of a move-64 byte
transaction between two SCI nodes (64 bytes of user data with
a 16 byte header). The time taken for the transmitting node to
send the move request on to the SCI ring and receive the
response from the remote node was 2.1 JJ,s. The time from
when the data is placed on to the SCI to when the data is
clocked into the receiver's fifo is 1.48J.1S. The SCI ringlet was
occupied for 8500s in transmitting the request.

FUTURE PLANS
It is planned to expand the scope of the project in the near

future by enlarging the system to accept data from more than
one detector and to field an adequate set of RISC processors to
handle the data. Proper feature extraction algorithms will be
implemented, tailored to individual detectors. Features from
different detectors for the same RoJ must be matched and
subsequently processed by a global algorithm to yield an
overall LeveJ-2 decision.
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Abstract

A proposed architecture for an ATM based, scaleable event server architecture and the status of work to

implement this architecture is presented. An event server is a critical component of interfacing a
commercially available ATM based event builder to detector systems. This interface establishes physical
links, buffers events. tracks event data, handles protocol conversion, and performs other data processing to
insure data integrity and optimal data flow. To address the many complex issues involved in the design of
an event server. a fully programmable parallel-processing architecture with standard peripheral extensions
is being investigated. This approach has been made practical with the recent introduction of a commercially
available parallel processor which combines high processing power, large 10 bandwidth, and low cost

Introduction

nata rates for some new proposed detectors are tremendous. The CMS experiment, which is the focus of
our event server architecture, specifies an event builder with an aggregate data rate in the order of 50-100
Gbytelsec. A cost-effective event builder based on ATM technology has been studied in some detail [1]
and appears feasible. An event builder - detector interface, sometime refetred to as the "buffer meJDOIY", "dual
port memory"...triple port memory", ·'multiport memory", to emphasize its buffering aspects, has to perform
the following functions to make a seamless interface:

• Buffer event data sent by front-ends until requested.
• Perform protocol conversion between the front-ends and the switching network.
• Perform some data processing, to insure data integrity and optimal data flow.

A number of other related functions at this interface are a applicable and ncai to be considered A
comprehensive list of the functions is difficult to assemble with incomplete data acquisition parameters. The
following is a partial list of possibilities:

• Compression ofevent data.
• Suppression ofnoise hits in some detectors.
• Error detection and recovery.
• Gathering or monitoring statistical data.
• Transmission of back pressure and other control signals to the front ends.
• Hardware trigger interfaces.

It can be argued that some of these functions will enhance the operation of the data acquisition system and
others have the potential to reduce the cost of the event builder or improve its throughput Each of the
functions is discussed in a separate section below. Most of these functions can be implemented at no additional
cost using the programmable event server architecture discussed in this document
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System Architecture

The basic philosophy in the event server design is to perfOIDl data processing functions using high pcrlormance
processors, rather than dedicated hardware, use the processor memory for all data transactions and rely on
extensive peripheral pipeliDiDg. This approach has been made practical willl the advmt of a DeW generation of
fully parallel single chip multiprocessors developed for multimedia/video applications (the same teclmology that
drives ATM networking advances.) MulrimMja applications, J..ike the event server, requiIe large high
perfonnance memories.

The design as desaibed here is expcctcd to deliver all the functionality mentioned in the previous section. 1be
assumption made is that the event builcb' is ATMbased. The simplified system block diagram of tbe cvcmt
saver module is shown in Figure 1. The system is composed of a C80 processor, the main memory system.
local bus ATM liDk, Pel local bus bridge, PCI-VME64 bridge, PCI-Etbemet interface, aod a PC! Mezzanine
Card (pMC) extmsion. The advantages of this arcbitceture include:

• Up to 4 Gbytes of buffer address space.
• Large Evc:ut buffer memory, with virtual multi-porting.
• Intelligent buffer allocation and memory maoagement
• Dynamic optimization ofATM event builder link.
• High 10 bandwidth (400Mbyte/s local bus with 50 MHz clock.)

OC-3/
OC-12

~D..SP.....,-D.S~._I D~ I,---!D..SP..-.I."-IU:~S_C.

PCl

Eth.rn~.:.:t......

Figure 1. System Block Diagram.
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• Surplus CPU power for pre-processing. e.g. thresholding, data
compression, eaor checking and correction.

• Standald 6U x2 packaging and VME64 interface.
• Standard 64-bit Pel local bus interface. with PMC expansion.

The multiprocessor subsystem is a single colDlDel'Cially available integratt::d circuit available from TexaS
Instruments (the TMS320C80) which includes four fully programmable Parallel Processors. a RlSC master
processor, an intelligent memory~er controller, external memory controller circuitry. and on-chip SRAM.

Each of the pamllcl processors is capable ofpedorming many RISC-equivalent operations in a single cycle. The
fifth processor, the master processor, is a 32-bit RISC CPU and includes a high-perfonnance
1EEE-7S4-compatible floating-point unit. All five processors caD be programmed in both C aDd assembly
language. The processors me capable of performing the equivalcot ofover two billion RISC-like operations per
second. The processor bandwidth is 24 Gbytdsec for interDal data, 1.8 Gbytdsec for intemal instruction
fetches and 400 Mbyteslsec externally.

The extremely high on-chip bandwidth is made possible by a aossbar switch on the C-SO which suppol1S a
shared memory model. Crossbar-shared memory is the most flexible multiprocessor memory architecture
because it places the fewest rescrictions on where data must be loaded. Although the crossbar maintains nearly
1000 data and address lines that are connected among the processors and memory, it is practical to use because
all memory connections are integratt::d on one chip. The crossbar's flexibility translates into better efficiency in
terms of execution speed and ease of programming. In addition to managing memory aa:esses, the aossbar is
also used to send command words (or interprocessor commands) between processors.

There are sixteen independent on-chip RAM blocks on the aossbar that can be accessed by any of the
processors in a given cycle. These RAMs are refeaai to as shared RAMs. Singl~cle access to the on-chip
shared RAMs by any of the processors reduces the traditional bottleneck for multi-chip parallel processing. such
as delays associata:l with passing data between diff~t memory spaces and wait-stated access to off-chip
devices.

Block transfers between the prOcessors and memoryJperipherals is hand1ed using the on-chip transfer controller
(an intelligent DMA controller) which manages all memory traffic. The transfer controller perfonns packet
transfers that move data between on- and off-chip memory, and peripberals. These packet transfers include
instruction and data-cache servicing. as well as complex programmable byte-aligned array transfers.

The main memory system plays a key role in the event server functionality. In addition to storing processor
instruction and data structures, all event data will be stored in the memory while transfer decisions are being
made. Memory organization to a major extent is dctennincd by the extent of buffering required. Buffering
requirements are a function ofdata rate, average event size and processor latencies. Multi-porting is not required
since it can be virtual. This is possible because of the massive system 10 bandwidth avai1able and with
pipe1ined peripheral interfacing. The advantage of virtual multi-porting over hardware based techniques is that
optimum memory allocation schemes can be implemented using software techniques. Extemal memory system
granularity. the smallest amount of memory that can be added at a time, is technology dependent . We are
cwrently considering 4-16 Mbit Synchronous DRAM devices.

The event server design assumes an ATM event builder interface, so a high performance A1M link on the C80
bus is included in the design. The performance goal is 1 to 2Gbitlsec links. but currently 622Mbitls is readily
available. The A1M physical la)'C' interface (and may be higher level layers) will be implemented using a
module from Triquint Semiconductor inc. Specifications of the module are currently unavai1able. but some
pipelining, byte alignment and glue logic may be required to interface the card to the C80 bus. The module
supports SONET OC-3 (155Mbitls) or SONET OC-12 (622Mbitls) interfaces.

SONEr (Synchronous Optical Network) is a fiber-optic-standard for A1M communication networks. SONEr
converts the digital content of cells into robust analog data streams and recovers data at the receiving end,
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using the HEC byte in the header as a synchronizalion mark to reassemble data cells. The SONET mapping
process assembles A1M cells into fixed-size frames along with additional embedded control and crror-detection
bytes. Sonet protocol is quite complex but in exchange offers high noise immunity, and a wide variety of data
rates.

A 64-bit Peripheral Component Interconnect (PCI) bus will be used to interface all other peripheral devices in
the event server. A bridge between the PCI bus and the CSO bus, should offer a high baDdwidth low-lat.cocy
path to the main memory system for the purpose of block transfers. Each device connected to the PCI bus caD
function as a master or a slave, and can initiate data transt'cn. Pipel.iDcd stages in the PCI-C80 bridge decouple
transaction on each bus, facilitating parallel transfers. Maximum data transfer rate on PCIbus is 132
MbyteJsec or 264 Mbytelsec for 32-bit and 64-bit transactions respectively.

Taking advantage of hierarchical bus architecture available with Pel, VMEbus will be directly supported as a
secondmy bus in the event server. VME secondary bus suppon is integral part of the 6U VME pacbging
fonnat. The event &CIVer can CODDect with devices on the VMEbus using VME64 format (60 Mbytclsec.
transfm.) The VMEbus interface is a single-chip device (on PCllocal bus) manufactuml by Newbridge
Microsystems, Canada.

The PCI local bus simplifies hardware aspects of adding peripherals to the event server. The Ethernet
interface for example is also a single-chip solution available from Advanced Micro Devices. Altemative or
custom interfaces can be supported using the PCI mezzanine Card (PMC) connection which is also know
as the IEEE P1386 standard

Software Coostmct8

The functional behavior of the event server is "soft" and determined by a collection of internal algorithms that
establish the flow ofdata and control. The Dumber and type of fimctions that can be supported by the system is
depeodcnt on the availability of system leSOurces. To create a function, an algorithm must negotiate a set of .
resoun:cs, which when allocated constibJtes a process. With multiple concurrent processes a DUmber of
complex issues need to be addressed. While some processes may allocate unique resources, othec hardware
resoun:cs such as the main memory and the system bus~ designed to be shared so arbitration is necessitated.
In addition, each process can initiate one ormo~ tasks (threads ofexecution) to perform the expected function
and inter-task communication may be needed. Multi-tasldng issues arc handled by a small operating system
nmning on the master processor, that provides local control of on-chip parallel processing tasks and PR:SCDts a
uni-processor-like interface to the cso.

As an example a process to locate requested events and to keep track of free pages in memory when events are
transmitted or expire is aucial to the event server operation. The list of free pages is used to route incoming
packets to valid destinations in the buffer memory space. Because memory management is continuous and
inherently a high rate process, efficient search algorithms for locating requested evcots and providing fn:c
pages to the input process are needed, and curreotly being developed.

Current Status and Plan ofWork

We have currently a working knowledge of the e80 processor, its software development environment, and
have the capability to benchmark algorithms using the C80 simulator or emulator. We have beguD to
implement frozen portions of the design, including printed circuit layout using Cadence design tools. We
have prototyped and developed software for the first generation VME64 interface and will be a Beta site
for the VME-PCI chip which will be sampling in February 1995.

C80 Silicon currently is available as engineering samples. The device, with the exception of a few minor
bugs appears fully functional. The current revision of the Silicon has an insuuction cycle of 33ns (66Mhz
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clock) and lacks SDRAM support. The 20ns device (1OOMhz clock) .with SDRAM support will be
available fust quarter in 1995, and currently planned as 3.3V only, which complicates some design issues.

Although our original goal was to have a prototype at the end of 1994. most likely this will be postponed
to early 1995 due to insufficient design data and the lack of a commercial CSo-PCI bridge. The prototype
may not have all the hardware characteristic listed in this document, but will be invaluable as a SIW
development platform and as a architectural evaluation tool.
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ABSlRACf

One of the goals of the RDI3 project at CERN [1] is to investigate the
feasibility of different event building techniques for LHC detectors.
These studies have been started using the HiPPI standard [2] and a
commercial HiPPI switch [3]. A first prototype has been built and suc­
cessfully tested with t~o sources and one destination and a total data
throughput of 5 MB/s limited only by the slow DMA device of the
VME processor chosen. The pure YO data throughput is 40 MB/s. The
system has been made in a modular way and will be extended to have
more source and destination modules and to use different hardware
standards.

I. Introduction

The event building system of a future detector for the LHC will have to cope with unprece­
dented high data rates (of about 10 OBis with event rates of about 1 kHz). Since "classical"
solutions cannot cope with this data rate. new techniques have to be considered. Parallel event
building using fast switching networks seems a possibility which the RD13 project at CERN
is investigating. The goal is to build a testbed where different hardware components and con­
trol schemes can be combined in order to understand the feasibility and the requirements: A
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first set of requirements of a modular and scalable event building system has been defined [4]
and a first prototype using a commercial HiPPI switch and VME-HiPPI interfaces has been
implemented and successfully tested. This system should be regarded as a starting point for
the research in this field. The full layout of the system planned is shown in AGURE 1.

FIGURE 1. : Functional Model of the RDt3 DAQ
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TI. The Hardware

The whole prototype system is housed in one VME crate except for the HiPPI switch itself.
Apart from the switch the system includes a VIC hoardya RAID hoard. two HiPPUS and one
HiPPIID interface. They are described in the following:

The IOSC HiPPI switch [3] is fully compliant with 'lite HiPPI standard [2]y has 8 input and 8
output ports and a full bandwidth of 800 Mbitsls. The arbitration of the source requests is done
in a first-in-first-out way making the request u camp on" as long as the destination is busy. The
actual switching delay is less than 1 us and the addressing can be done directly or using tables
for each port independently. The switch can be programmed and monitored using a RS232
interface.

The RIO 8252 HiPPUS or HiPPVD [5] is acting as a VME-HiPPI interface. The board consists
of a R3051 Rise controller. 4 MByte DRAM, VME master and slave interfaces and a HiPPI

,interface implementing the HiPPI protocol in hardware.

The RAID 8235 [6] is a R3000 processor based board with 32 Mbyte DRAMya DMA device
and VME master and slave interfaces. It runs a real-time UNIX called EPILX and is used for
the control part of the EB system. A VIC 8251 is used for the arbitration in the VME crate.



m. The Software

The software is made in two different layers: a lower layer for the HiPPI dependent code and a
higher level for the generic event building features.

On the lower level the firmware for the HiPPI/S [7] takes care of the packeting, sending the
data, accumulates statistics and monitors the status of the I/O. For the HiPPIID module a new
firmware was written [8] to fulfill the task of receiving the data, do the merging, accumulate
statistics and monitor the status of the I/O. The firmware for the HiPPI/S and HiPPIID mod­
ules was optimized in transfer speed and saturates at 40 MByte/s for packets of IMByte.

The higher level consists of one process for each HiPPI/S and HiPPIID module: these pro­
cesses (called Src and Dst) run in a loop and will be used to interface them with a full DAQ
system. At the moment the Src process has a dummy input and sends pre-loaded data to the
HiPPI switch, the Dst process receives the full event from the HiPPIID module and writes it to
a dummy output. Both processes are to be seen as an application of the HiPPI dependent code
and can easily be extended to different hardware components and to more processes. The pro­
tocol for the EB is very simple: a basic "PUSH" scheme with time-outs and retries. The desti­
nation assignment is done in a static way using no feedback from the Dst side.

FIGURE 2. : The software layout of the ED prototype
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IV. Data Merging

The data merging is done in the HiPPIID module (using its local processing power) but could
also be pushed into the higher level because the code is completely independent. It is based on
three buffers with fixed sized data slots: one buffer is for the free events coming in (EvtBuj),

, one for the events which are being built (BvtBuj) and one for the full events (FvtBuj).

The HiPPIID module receives new event fragments as long as there is still buffer space in the
EvtBuf. Then it looks up in the BvtBuf if there is already an event with the same identifier. If



no~ the event fragment is put in the BvtBuf. If there is an event found the new fragment is
merged with it by chaining the pointers. Then the number of event fragments in the chain is
counted and compared to the nUll'lber of fragments expected. If the event is complete it is put
in the FvtBuf and a signal is sent to the user. The application program can then pick up the
chain of pointers and gather the scattered data. At the end the application program has to
release the events by putting them back into the EvtBuj.

~ The Performance

The pure VO rate saturates at 40 MB/s. When adding the merging in the HiPPIID module and
the synchronization between the HiPPIID module and the Dst process there is a drop of a few
MB/s. The read-out of the data from the HiPPIID module to the RAID processor drops the
performance to 4.7 MB/s using the DMA device on the RAID, or to 1.7 MB/s using single
word transfer. This is shown in FIGURE 3.

ftGURE 3. The performance of the RDl3 ED prototype (2Src .> lOst)
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For small event fragment sizes an additional synchronization mechanism is needed because
the Src processes are completely software-driven, and since they are running on the same
operating system they are not independent.

VI. Conclusions

The event building prototype based on a HiPPI switch could be tested successfully. It is run­
ning in principle and the low performance is only limited by the slow OMA device on the
RAID board.

Future extensions of the system are planned and should be implemented easily. Among these
extensions is an increase in the number of HiPPUS and HiPPIID modules to make the system
run as a parallel event building system. Another extension is to increase the number of proces­
sors, leading to a farm of processors.

The prototype will be implemented for a testbeam OAQ system to be" used under real condi­
tions, and will be modelled using DSL [9] to understand its scalability. The RD13 project is in
collaboration with the RD31 [10] project for using an ATM switching network and in contact
with LBL for Fibre Channel [11].
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The language SyncC++

Introduction

The language SyncC++ is a concurrent version of C++. It represents ~e sm~lIest of a.'1 concurrent e1ttensions we know
of. It follows the object-orientation very closely. SyncC++ cfe~nes acbve C?bJects. w.hich ~ontaln theu: own ~ead of
execution and play the role of tasks. The syntaxes of the creation. destructIon. call. inheritance of.actlve ob~ects are
identical to the syntaxes defined for the usual (passive) objects. C++ programmers can thus learn It very qUIckly.
Actually this leaflet presents all new keywords.

It uses a preprocessor that produces normal C++ code that can be Iink-edited with any UNIX library (DEC, SUN, SGI).
A version for PC under Windows is being developed.

Applications such as client/server systems. video conference. data base of CD (music). sliding window protocols,
simulators (the kernel can be set in accelerated time mode) have been developed.

Use as a concurrent language

This language can be used to program real time applications. It can be described with theories like CSP or CCS, which
I'I'ovide usetul lools to validate event driven awhcations (communication protocols. industrial processes. etc). Unlike
FDTs (formal description techniques) like LOTOS or SDL. it is object-oriented and the production of code from its
source is straight forward. The few new keywords can replace all functions (semaphores. send-receive-reply...) found in
other real-time systems.

A task is represented by an active object. An active object can call the method of another object. However within an
active object only one thread can be active at anyone time. If an active object is busy (its thread is running), the calls to
its methods. originating from the other objects, are blocked. In the same way, if a method is already being executed
when any other melhod is called within the same active object. it is blocked until the previous call JS finished. The active
objects are thus protected in order to avoid the uncontrollea quasi-simultaneous handling of shared variables.

Applications using man-machine interfaces

SyncC++ is a very, efficient tool for creating applications that request man-machine interfaces. It can replace the
"mteiface builder' or "call-back" approach. With an interface budder, a programmer must start hisJher project with the
defimtion of the display elements (bulton, scales, text fields. menus...) and insert the functions of the applications
afterwardS. "behind the screen". With SyncC++. it is possible to structure the application first and only then add the
dIsplay elements.

We haye encapsulated the sockets and the Motif primitives in active objects. Unlike what happens with the call-back
m~anlsms. which request that the display elements are told what apJ>lication function they must call when they are
actl.vated. our programs can read the display elements like a keybow. AP:rlications written with SyncC++ are much
easIer to understand, because the structures of the programs are visible an not scattered among all call-backs.

Example

1/ creation of a pointer to a socket

BulletinBoard X(x,y,"name");
PushButton Pb(&X,x.y,"STOP");

TCPsocket sd =new TCPsocket ("host",ponno);

The following example shows how to create a window with a button, open a socket and then await the first event, either
the activation of the button or the arrival of a message in the socket, wtiichever happens first.

II creation of a window
II creation of a button

select (
Pb.PressedO:
..... actions 1.....

II
sd->Read(&message, sizeof(message»;
..... actions 2.....

}
.... actions 3.... 1/ continue here if either Pb.Pressed or sd->read has been activated and

1/ corresponding actions (lor 2) have been executed

In a system with a call-back mechanism. the actions (I and 2) would be stored in two different J?rocedures. The actions 3
should be stored in a procedure shared by the two previous procedure. In the above example, it IS easier to determine



which actions are ready to be executed at any time and what are their dependencies. The select statement has exactly the
same role as the select function in UNIX. but as it is integrated in the language, it can chose between different kinds of
events, sockets. event flags or other object communications.

Intertask rendezvous

The internal thread can suspend its execution to await a call to one of its method. with the instruction described below on
the left. The instruction on the right is executed by another object.

Object XXX: Object YYY:

accept MyMethod: <=> XXX->MyMethod{x,y,z):

The two instructions above represent a rendezvous (the sign <=> is not part of the syntax). Ifobject YYY arrives at the
~a]) before XXX has executea the accept. its executlon is suspended until XXX executes the accept . Conversely, XXX
IS sjJspended if it arrives at the accept before YYY. During the rendezvous, when both objects are suspended, the
methOd MvMethod is executed. ThiS is exactly what happens with Ada. (However Ada's selection cannot contain caUs
like SyncC++ - see below - and if Ada'94 defines the concept of object, it does not integrate the task and the object).

Intertask synchronisation and selection

In the example below, a rendezvous is defined within a selection. Its functionning is easily understood from the
combination of the two examples above.

<=>

Object XXX:

select {
accept MyMethod:
.... actions ....

I
waituntiJ (to);
.... actions ....

I
Obj 1->HisMethod:

}

<=>

Object YYY:

select {
XXX->MyMethod(x,y,z);
.... actions ....

I
Obj2->OneMethod;
.... actions ....

1

<=>

Availability

Funher explanations can be obtained on the WWW server:

The package is freely available on the anonymous ftpserver:
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Abstract

A hip speed data acquisition and readout system has been
developed using the DSP96002 based Data Stream Processor.

In cooperation with and under contraet of University of
Heidelberg a VXINME based system has been specified and
implemented. 1brough a special 64bit Source Synchronous
Block Transfer Mode it is possible to read data from the front­
end modules with a peak transfer rate of 160Mbytesls using
standard backplanes. By using a token passing scheme an
entire crate with up to 11 VXI- or 19 VME-modules could be
read out with minimal addressing overhead.

In cooperation with CERNIWA89 and Desy/HE1U~ffiS two
of these DSP building blocks are used for a FASTBUS
Readout Engine. This module is designed as an add-on board
for the STR330 CHI FASTBUS master. Through the
sophisticated FIFO structure very high sustained data rates can
be achieved, e.g. a SOns FASTBUS slave module is read out
with 45Mbytels.

I.1NTRoDUcnON
Modem detectors require systems that are able to handle

very high data rates and intelligent readout schemes. O~ the
other hand commercial available bus systems should be used
to have easy (and less expensive) access to more standard
hardware like processors, memory etc. At Crystal Ball event
rates up to lOOOO1s are expected and high resolution
spectroscopy must be possible. The chosen VXIbus standard
has the advantage of well defined EMR considerations and the
VMEbus as data transfer bus, so this system fulfills the
requirements for low noise and high speed.

The VXI system consists of two types of modules in one
crate, both equipped with the same DSP96002 submodule: The
front end interface processors STR8090 and the readout
engine STR8080. Up to 11 S1R8090 are housed in one VXI
crate (up to 19 in a VME crate) and are read by one STR8080.
To achieve the desired data rate of 160Mbytesls, the modules
are capable of executing a special 64bit Source Synchronous
Block Transfer (SSBLn mode, nevertheless the modules are
in compliance with the VMEbus specification. All
initialization tasks, software downloading etc. are done by a
standard resource manager like the STR8032.

To use the advantages of FASTBUS in front-end systems,
a similar readout scheme is introduced by the Cm-add-on
STR3301FRE. This module uses two DSP's to get data from
ADC·s. me's etc. in block transfer mode, do an event
formatting and push the data to further event builders.

n.HIGH-SPEED ENHANCED L1NKlNG PROCESSOR
(HELP) - STR8090

The~ High-speed Enhanced Linking Processor is
designed to act as a multi-purpose interface, used to retrieve as
master or accept as slave event data from an external source
(such as ADe's and 1DC's), and process this data (through
formatting. zero suppression, data reduction algorithms, etc.)
at very fast rates before readout is performed. Using Digital
Signal Processing (DSP96002) technology and a sophisticated
FIFO architecture, the STR8090 achieves very high sustained
data rates. The module is implemented as a register based VXI
slave or a VME slave, for communication DSP-VMEbus a
interrupt driven mailbox is provided.

A.MuLti-purpose Interfacing

An extra wide 32bit interface on the front panel enables the
experimenter to establish a data path from the event source
electronics to the board's input FIFO. This permits the module
not only to extract data from the source, but also accepts data
directly from the source (Push Mode) for data cycles down to
75ns.

All interfacing is driven by a user programmable
sequencer, providing 51 additional user defined input/output
and 14 VME address lines.

The DSP controls this sequencer by eight command
registers. so even very complex timings can be implemented
with minimal processor interaction.

B.DSP Integration

Through the use of the piggyback Sm371, the DSP96002
based Oata Stream Processor (ODSP), event data can be
retrieved or accepted, processed, formatted and suppressed
directly on the motherboard. Using a powerful FIFO
architecture. the DDSP is able to accept data from the front­
end modules via the Input FIFO, process the data. write the
completed information into the Output FIFO. and stand ready
for the next event. Readout of the DOSP can be performed in
both 32bit and 64bit modes, with a peak rate of 160Mbytesls.

C.Token Passing Scheme

Multiple STR8090's can be read out via the VMEbus using
a fast readout mode employing a token-passing concept. This
technique allows readout of all slaves in the crate with one
access in block transfer mode. The Output FIFO supports
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64bit VMEbus data transfers which ensures maximum data
transfer speed as well as normal VME 32bit transfers. In either
case, the data transfers are performed autonomously through
the use of a DMA controller on the STR8080 module. The
readout is performed in parallel to the DSP data treatment

ill.MULTIPLE OUTPUT READOUT ENGINE (MORE) ­
STR8080

The VMEIVXI readout engine is designed to read out,
process and accelerate data produced by frOnt-end modules,
such as the STR8090 Linking Processor to external storage
devices ·or higher level of processing. In addition to the
standard 32bit transfer mode, the STR8080 is equipped to use
a special 64bit Source Synchronous Block Transfer (SSBLT)
mode to read data from the front-end modules with peak data
rates up to 160 Mbytesls. Through the use of the token-passing
protocol, it is possible to read an entire crate with minimal
addressing overhead.

A.Data Output Interfacing

Flexibility is one of the most important design goals of the
STR8080, so a wide range of output interfaces are available
for the use with the readout engine, examples include the local
VSBus, DT32 Differential ECL (either as source or controller)
or VSB Differential Bus. VICbus. HIPPI and SCI are under
preparation. If the data must be pushed over long distances to
its destination, the STR8080 can be equipped with an optical
point-to-point link.

B.DSP Integration

The STR8080 uses the same DSP piggyback board as the
STR8090, so the same features like high processing power and
the FIFO structure is available on the STR8080.

IV.FASTBUS IMPLEMENTATION
The system structure is similar to the VMEIVXI

architecture described above. Again a general purpose master
like a STR330/CHI does all the initialization etc., a number of
front-end modules take data from the experiment and a
readout-engine collects and pre-processes these data and
pushes it to a higher level event builder.

A.STR330/CPU CHIPS Processor

This single slot module acts as a FASTBUS ..resource
manager" initializing the crate, communicating via LAN with
high level control and controlling the readout-engine.

B.STR330IFRE FASTBUS Readout Engine

The STR3301FRE is designed as an add-on module of the
STR330/CPU, speed optimized for readout tasks in 32-bit
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block transfer mode, combined with two DSP96002
submodules. FASTBUS readout speed is about 35ns plus the
Slave DSIDK delay time. so the readout of a SOns FASTBUS
slave results in a peak transfer rate of about 45Mbytesls. The
flexible design of data paths allows to push data either to
point-ta-point links like HIPPI or DT32, into the data memory
of the STR3301CPU or to the integrated FASTBUS cable
interface. .

C.STR330IFOL Fibre Optic Link

Based upon the CERN design of optical source and
destina~n piggy-backs, this module transfers data to and from
the STR3301CPU data memory with a speed of up to
10Mbytesls via optical fibres. Each optical channel has a
command and a data path, so the full bandwidth could be used
for data. The STR3301FOL reads and writes data in DMA
mode.

V.CONCLUSION
The DSP based readout concept uses standard bus

systems, high data rates are possible by using sophisticated
FIFO structures. Through the use of a source driven block
transfer mode the bandwidth of the VMEbus is doubled and a
complete crate readout could be done with minimal addressing
overhead. All described system modules are under production
and commercially available.

Fig.l: STR8090 (left), STR8080 (right)
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Initial Experiences With The IMS
CI04 Packet Routing Switch

R.W.Dobinson, D.Francls, R.Heeley, W.Lu,
M.P.Ward

Abstract
The C104 is an asynchtonous 32-way packet touting switch with data strobed (DS)
links opfIrating at 100 MbitsIs developed by Inmos. It supports Universal and Grouped
adaptive touting to avoid networlc congestion. The performance of this switch is
plTlsented within the frameworlc of the GPMIMD project at CERN and the futulTI
application of this switch will also be discussed.

1.0 Introduction

The IMS CI04 is a programmable single-chip VLSI
device which can interconnect up to 32 devices, including
other instances of itself. Its features are:
• 32 Way Asynchronous Packet Switch,

• 32 x 100 Mbitsls Serial Bi-directional Links

• 300 MbyteS/s Bandwidth

• Supports Variable Packet Length

• Less Than 1 JJ.SeC Packet Latency
• Wonnhole Interval Routing Algorithm

• Implements Universal &. Grouped Adaptive Routing

• Non-blocking Crossbar

• Concurrent Processing ofPackets

• Separate Conttol System
• Bit and Packet Level Error Handling

• Highly Configurable: 28Kbits User-programmed Data

1.1 Interval labelling

Interval labelling is the technique used to route packets
through a CI04 i.e. to choose the required output link.
Each output link of a CI04 is assigned a range of device
labels (an interval). A device label identifies one particular
device accessible via that physical link. When a packet
enters a C104, the header is compared with these intervals

, and the output link with the interval in which the header of
the packet lies is selected

1.2 Wonnhole Routing

In this method a routing decision is taken as soon as a
packet enters a CI04 (see fig.I). A temporary circuit is
created through the CI04, as the end of the packet is
pulled through, the circuit vanishes. In addition, a single
packet may be passing lIuough multiple CI04's at anyone
time. The header of a packet may also be received by the
destination before the whole packet is transmitted. hence
minimizing the latency.

FIGURE 1. Wormhole Routing

IsooJU 1~104n! ICI04n I

IsooJU Ii. ... !<=l~l_ IC104n1

Isou- I l~l~lluu~104aI

1.3 Universal Routing

UniversaI (or two phase) routing is implemented to
avoid communications bottlenecks or hot spots in large
networks. It does this by spreading the traffic entering a
network at a particular poinL

A packet entering a two phase network has a random
header added upon entering the first phase. The packet is

10f4
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FIGURE 2. Grouped Adaptive routing

then automatically roured to a randomly chosen intermediate
destination. In this way the load is balanced across the net­
work, giving bandwidth and latency improvements under high
load conditions.Conversely peak bandwidth and latency per_
fonnance are reduced under low load conditions.

The additional header generation required at the first phase
and the neadel' deletion required at the second phase are per_
formed by hardware in the CI04's.

I
CI04 .~ - rr Cl04 ~~

tm
H

tm

i1 CI04 I

I--~

I ncMM)"'1 I~i . I no:]

II ncr:) I ncx:J r~

I I
DS Linka 10Ea~om-

r

puter from Inmos, and SCI04's for networicing, were used
as a real-time processing farm performing standard
CPLEAR data production and filtering. The CI04 pr0­

vided the exclusive method of communication and control
between the T9OOO's. The inter-connectivity offered by the
CI04 removed any requirement for through-rourlng soft­
ware, as has been necessary with previous generations of
the transputer. The 30 T9000 were housed in five modules
(see fig.3), each module containing 1 CI04 and 6 T9OOO's.

During a three week run in SeptemberlOctober 1994 the
system processed twenty million evenlS in real-time. In
this period of running a stable platform was achieved. after
which the system ran for 128 hours with no failures.

I
I
I,
I
I

~--m-ii-1

FIGURE 3. Initial CPLEAR Implementation

3.0 The GPMTMD Machine

••

UnkaUe,.....
Any May Be Uaed

I
UIlU W G,..,ped
Any May .. lJaed

1.4 Grouped Adaptive Routing

In switching networks there will oflen be many possible
routes that apacket may take to reach ac:enain destination. It is
desirable that should one of these links be in use or in error
then an alternative link is chosen. To fulfiU this requirement the
C104 supports grouped adaptive routing. Output links can be
grouped so that the packets routed to the firsllink of the group
can be roured to other links of that group in the case that the fist
link is not available (see fig. 2). Grouped'adaptive routing, thus
provides a level of automatic fault tolerance on the links and
improved network performance in terms of latency and
throughpuL

2.0 Initial Implementation

Initial experience with the CI04 has been gained via the
implememation of a processor farm in the CPLEAR experi­
ment at CERN.

Thirty T9000 processors, the latest generation of the trans-

The GPMIMD machine is being developed as part of
the ESPRIT program. It will coosist of 64 T9000 proces­
sors. with S6 CI04's providing full inter-connectivity and
is cwrenlly being assembled at CERN. Eight mother­
boards (see fig. 4) will each carry 8 T9OOO's and S CI04's.
Four switch cards each carrying 4 CI04's provide connec­
tivity between the mother cards.

20f4 Initial experiences With The IMS C104 Packet Routing Switch



C104 Performance

This architecture gives four independent networks
allowing; fault tolerance. communication priorities and
global shared memory.

During three weeks in September/October 1994. a par­
tial machine processed events in real-time from the
CPLEAR experimenL This machine had 24 processing
nodes on 3 motherboards. It ran for 128 hours without any
fail1D'CS.

FIGURE 4. A GPMIMO Motherboard

E-.l LjnkIdl°Il!iIL.-_1

64 DS L.iaks ID 4 Swilch Cuds
41ndC1pandem N.....

This system was combined with the system described in
section 2, thus a processor farm comprising of 54 process­
ing nodes and 20 CI04'5 was implemenlCd.

As a method of monitoring the performance of the pr0­

cessor farm. the acceptance of the CPLEAR production
code as seen by each processing node was monitored. This
was achieved by a process nmning on a T9OOO. which via
the CI04 network, summed the monitoring histograms
from the processing nodes. The resulting acceptance as a
function of Worker Identifier is shown in figure 5.

Initial Expe,lencu With ThelMS C104 Packet Routing SWitch

FIGURE 5. Worker Acceptance versus Worker 10

... .-----.-...,..---"""":"""-r-.....,...-r-----,

-

4.0 CI04 Performance

4.1 Latency of the C104.
The latency of the CI04 was measured by comparing

the time for a single packet to pass between two processes
each on a separate T9OOO. These measmements were
made for T9OOO's connected directly and T9OOO's that
were connected using CI04'so The minimum latency for a
single packet was measured to be 1JISCC. This result is
shown in figure 6. In understanding figure 6, one must
bear in mind that an acknowledge packet is aansmitted for
every data packet transmitted.

FIGURE 6. C104 Latency versus Message Length

30f4



Summary & Outlook

4.2 Bandwidth measurement

Figure 7 shows the bandwidth available to 1'9000 pr0­

cessors over one and two links via a CI04. This is a mea­
sure of the usable bandwidth and not just abe raw rate at
which the links operate. The measurements are uni-direc­
tional IIJd for S virtual channels per physical link. A vir­
tual channel is single logical communication channel
mapped onto a physical link. .

Ii is cl~ that the perfonnance of a CI04 link is not
affected by using another link on lhat CI04.

FIGURE 7. Bandwidth Measurement

2Or-----__---.._---.._----.

M_e LengJ:(Bytes)

5.0 Summary &: Outlook

512

We have implemented a network of 20 CI04'5 connect­
ing 54 1'9000 transputers. This piatfonn was stable in a
real experimental environment

The functionality of Universal and Grouped adaptive
routing are expected to minimize the problems of conges­
tion in large networks. The MACRAME project will
investigate event buDding studies and second level trigger­
ing for LHC experiments using large networksofCl04's.

The Data Strobed (OS) link teChnology is becoming an
IEEE standard (P1355). The perfonnance of the DS link
will improve from its present 100 Mbitsls to 200 Mbitsls
(uni-directional) by the middle of 1995.

40f4 Initial Experiences With :tbeiMS C104 Packet Routing Switch



The CI04 Packet Routing Switch

and

Initial Applications

R. Heeley and D•.Francis
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d" 32 Way Asynchronous Packet Switch, With 100 Mbitsls Serial Hi-directional Links

d" 300 Mbytesls Bandwidth

d": Variable Packet Length, Less Than 1 J.lSec Packet Latency

w Illlerl'al Labelling

Q': Wormhole Routing Algorithm
•
.

W :. Implements U1Jiversai Routing & Grouped Adaptive Routing

.. :. Non-blocking Crossbar

~ Concurrept Processing ofPackets

.. ': Separate Control System

~ Hit and Packet Level Error Handling
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- Routing Decision is Thken as Soon as The Header of the Packet is Input

~ The Packet Header Creates a Temporary Circuit Through the CI04 Network.
As the End of The Packet is Pulled Through the Circuit Vanishes

... A Single Packet May be Passing Through Multiple CI04's at Any Time.
The Head of a ~acket May' be Received by the Destination Before the Whole
Packet is 'fransmitted, Bence Latency is Minimised.

1) Packet Header Arrival Causes Routing I Packet SourceI '. IC104! I C104 IDedslon to be Taken, Creating 8 Thmpo- . . . #1 .. . #2
, rnry Clfttllt Through theelM"':)' , ,..:, :. .

'-----_--I

2) Packet Sent )lrectly to Output IPacket Source I ICI04,!! ICI04#2 I
Iii "%,,,,, ": .,' ", H"',,,,,,,,,,,,,,,:,"'~_'

., ~:~I

\-io i
~~'f

~~~
I

~::;: ... :

,. .~ I

3) Tail Isp~ TbroUJ~ and Clrcult.Van- I Packet Source I C104,1 I C~04#2
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Q" Universal (Two P~ase) Routing is Also Implemented to Avoid Communication Hot

Spots or Bottlenecks in Large Networks

q- A Packet Entering a Two Phase Network Will Have a Random Header Added
Upon Ent~ring the First Phase

Q" The Packet is Then Automatically Routed to a Randomly Chosen Intermediate
Destination

Q" Thus the Load is Balanced Across the Network, Giving Bandwidth and Latency
Improvements Under High Load Conditions [peak Bandwidth and Latency Per­
formance Will be Reduced Under Low Load Conditions]

~ The Additional Header Generation Required at the first Phase and the Header
Deletion Required at the Second Phase are Performed by the CI04's
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Q" From These Switching Nodes Large Networks of Varying Topologies may be Built

......

Router
#33

---
Router

#48

.Router
#34

--•

Router
#32

-\ Router
• #2-

_, Router
- #1-

Example: 48 el04's maybe comaect 512 sources
with only 3 routing delays

In Such Architectures, it is Known That Overall
COllununicatioll Capacity IVlnst Gro\v Faster than
the total Nunlber of processors - a Larger
Machine Must Have Proportionally More Routers

Supports Scalable Architectures in Which Com­
Dlunication 'rhroughput Must be Unlanced With
)lrocessing 'fhroughput.

,
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IJob Connecting CI04's

DS Links to External Devices

•- ,
II I
0c

i
1
0
4

• -.... . I
-

I ...••...... .1.• OJ!

~

~ . .....~~ .. _...._....__ .. ~ :... " - :
I c l 0

i
1
0
4

• -,
I,.. - r .......l. .......~...

-ll-
I I-

;......•..•.... __ ..... ;

All 30 T9000's Connected lb a Cl04 Via 2 DS Links

r········.·----··.·.··.
• · , •• • 0

,, • 0 I,
C · 0 C

0•

~I
•

~
• ,,

1
,

1, ,
';;,;';,;'''''''

,
0

,
0, •, •0

4 • 4, ,,
0

0 •• •• •• 0• ,
0 •· , •, .

· _~~:~~~~~·:~-~~f~~-·_·_·_·..r:~ . •'. ••••••••• •• .1

~
~

••...•....•••...._-_. '- ....._~._..__..__ ._.__.;
•••

C C 0

1

~
1

~0 0
4 4

• 0, •• ,
• , •• i'.,r.,r.-;.-.-__.-.-.}-••-;..-.,r;':'.- •
• , ' I-.._.. -.... --~ :. I'.. . .. . ____ ....... _ .. ~J

Host I..lllk

I
I

~ 0

p-

o
I

~

0
-

I

I
,

I'"" -
I
0
IT9000 J I I-t;: ••

L...:.
,
•••

I"-

0T9000 J
•

C -
-9f 0•

r--

0

1
0••

0
••,

4

T9000 1 - •-¢l ,
I
I- ,,,
•,

T9000 J
0.qr •0•,,
I- ,

-{il I••T9000 ,,,-
••-
•- 1'9000_ ,,,--

~ •
I ,

,
:....-........ __ .......... - ........_- ........... ..........

....;N9400

t

~----•••••-.I'•••••••••-.-••••••••••••••,.I', .,..-,..-•...•...- -.•.-,.., J',••••••~

~ ~
~ ~;-_ _ ~ __ __ _ _ __ __ .-: ~

" , .,: ~ : ~: ~ , ~,,
•,,
•,
•,,
•·•o
•,
o•,
•••I••,
o•o•o
o
o
I,,
•

DS 1.llnks Connecting T9000's
to Cl04's

< :

W.• f .•.•. .. A:., , "'.'~~." , , ~. ~ f!.~,". " ..~ ,. ,., J;e,.~.,.••,:' ,. ~~.,~ .." •... ~. ")1).''1 100../ R.l1eell'v tD.Fro



DSL

i. ,

tt~~,I~ji_llll.
Icinks to External .:.;.;.:::;::;.::;.:::.:;:.::::;.;.:.:.:.:.:::.:::::::::;~:::':':;'::::::~;:;:':;:;:':;:'i

1 .•~.eRnlaM'UltUIt.nllml Hi

Devices
s

0 !

4 i
#4 2 DS Links to Each

Host Link CI04

............................................................................, .....................
C •....~ ...._-_..- ---~............... •----- 1 •
0 ••
4 ••network •

C •
1 •
0 ••
4 ••netwo ••

0123 0123 0123
1'9#0 1'9#1 1'9#7 C •

1 •
0 ••
4 •I •netwo ••

... - - . - .. -- .. -.

64 DS Ljnks to
4 Switch Cards

4 Separate Networkt



ljll,l~:)JjilJ./l:;tll.&f••llrii.
50. i I Ii' I "1 • iii i 'i iii •• iii' iii , 'I

4 T9 Link to a el04
\ .,~ "::) ~: .,~: r:~~.:. tr:· . ~~

40
.2 1'9 Bnk to fl ClO4
1 T9 Link to a el04

;

1 ' \. ' I' ,J i ', e,: .:1.

: : :., .~.,
'; : .....

... i ,. "1," .•, A ....V···· .."'N'AA~U,1 in\ f: ", 1..-' V' >,., v!'" ~.y".,.;.••~~w.....'..."ill....i" ..,-. . ... ',' ~' . ' . ..."\ /. /' ,. . ~~~-'
./ ,/ y" .

/ .//
...... ;.,

0"

I:

, All Measurements are tJni'()irectionaland S Vir­
.,bUll Cbolmels per Physical Link Were Used. A
'I ,Virtual Channel is a single logical Communlea­

,. 'tion Cbonnel MapPed onto a physi(81 Hnk
!

, \

10

r

~ ,
fI.2 .
~ ..
~

~.30

~
•~ 20
"'=
~=

r..

",,- :

.,.. , ,

·:·/i I~' ." \

~,j~~ S "'~~;

l ~ Jo t I I , :' I I I • I • I , i I I I I I I I I I I I t

10° 101 102 103

Message Length (Bytes)

Tnfpr"nfitmal nafa Itcnlljd,~jm,r"I1r"rpncp, F'prm;T'lb. Ocf()f1('r 26·2,', 1994. R,Ileetey I D.Frtln









The G-2 "Data Acquisition System

C. Timmermans, P. Cushman, S. Lopatin
University of Minnesota
148 Tate Lab. of physics

116 Church St. S.E.
~1inneapolis, MN, 55455

November 4, 1994

Abstract

Experiment E821 (muon 0-2 measurement) starts taking data in Jan­
uary 1996. The t.otal data rate could be as high as 5 MB/sec. The front
end electronics is housed in 6 VME crates, each serving 4 detector sta­
tions. The data ftows from these front end crates to an event builder VME
crate across MXI links. The event builder crate contains a 68040 based
single board computer running VxWorks which reads the data from the
front end electronics and writes it out to tape. The DAQ is controlled
from a UNIX host through ethernet. Our data acquisition software is
based on UNIDAQ. The first indications show that the overhead intro­
duced by UNIDAQ does not slow down the maximum data throughput of
our configuration significantly.

1 Introduction

The G-2 experiment will measure the muon anomalous magnetic moment with
high precision (.35 ppm), a factor 20 better than the previous measurement
[1, 2]. This means we can be sensitive to weak interaction contributions to ap

(to 20 %), allowing a sensitive test of the renormalizability of the electro-weak
theory. Other tests include CPT tests (Tp+ vs Tp - and ap+ vs a,,-), an improved
muon lifetime measurement, and measuring a new limit on the electric dipole
moment of the muon. Muons with a momentum of 3.094 GeVIe will be stored
in the G-2 storage ring. Electric fields in the rest frame of the muon due to
focussing quadropoles do not influence the spin precession frequency to first
order at this momentum. We will count the number of muon decay electrons
in 24 calorimeter stations. The number of electrons detected at each station
depends on the direction of the muon spin. By monitoring the electron count
over time, the muon spin precession frequency can be measured. .

1
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from a. UNIX host through ethernet. Our data. acquisition software is
based on UNIDAQ. The first indications show that the overhead intro­
duced by UNIDAQ does not slow down the maximum data throughput of
our configuration significantly.

1 Introduction

The G-2 experiment will measure the muon anomalous magnetic moment with
high precision (.35 ppm), a factor 20 better than the previous measurement
[1, 2]. This means we can be sensitive to weak interaction contributions to a"
(to 20 %), allowing a sensitive test of the renormalizability of the electro-weak
theory. Other tests include CPT tests (r,,+ vs r,,- and a,,+ vs a,,-), an improved
muon lifetime measurement, and measuring a new limit on the electric dipole
moment of the muon. Muons with a momentum of 3.094 GeV Ic will be stored
in the G-2 storage ring. Electric fields in the rest frame of the muon due to
focussing quadropoles do Dot influence the spin precession frequency to first
order at this momentum. We will count the number of muon decay electrons
in 24 calorimeter stations. The number of electrons detected at each station
depends on the direction of the muon spin. By monitoring the electron count
over time, the muon spin precession frequency can be measured. '
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Figure 1: Picture of the G-2 storage ring.

2 Event Rates

The event rate depends on the number of muons stored in the storage ring. We
expect 1630 muons per fill in 1996 (11' injection), and 17,360 per fill starting in
1997 (I-' injection). The rates calculated below are assuming 17,360 muons per
fill. The measured event rate per detector is:

Rate = N/A x ezp [-~] x (2 D 1 ) x (_1) x (II
Tli/e 4 etectors Tli/e

Under the assumptions that 54 %ofthe electrons enter the calorimeter stations
and that the dead time at the beginning of a fill is 5 IJS we can calculate the
event rate per station (the muon lifetime at this energy is 64.4 IJS). The initial
event rate per station is 5.6 Mhz. This rate sets the requirements for the front
end electronics. During an AGS cycle we will get 12 fills 50 maec apart. The
average rate in this 50 msec per station is 7.2 kHz. The AGS cycles are 2 seconds
apart therefore, the average rate per station is 2.2 kHz.
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3 Data Acquisition Setup
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Figure 2: The G-2 Data Acquisition Setup.

The energy and time of the decay electrons are measured using a custom Wave­
form Digitizer and a Multi hit TDC [3]. Both VME modules have on board
memory in which all data from a fill can be stored. The electronics of 4 detec­
tor stations (2 MTDCs and 2 WFDs) are combined into one VME crate. We
will have a total of six front end crates. Since a detected electron generates 72
bytes of data [2] the initial rate is 403 MB/s/station (= 1.6 GB/s/VME crate).
These rates are buffered by the front end modules. Between fills the data need
to be transferred to a local CPU since we do not have enough memory in the
front end modules to store all data from an AGS cycle and the bandwidth of
our VME-VME interconnects is not high enough to send the data to the event
builder. In the local CPU lossless compaction can be performed if so desired.
This imposes a bandwidth requirement of 2.1 MB/s/crate, easily handled by
the VME backplane. Between AGS cycles the data will be sent up to the event
builder VME crate. Processes running in the event builder CPU receive all
data, store it onto tape and send a sample to the host computer. Sending all
data up to the event builder CPU between cycles (1.4 sec) requires a bandwidth
of 5.4 MB/sec. The MXI bus [4] is used for VME-VME data links.. The MXI
bus forms a double star formation. The throughput of a single link has been
measured at 3 MB/sec [5]. A small amount of (calibration) data (33 kB/s) will
be read from CAMAC in the event builder I using a kinetics interface (K2917).
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4 Online Software requirements
The G-2 online software tasks are divided between UNIX and VXWORKS oper­
ating systems. The host computer (UNIX) provides the user interface, an event
display, online histogramming and analysis, a run control, and the interface with
slow control. The MVl\fE167 (VXWORKS) provides the online software to read
data from different sources, build events, write all data to tape, and transfer a
fraction of the data to the UNIX host for monitoring. This diversity in tasks
requires a modular data acquisition system which is supported on both UNIX
and VXWORKS. The high data rate expected require that the system impose
a low software overhead. UNIDAQ [6] meets these demands.

5 UNIDAQ

UNIDAQ started as a portable Data Acquisition System for the SDC collabc>
ration, although it has been maintained after the SSC termination. The par­
ticipating institutes are U. Michigan, K.E.K., T.I.T. and U. Minnesota. It is
designed as a modular. extendable and scalable system. No additional pack­
ages are needed to run UNIDAQ. The inter process communication uses shared
memory and message queues within a single machine. This is expanded to
a multiple machine environment using RPC's. UNIDAQ can easily be inter­
faced with other packages. Interfaces to some packages (murmur, Tcl/Tk) are
available. UNIDAQ provides support for VME and CAMAC (through K2917)
commands.
The UNIDAQ functionality can be divided into:

• Data Handling: Data is read in by the Collector process, and passed on
to the NOVA buffer manager. NOVA passes the buffers from collector to
recorder. analyzer, etc. NOVA has the capability of transporting the data
between different machines.

• User Control: Both run control and operator (Tcl/Tk [7] or only X win­
dows) are configurable from ASCII scripts. The output of the logbook
process is stored in ASCII files, but can also be displayed (using MUR­
MUR).

• DAQ Control Processes: Several control processes and tools exist to guar­
antee UNIDAQ to be up and running ( e.g. the XPC process which checks
if all listed UNIDAQ processes are present, the status tool which gives the
current status of all the unidaq processes, the repair tool which cleans
up shared memories and message queues used by UNIDAQ, etc.). Auto
starting of processes is possible, saving important information (e.g. data
source, output file) from the previous invocation.
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Figure 3: The UNIDAQ processes.

By choosing only the modules needed, the software overhead is minimized. This
scalability makes UNIDAQ ideal for small (test beam) and medium size DAQ
projects. All UNIDAQ processes are event driven. Examples of events are
messages between Processes, interrupts or signals to start data taking (collec­
tor), getting a NOVA buffer (recorder, analyzer, ... ), clicking a mouse button
(operator), etc.

6 UNIDAQ for G-2

Some additional UNIDAQ processes are needed in order to use it as the final
G-2 online system. We are gradually building our system, using the most recent
version in test beam experiments. We plan to run a collector process in the
MVME167 located in the front-end VME where data compression may take
place. Afterwards data will be sent across MXI to the event builder CPU.
Decoupling the event builder from the readout processes is not standard in
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UNIDAQ. The NOVA buffer manager is not capable of sending a fixed fraction
of the data across the network. It can be set up to either send all data, or to
only send data if that does not slow down data taking. Sending a fixed sample
of the data to UNIX requires the addition of a filter process. We also modified
the recorder process to allow it to write directly to tape from VXWORKS.
All required UNIX processes are present in UNIDAQ. but some user-defined
modifications are easily made in the user interface by reprogramming a Tc:l/Tk
script. The online analyzer will be modified to display the important parameters
of our experiment. This requires programming in fortran. Standard CERN
histogramming routines can be used since the analyzer interfaces to PAW. The
interface to our slow control system (FactoryLink) is currently being designed
which will respond to UNIDAQ messages.

7 Throughput Tests

We have done tests on the throughput of a single MXI link, using VME memory
and the MVMEI67. ''Ve read out the memory with both a dedicated program
and with UNIDAQ. The results (table 1) indicate that UNIDAQ does not slow
down the data taking significantly [5], provided the event length exceeds 1 kB.

I~ad I Write I~~i~rite ITransfer
across

VME backplane 4.2 6.5 11.2 18.8
(with UNIDAQ) 4.2 10.8

MXI 2.3 2.6 3.1 3.4
(with UNIDAQ) 2.2 3.0

Table 1: Data Transfer Rates (MB/s) across VME backplane and across MXI.
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The G-2 Experiment

Motivation

This experim.ent will m.easure the m.uon anom.alous
m.agnetic m.OInent with high precision (.35 ppm),
a factor 20 better than the previous m.easurement.
Reasons to do the experim.ent are;

• high precision test of the theory

• measurement of weak interaction contributions
to aJ.L (to 20 %)

• CPT tests (TIl+. VS TIl- and all+ vs all-)

The setup
Muons with a Inomentum. of 3.094 GeVIc will be
stored in the G-2 storage ring. Electric fields do
not influence the spin precession frequency at this
momentum..
We will measure muon decay electrons in 24 caloriIne­
ter stations. The num.ber of electrons detected in



the stations depend on the direction of the J.~luon

.spin. By monitoring the electron count over .Jime
one gets the muon spin precession frequency, ··.··hich
is related to G-2.

Event Rates

Event Rates depend on the efficiency of storing muons
in the storage ring. We expect 1630 muons per fill
in 1996, and 17,360 per fill starting in 1997. The
rates calculated below are asllming 17,360 muons
per fill. The measured event rate is:

[ Tw 1 ( 1 ) (1 1Rate = Np,xexp - x x XEd
Tlife 24Detectors Tlije

Under the assumptions that 54 % of the electrons
enter the calorimeter stations and a dead tiIne at
the beginning of a fill of 5 p,s we caD. calculate the
event rate per station' (the m.uon lifetim.e at this·
energy is 64.4 jjs). The initial event rate per station
is 5.6 Mhz. This rate sets the requirem.ents for the
front end electronics.
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one gets the m.uon spin precession frequency, ".--hich
is related to G-2.

Event Rates
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front end electronics.



During an AGS cycle we will get 12 fills 50 m.sec
. apart. The aver~ge rate in this 50 msec per station

is 7.2 kHz.
The AGS cycles are 2 seconds apart, reducing the
average rate per station to 2.2 kHz.



Readout Electronics
The most important measurements of the decay
electron are:

• Energy (waveform of the caloriIneter signal)

• Time (scintillator signal)

The electronics used are a Waveform. Digitizer and
a Multi hit TDC. Both VME modules, designed at
Boston University, have on board memory in which
all data from a fill can be stored.
The electronics of 4 detector stations (2 MTDCs
and 4 WFDs) are combined into one VME crate.
We will have a total of six front end crates.

Data Acquisition Setup
A detected electron generates 72 bytes of data. There­
fore the initial rate is 403 MB/s/station (= 1.6
GB/ s/VME crate). These rates are handled by the
front end ID.odules.
Between fills the data can be transferred to a local
CPU. This imposes a bandwidth requirement of 2.1
MB/ s/ crate, easily handled by the VME backplane.



Between AGS cycles the data will be sent up: to
. the event builde~ VME crate. Processes running in

the event builder CPU receive all the data, store it
on tape and send a saIIlple to the host com.puter.
Sending all data up to the event builder CPU be­
tween cycles (1.4 sec) requires a bandwidth of 5.4.
MB/sec.
The MXI bus is used for VME-VME data links.
The MXI buses form a double star form.ation. The
throughput of a single link is tested to be 3 MB/sec.
A sm.all aIIlount of (calibration) data (33 kB/ s) will
be read from. CAMAC in the event builder, using a
kinetics interface.



Online Software

Requirements

The G-2 online software tasks are divided between
UNIX and VXWORKS systems. On the UNIX host
computer it has the follwing tasks:

• online user interface

• event display

• online analysis

• run control

• interfacing with slow control

On the MVME167 r11nn ing VXWORKS the online
software needs to:

• Read data from different sources

• Build events

• Write all data t·o tape

• Send data sample to UNIX



This diversity in tasks requires a m.odular system.,
. supported on both UNIX and VXWORKS. The to­

tal data rate expected requires a low software over­
head. UNIDAQ m.eets these dem.ands.

UNIDAQ
UNIDAQ started as a portable Data Acquisition
Syste:m for SDC, though has been m.aintained after
the SSC termination. The particip~ting institutes
are U. Michigan, K.E.K., T.I.T. and U. Minnesota.
It is designed as a m.odular, extendable and scal­
able system.. ~0 additional packages are needed
to run UNIDAQ. The inter process com.:munication
uses shared :mem.ory and message queues within a
single m.achine. This is expanded to a :multiple :ma­
chine environm.ent using RPC's.
UNIDAQ provides support for CAMAC (through
K2917) and VME commands.
UNIDAQ can easily be interfaced with other pack­
ages. Interfaces to som.e packages (m.unnur, Tcl/Tk)
are available.
The UNIDAQ functionality caD. be divided into:



• Data Handling --
Data is read .in by the Collector process, and
passed to' the NOVA buffer manager. NOVA
passes the buffers from collector to recorder, an­
alyzer, etc. NOVA has the capability of trans­
porting the data between different machines.

• User Control
Both run control and operator (TcljTk or only
X windows) ro;e configurable from ASCII scripts.
The output of the logbook process is stored in
ASCII files, but can also be displayed (using
MURMUR).

• DAQ Control Processes
Several control processes and tools exist to guar­
antee UNIDAQ to be up and running. Auto
starting of processes is possible, saving iInpor­
tant information (e.g. data source, output file)
from the previous invocation.

By choosing only the modules needed, the soft-·
ware overhead is minimized. The scalability makes



. UNIDAQ ideal for small (test beaIIl) and m.edi"':llll
size DAQ projectS.
All UNIDAQ processes are event driven. EXaIIlples
of events are:

• Messages between Processes

• Interrupts or signals to start data taking (col-
lector)

• Getting a NOVA buffer (recorder, analyzer, ... )

• Clicking a mouse button (operator)

• etc.



UNIDAQ for G-2

Some additional UNIDAQ processes are needed in
order to use it as the final G-2 online system. We
are gradually building our system., using the most
recent version in test beam experim.ents.

Real Time Processes

We plan to run a collector process in the front-end
VME. Here data compression may take place. Af­
terwards data will be sent across MXI to the event
builder. The MXI links do not require a modifica­
tion of the software, since they acts as VME bus
extenders. Decoupling the event builder from. the
readout processes is not standard in UNIDAQ.
The NOVA buffer manager is not capable of sending
a fixed fraction of the data across the network. It
can be set up to either send all data, or to only
send data if that does not slow down data taking.
Sending a fixed sample of the data to UNIX requires
the addition of a filter process, rem.oving data from
the NOVA buffers.



UNIX Processes

On UNIX all online processes needed are present
in UNIDAQ. Som.e modifications are needed in the
user interface, which requires reprogra.mming a Tcl/T]
script.
The online analyzer needs to be m.odified to display
the im.portant parameters of our experiInent. This
requires pro"gra.mming in fortran. -Standard CERN
histogram.ming routines can be used since the ana­
lyzer interfaces to PAW.
The interface to our slow control system. (Facto­
ryLink) is currently being designed. A sim.ple in­
terface is is to have our slow control respond to
UNIDAQ m.essages.



VME backplane 4.2 6.5 11.2 18.8
UNIDAQ 4.2 10.8 .

MXI 2.3 2.6 3.1 3.4
UNIDAQ 2.2 3.0

Throughput Tests

We have done tests on the throughput of a single
MXI link, using VME m.em.orY and a 167 single
board com.puter. We read out the memory with
a dedicated program and with UNIDAQ. The re­
sults indicate -that UNIDAQ does not slow down
the data taking significantly.

IRead IWrite IRe~l~rite I

Data Transfer Rates (MB/ s) across VME
backplane and across MXI.
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InputS (from Calodmeter)
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IWFD Summin2 and Fanout Details

WFD Motherboard
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TAPE (5.4 MB/SEC)
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1213 Petit-Laney 1- Geneva - Switzerland
Tel: +41.22.792.57.45 - Fax: +41.22.792.57.48
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INTRODUCTION

We will desaibe the use of RISe processor architecture in Real-TIme data acquisition applications.
RiSe processors can be used in Real-Tune at two levels:

The first level is the most commonly used: it is the general purpose processor level (Single Board
Computers in VME environment).

The second level is an application level spreading rapidly because of the inherent complexity of data

communication functions: it is the embedded 110 PrOCeSSOr.

We will describe two applications where RISe structure has been used at the benefit of the overall
operations ofthe application.

• a high speed Real-TIme Network FASn.JNK
• a general purpose VME Rea1-TIme Processor

1. nm FAST DATA LINK SYSTEM

1.1 Target Specifications

In a nutshell, the target was to design a Real-TJDle network system which had to be:

• Fast

• Intelligent
• Multidrop
• Deterministic

• User friendly

50 to 100 Mbytesls bus throughput

Local 50 MbyteSls VME transfers
Crate Scan, list Processor, Read-Out lists, twin 25 MHz R3000 architecture
15 nodes copper, 225 nodes fibre, full duplex bus
Response time guaranteed within micro seconds
Easy to program



1.3 Logical Building Blocks

A simplified logical block diagram is shown below:

I FDL8050

CLIENT

F
I)

L

L
I

II
It

trigger

I FDL8050
1...-.- _

Fig. 2. Fast Unk logical block diagram

The FDL firmware consists of two RISe processors: one handling the local data acquisition and the

other one handling the transmission on the ReaJ-TIme network.



1.6 Data Transmission Section

Control of the connection is realised with another RISe processor. Because of the speed of the
transmission (50 to 100 Mbytesls) and of tile on-line supervision required for the different transmission
modes only a RISe processor could handle the task. The choice for best combination of processing

power, space requirement and power consumption has lead CES to use the R3052 from IDT.

1.7 Transmission modes

The Fast Unk protocol supports two transmission modes:

• Asynchronous
• Isochronous (or global sYnchronous)

The asynchronous mode is the standard transmission mode used for the transmission oflarge blocks of
data. The isochronous mode organises time slots and is used for data transfers which require a
deterministic response time, either register oriented or block transfer oriented. 1be isochronous transfers

are activated periodically, with programmable period and time slots. In both modes, the global time

information is maintained automatically through the complete system and is made available to the
outside world. The two transmission modes can be used simultaneously which makes the Fast link as

poWerful for large data blocks, as for single shot operations (such as VME registers examination, time
stamping, event tagging, ....).

1.8 Data Structure

The data blocks are organised by the on-board finnware in 1 Kbyte packets, which are divided into 32­
byte elementary cells.

The Fast link protocol supports three types of packets:

• Standard
• High priority

• Isochronous

Used for normal data transPOrtation.

Used to transport control and status information, link requests and
acknowledgements, as well as to transmit any emergency infonnation.

Used when deterministic operations are required, have the same structure as
standard packets, but are inserted at regular time slots.



2. MODERN RIse PROCESSORS

2.1 Introduction

The processors presented are provided to perfonn mainly two functions in a Real-Tune system
and thus classified in two categories.

The fIrSt type enters in the family of high computing power processors suited for large event
builder farms in High Energy Physics experiments, medical imaging or flight simulation in
aerospace applications while the second type is an VO intelligent platfonn to receive and send
large data flow after decoding and encoding the packets using the on-board communication
channels which are available.

For the fIrSt category mentioned, we will introduce both the Power-PC and the R4600 CPU
based processors. Then, we will describe in the following, a new RISC Input Output VME I/O
board equipped with a Power-PC 603 processor and with two high speed data communication
channeL

2.2 The VME Real-Time Processors with VME / VSB / PCI Interfaces and
Intelligent List Processor: RTPC 8067 and RAID 8240

l'el I
~"..

. eXLeUSllln

R.l051
CI'lt

~
~

\'so ... !. .=

--_I. :
~

Ethernet

Sub 110I
t

Fig. 4. Overview of the Block Diagram of the Processors



2.2.2 The CPU daughter board

The CPU subsystem is contained on a daughter card .The RTPC 8067 main CPU is the Power-PC 603

from mM clocked at 66 MHz is a and bas an on-chip 2 x 8 Kbytes first level cache. It is interfaced to a

256 Kbytes second level cache and is bridged to the PCI bus by means a Bridge chipset.

The RAID 8240 is based on the R4600 ORION MIPS processor, 133 MHz, 133 MIPS,
44 MFLOP/sec, 90 SPECint92, 80 SPECfp92. It has an on-chip 2 x 16 Kbytes rust level cache and is

interfaced S12 Kbyte second level cadle.

The DRAM size ranges from 8 Mbytes to 128 Mbytes for both processors.

A-lother Buard
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Fig. S. RTPC and RAID Physical Implantation
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VME Standards Organizations & Our Physics Community
Working Together On Extending VME Standards For Physics Applications

VME has become popular in data acquisition systems over the last few years because of
industry's huge product support of the standard and because of the large number of board level
processors, associated compilers, Operating systems, debuggers, etc., available for these
modules. These VME systems have also found their way into near front end use with mixed
results. Additionally many physics laboratories and universities have their own version of the
VME standard. In fact, there are several versions of VME at single laboratories. One such
laboratory has implemented fourteen different versions of VME!

Recently, the VME Standards Organization (VSO) and the VME International Trade
Association (VITA) have invited areas of industry and science to· form special VME interest
groups so their specific requirements can be met through officially sanctioned extensions to the
VME standard. For the last few months, members of the physics community worldwide have
been involved with the formation of a VME interest group for physics (VME-P). ESONE, the
European standards organization and NIM, its North American counterpart, with substantial
participation by CERN, Fennilab and increasingly more labs and universities, have been
working independently and with VSO and vrrA to further define our needs to VSO and vrrA.
For example vrrA, the main body responsible for changes in the extended base VME
specification, has been working with connector manufacturers on a keying mechanism for the
VME backplane. If this mechanism was to become part .of the extended VME specifications,
special interest groups can assign functionality to user pins and still maintain compatibility with
pure VME modules and VME modules from other special interest groups. Thus, modules
designed for physics applications c;an only plug into VME crate slots with specific keying for
these modules. Likewise, these modules would not be able to plug into other VME slots and
other VME modules would not be able to plug into VME crate slots keyed for physics
applications. Features such as special voltages, higher power, geographical addressing, etc.,
can be added for our physics applications while maintaining compatibility and
interchangeability with the base VME standards. Keying alone, should all but eliminate the
very costly VME variations within labs and universities in future system implementations.

A conference presentation first thing Thursday morning, S3-6 "New VME Standards For
Physics Applications", gives further details ofour initial work in this area. We also have sign
up sheets at the registration desk for people interested in participating in and/or reviewing our
VME for physics interest group's standards work. Thus far there is both a North American
and European working group for this work. We hope to add a Japanese working group or
minimally Japanese participants to this effort. Hopefully, this effort will significantly reduce
the need for implementers to design their own in-house packaging and bus systems.
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