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Thf' main thrust of the Electronics and Triggering Group
during the Snowmass-86 Summer Study was the development
of plausible schemes for front- end electronics for calorimetry
and central tracking in a "generic" 411", detector. Solutions for
a zero deadtime system appear to exist within the limitations
of present technology. These involve fast pulse shaping to min­
imize the effects of pileup and analog storage of all information
during 0.5 - 1JLsec. for Levell trigger processing. An aggres­
sive research and development program will be required if one
is to fully exploit the capabilities of existing technology on the
appropriate time scale.

INTRODlJCTION

If f'xI>t'rimt'nts at •hp propost'd Superconducting Super Col­
liON (:"\SC) a 1"(' to f'xlJloit adequatt'ly the full luminosity avail­
abl". a rndJor dn,'f'loprr,t'nt of elt'('tronlc~ will bE' required: this
follows from the f1e('t>~"lty of simultaneously !'>atisfying t he goals
of high speed, low noise, and low power. The performance re­
quired, and the problt>ms encountered, will be similar for man)
different types of experiments whether they utilize large 471" de­
tectors, forward spectrometers, or other specialized detectors
For the purposes of the present discussion, we will concentrate
on the systems required for large 411" detectors since it is for this
application that some of the problems are most acute.

The detector which we consider is discussed in detail in
the Summary of the Detector Groupl and in the reports of
the individual subgroups2-6j a schematic diagram is presented
in Figure 1. Here we simply note that it includes calorime­
try, tracking systems, electron identification, and muon sys­
tems over approximately 5 units of rapidity. Further details
which are rf'levant to the electronics are given in the discussion

below. It is worth noting at this point, however, that each of
the above systems will include 100,000 - 200,000 channels of
electronics. We also note that nearly any type of detector will
include calorimeter and tracking systems similar to those dis
cussed here so that th« conclusions concerning the electroni('s
should be quite general

Figure 1
A schpmatic diagram of the 411" detector used as a model for

thp discussion of triggering and electronics.

Figure 2 prespnts a conceptual design for the overall syst.em
of electronics, triggering. and data acquisition. The major C'on­
siderations that lead to this design, which is a natural evolution
of existing systems, include the following:

(1) High luminosity, corresponding to an interaction rate of
ordN lO~ t'vents per ~t'cond. is essential if one is to be sensitivt>
to malLY of the processes of greatest interest.
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SHAPERS

PRE-AMPS

Thf' g.'neral flow of the electronics summarized in Figure 2
has h~'en discllssed in several prf'>ious workshops7-12. In addi­
t.iOIl, it IS to a large extent modelf'd after existing experiments
;,u<h a:-. I AI l'A2, CUI'. and DO. II IS encouraging to note that
thl' performaIl<:e required at each ,tage has heen obtained, or
is likely to be obtained, in exisllllg t'xperillll·"tS. Thus, for ex­
ample, UAI and UA2 have obtained reject.ioll::' exceeding 1000
in the equivalent of a Level I system for tflt{gers on electrons,
muons, and jets. CDF fully anticipates tl Lt its Level 2 and
Level 3 system will achieve a combined rejection exceeding IO~.

That the total rejection of nearly 108 may be obtained remains
to be demonstrated, however, since the selection criteria of the
UAI-UA2 "Levell" systems are strongly correlated with those
planned for Level 2 - Level 3 in CDF. For one process of great in­
terest, H ~ W+W- a study indicated that it should be feasible
to attain the desired factor. IS For many of the other processes
of interest, further work clearly needs to be performed.

While all aspects of the electronics, trigger, and data acqui­
sition system require significant development, it is evident that
the most serious technological challenges involve the front end
electronics. Also, the design of the preamplifiers, amplifiers,
etl'.. is very closely linked with the design of the detectors. In
fact. at the present time one can state without exaggeration
that whether or not it is possible to build a detector with the
desired characteristics depends in large measure on whether
certain goals for the electronics can be achieved. For these rea­
sons, and also because an earlier workshop at Fermilab8 con­
centrated on triggering and data acquisition. it was decided to
focus attention during the present workshop primarily on the
front end electronics.
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LEVEL 2
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LEVEL t
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ANALOG
PROCESSORS

,,, ''--------------- ---- - - ---_..

DETECTOR ELEMENTS

There will of course exist many different types of front end
systems, including among others those for tracking, calorime­
try, muon detection, transition radiation detectors, etc. Even
within one of the above categories there exist multiple possi­
bilities depending on whether one wishes to measure charge
or time and on what resolution is required. It was decided
to concentrate on tracking and calorimetry both because these
systems are in a sense the most basic and also because it was
felt that solutions to problems in these areas would very likely
be applicable to systems for other detectors.

As background for its discussions, and also to provide inspi­
ration, the group hpard talks presented by a number of experts
in the field. The speakers and topics presented included:

Figure 2
:--, Iit'1Ilal 1<' diagram showing the front end electronics, Level I

Level 2 buffers (primarily analog) multiplexer - ADC ­
digital buffer, event builder, and processor farm.

:! i Bot h the high data rate and the complicated nature of
,I., ..wnts require that each system be very finely segmented.
rh ,;~ I he t.racking, calorimetry, muon identification systems,

etc will each require of order 100,000 - 200,000 channels. For
at least the calorimetry and tracking systems, the electronics
must be low noise, fast, and low power.

(3) It does not seem to be feasible to form a trigger with
significant rejection within the 16 nsec between beam crossings.
Rather, est.imates indicate that of order 500 - 1000 nsec will be
required to form the initial, or Level I, triggers. It will there­
fore be necessary to delay, or pipdme. all information from the
detectors, Illforrnation crucial to further triggers is digitized
during the Level I trigger processing.

l4) Following the inital trigger system which will pass ('vents
at a rate of IO~ - 105 per second, a second, Level 2 trigger
system, utilizing primarily special purpose hardware proces­
sors, will achieve a further rejection of events of approximately
100:1. Events passing the Levell system should be buffered so
that fluctuations in the inital pass rate do not lead to deadtime
and loss of efficiency. For events passing the Level 2 system,
a matrix of scanners and ADC's will digitize the data for all
channels containing information relevant to that event.

(5) Finally, a third Level of decision-making will be per­
formed using general purpose processors capable of reasonably
complf'te and sophisticated reconstruction of events.
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Detector signal formation, noise prop­
erties, charge amplifiers,

filtering, position sensing, and fast
pulse shaping for tracking

and calorimeter systems.

Semiconductor devices
Fast pulse shaping for liquid argon
calorimeters
System design and reliability
GaAs CCD's
Calorimeter Electronics for ZEUS (HERA)

Flash ADC's for drift chambers
Monolithic preamplifiers, pixel detec­
tors
DO Calorimeter electronics
Microdetectors and microelectronics
at CERN
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tion calorimeters, whether they employ liquid argon, silicon.
a warm liquid such as TMP or TMS, or gas (at a relatively
low gas gain) as a sampling medium, yield a signal of approxi­
mately 10 - 30 thousand electrons per minimum ionizing track
and per sampling layer. While the drift time of the primary
electrons may vary from 15 - 200 nsec depending on the sam­
pling medium, the act ual response time is dictated to a large
extent by the chargf> collection time, i.e. the time required to
tran"fer t ht' chargt' from the detector to the feedback capacitor
in t ht, preamplifier.

To extract the optimal performance from a detector, the
design of the electronics and detector must be closely coupled.
This is particularly true for use of an ionization calorimeter at
the SSC because of the small signals and the necessity of ex­
tracting the maximum amount of timing information possible.
In the following sections, we outline first the detector charac­
teristics and the basic signal characteristics and amplification.
The desired pulse shaping, and the extent to which it depends
on the detector capacitance and properties of the cables, is dis­
cussed. The explicit dependence of the equivalent noise charge
(ENe) and equivalent noise energy (ENE) on the detector and
amplifier parameters is then presented. This is followed by a
detailed discussion of the absorber and sampling pad configura­
tion, the resulting detector capacitance, and the optimal cable
parameters. Estimates of the risetime and electronic noise are
then presented.

Other sources of noise include spontaneous disintegrations
HI the uranium plates and event pileup. The magnitude of
the noise from these sources is evaluated and (from the total
noise and the approximate shaping time) the time resolution is
estimated.

Other important elements of the calorimeter electronics in­
clude the technique used for an analog pipeline, the required
dy namic range, and the design of the Level 1 trigger; these are
f·ac: h disc ussed briefly.

DetE'ctor Characteristics

We shall assume in our consideration of the electronics per­
formance and design that the primary calorimeter system uti­
lizes liquid argon sampling with uranium or lead plates. The
electromagnetic calorimeter is assumed to have a segmentation
of f}.11 x f}.<P ~ 0.02 x 0.02 - 0.03 x 0.03 with three longitu­
dinal readouts; the hadronic calorimeter is assumed to have a
transverse segmentation of 0.06 x 0.06 with a single longitudinal
readout. These choices of segmentation, though not optimized,
are believed to be reasonable estimates (supported by Monte
Carlo calculations) of what is required if one is to adequately
realize the physics goals that have been put forth."

Liquid argon is currently one of the leading candidates for
the sampling medium since it readily supports very fine seg­
mentation, provides uniform response as a function of time and
pll~ition. and can survive the intense radiation. Whether it will
\"ontinue to be the sampling medium of choice in the future is
less clear, and one might argue that the considerable uncer­
t ainty as to the type of calorimeter that will ultimately be
flrnployed renders detailed studies of the electronics somewhat
premature. In fact, however, there appears to be relatively lit­
t Ie uncertainty in the type of electronics that will be necessary.
This is so because the size and segmentation of the calorimeter
are reasonably well understood, and because nearly all ioniza-

Signal Characteristics, Pulse Shaping, and Noise

Signal Characteristics and Pulse Shaping Assuming
a preamplifier with zero input impedance, and ignoring the
capacitance and inductance of any connections, the current in­
duced on a readout pad by a uniform ionization distribution
throughout the liquid argon gap would be as shown in Figure
3. The maximum drift time td is approximately 400 nsec for
a 2 mm gap if pure argon is utilized and 200 nsec for argon
doped with 0.5% methane. In fact, the characteristics of the
connections and preamplifier cannot be neglected and when
taken together with the detector source capacitance. t hey can
limit very significantly the charge collection time, indep~,t1dent

of the actual drift time of the primary ionization,

1(0

Figure 3
Current induced on a readout by uniform ionization

distributed throughout a liquid argon gap.

A schematic diagram of the electronics is shown in Figure
4. FI)r large detector rapacitance (for example, CD > 1 ­
tori FJ it is desirable to use transformers to match the amplifier
input rapacitann' to that of the detector in order to maximize
the signal-to-noise. It is essential that the properties of the
connections. transformer, and preamplifier be chosen carefully
to yield the minimal rise time without excessive ringing. A
careful analysis 15 indicates that the minimum risetime that may
be reasonably obtained is

where Td is the total propagation time in the cable, CD is the
df>tector capacitance for that channel, and Ccable is the cable ca­
lJacitance. Choosing Ccable ~ a.scD as a compromise betwee.n
fast risetime and low noise yields t r ~ 40 nsec xl, where 1 IS

t he length of the cable in meters between the readout pad and
the preamplifier. Thus it is desirable to place the prea.mplifiers
as close to the detector as possible, perhaps even placmg them
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Figure 5
Measured response of the NA34 liquid argon calorimeter
system. (a) Output of preamplifier for 6 function charge

input. (b) Output of preamplifier for liquid argon signal. (c)
Output of fast shaping amplifier for liquid argon signal.

length to a field free region, a distance of 5 - 6 m. For the
electromagnetic calorimeter, the distance could be as short as
1 - 2 m if the preamplifiers were mounted directly on the out­
side of the cryostat. The electromagnetic calorimeter would in
addition have slower readouts with the full 0.03 x 0.03 trans­
verse segmentation and three longitudinal samples. The cables

There may also exist other reasons why relatively long dis­
tances between the detector and prf'amplifiers may be required.
For example, if the preamplifiers are to be located inside the
calorimeter it is essential that they be adequately protected
against high voltage breakdown, In the absence of an adequate
{>rotf'ction system, one may choose to locate the preamplifiers
outside the cryostat for reasons of reliability. For the electro­
magnetic calorimeter towers, with a source capacitance of order
1.5 nF, one can dispense with transformer coupling without a
large increase in the noise, and the preamplfiers could be lo­
cated just outside the cryostat. In this event, a cable length of
only 1-2 m might be obtainable. However, for our calorimeter
design this would require bringing 175,000 signals through cold
feedthroughs; this solution results in a very large heat loss and
perhaps also in a reduced reliability of the cryogenic system.

The rather slow response produced by the inherent drift
time in the liquid argon or by the slow risetime due to ca­
bles and preamplifier may be compensated to some extent by
fast pulse shaping (with a corresponding decrease in the signal­
to-noise). This is illustrated in Figures 5a-5c which show the
performance measured for the NA34 system. 16 Figure 5a shows
the response of thl' preamplifier to a 6 function charge injection,
(with the o.;ourcf' (dpaCitance attached), Figure 5b shows the re­
:,;ponse of thr preamplifier to liquid argon signals and Figure 5c
"hows the re:sponse after bipolar shaping. The peak of the sig­
nal, which is proportional to the energy deposition, is attained
aftt'r 100nsec. The time of the signal may also be determined
rather accurately from the zero crossing point.

As a compromise between the requirements of fast response,
particularly in the trigger, and the difficulty and/or expense of
bringing in excess of 200,000 signals through the cryostat, it was
proposed that both the hadronic and electromagnetic calorime­
ters have fast trigger signals corresponding to a segmentation
of 0.06 x 0.06 with 1 longitudinal sum. The fast response would

he attained by bringing the signals directly through the cold
feedthroughs and minimizing the cable length as much as pos­
sible. For the hadronic calorimeter this is the shortest path

Figure 4
Schematic diagram of the front end electronics for the

calorimeter. The output of the shaping amplifier is sampled
and stored at 30 or 60 MHz in a CCD or analog memory unit

(AMU).

inside the liquid argon as is being done for the NA34 experi­
ment. This option is not available, however, if the calorimeter
is placed in a strong magnetic field and it is desired to use
transformer matching. In this event, it may be necessary to
locate the preamplifiers outside the magnetic field, which may
require a cable length of 5 - 6 m.
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transporting these signals to the preamplifiers would exit the
calorimeter through gas ports at the top, thereby resulting in
cable lengths of approximately 12 m. The trigger signals would
almost certainly be subjected to bipolar shaping to enable accu­
rate time measurements. In the analysis below of (1) electronic
noise, (2) equivalent noise due to pileup of events, and (3) time
resolution, we have assumed utilization of bipolar shaping such
as that illustrated in Figure 5 for all three types of readout.

Equivalent Noise Charge An approximate expression for
the equivalent noise charge (ENe) arising from noise in the
preamplifier is

".·here we have assumed a reasonably low noise FET. optimal
1.ransformer matching (n"pt (CSCA ) '), and unipolar shap­
ing. The total source capacitance is denoted by Cs and the
amplifier input capacitance by CA' The time delay between
particle incidence and the peaking of the signal, which we will
refer to as the measurement time, is denoted by tm ; ta denotes
the characteristic time constant of the FET and is typically of
order 0.5 - 1 nsec. In the event that transformer matching is
not utilized, or the matching is deliberately mismatched (for
example to improve the damping), the noise increases accord­
ing to

ojoopt = 0.5(nopt/ n + n/nopt).

For bipolar shaping, the noise increases by V2; in addition,
in the calculations below we will also increase the estimated
noise by 1.2 to allow for the additional effects in a real system.
The resulting expression then agrees reasonably well with mea­
surements (for example for the Helios calorimeter of NA34).

Equivalent Noise Energy To equate the noise in electrons
to an equivalent noise energy, one must determine the mean
numher of ionization electrons collected per Gev of energy. We
shall use t he expression

#electrons/ Gell = 109S j24.6ell x. 0.5

\\ hi'n' "'. ,.... the sampling fraction

S (dEhA/((dEhA + (dE)u + (dE)GlO))

dE/dxLA = 2.2MeV jem

dE/dxu = 22MeV jcm

dE / dXGlo = 3MeV j em

and it requires on average 24.6 eV energy loss to produce an
electron ion pair in the liquid argon. The factor 0.5 arises from
the empirical observation that the charge produced per GeV
is approximately one-half as large for electrons and hadrons as
for muons.

The above represents the charge produced per GeV in the
liquid argon. To obtain the effective charge detected per GeV,
one must in addition multiply by 0.5 to allow for the fact that
the induced charge on the pad is 1/2 that produced. and by the
halh,<;tic deficit a. The coefficient a is near 1 if the drift time
of the ('Iectrons, and the rise time of the preamplifier an' both
<;mall compared with the shaping time ronstant T ~either of
thi'St' ('onditions is true in general for our application, and a
.\ III T, I"( all\" take on values between o.:~ <1nd o.t)

('"Iorimpter Sampling For tht· purpOSE"' of estimating the
dhf)V~' tjll<1flt II ips, we assume that tht' longit udinal sampling of
'hI' dt'etrolIlagnetic calorimeter is constructed of 40 cells. where

ea( it (ell consists of a 2 mm uranium plate, 2mm LA gap, 1.6
mrn \~ LO printed circuit board, and an additional 2 mm LA
gap. The transverse size of the pads is taken to be 5cm x 5cm.
The hadronic cell is assumed to be identical except that the
Cranium plate is 6 mm thick and the transverse size of the
pads 20cm x 20cm.

The fast trigger signals for the electromagnetic towers are
obtained by summing 2 x 2 arrays of pads transversely and by
summing the ouputs from alternate cells longitudinally; the in­
tervening cells then provide the slower, more finely segmented
readout signals. An alternate possibility, which clearly has
some advantages in terms of minimizing sampling fluctuations,
is to use the signal from one LA layer in each cell for the fast
readout, and the signal from the other LA layer for the slow
signal. However, in that case it would probably be necessary
to isolate the pads on the two sides of the G10 board with a
ground plane; this would greatly increase the capacitance, and
it was therefore decided to sum alterate cells.

Detector Capacitance To accurately determine the total
source capacitance one must include the capacitance from the
cables and from the strip lines on the G 10 boards. Each of these
can be quite large and in fact dominate in some instances.

The additional capacitance due to the readout strips de­
pends in Ia.rge measure on whether it is necessary to shield the
readout strips and the pads with ground plane in order to min­
mize the crosstalk. The crosstalk depends on the length of the
readout traces which in turn depends on the size of the read­
out board. We shall assume for the electromagnetic calorimeter
GlO boards which are 40cm x 40cm and which therefore con­
tain 64 pads per board. Since the printed circuit board or
cable which sums the layers longitudinally necessitates a crack
of several millimeters, with a corresponding nonuniformity of
response, use of smaller boards is detrimental to the overall
uniformity of the calorimeter. Larger boards may be feasible
but increase further the stripline capacitance and may also in­
crease the cost. If the signals are transported to one side of the
board for summing, then the number of traces beneath each
pad will vary between zero and seven depending on whether
the pad is far or near to the summing edge. Assuming a trian­
gular ground plane which is just sufficient to overlap the traces.
we est irnate that the additional capacitance between the strips
and the ground shield, and the ground shield and the pads, is of
order 40 pF per pad. The basic detector capacitance between
the pads and the absorber plates is 35 pF per pad. Thus the
total detector capacitance per finely segmented tower is CD ~

7 layers * 75 = 525 pF.
The fast EM readout sums 2 x. 2 arrays of pads and the

number of readout traces is correspondingly fewer. We esti­
mate the stripline contribution to the capacitance as 40 pF
and the basic capacitance for each layer as 140 pF. Then the
total capacitance for the fast EM towers is CD ~ 20 layers *
(140 pF+ 40 pF) = 3.6 nF.

Finally we note that for the hadronic towers, which are
20cm x 20cm, the number of strips traversing each pad is either
o or 1. In addition, crosstalk between adjacent towers of a
fraction of a per cent is likely to be negligible compared to
the inherent width of the hadron shower. Use of the additional
ground plane to shield the traces should be unnecessary and any
capacitance due to the striplines will be negligible compared to
t he basic detector capacitance of 51 nF .

Cable Capacitance The cables will be tailored to yield
1he optimal risetime and signal-to-noise for each type of tower.
{T<;ing the expression for the risetime
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a reasonable compromise between risetime and signal-to-noise
is obtained by Ccable ~ 0.5CD • For the slow EM readouts this
would Imply Ccable =:: 260 pF; however, given that these cables
dH' 12 m long this would imply a capacitance per meter of
22pF which is difficult to obtain. We assume 75pF1m which
rorresponds to Z ~ 800 (if the propagation delay is 6-7 nsec per
m). Thus the total source capacitance is Cs ~ 525 + 900pF =

l.4nF and t r ~ 325 nsec.
The fast EM towers have CD = 3.6 nF thus implying Ccable ~

1.8 nF. Since these cables are only 1.5 m long, we assume 1.2
nF 1m which correponds to Z ~ 5 - 60. Then t r ~ 65 nsec.

Finally for the hadronic calorimeter towers, the above guide­
line would suggest Ccable ~ 26 nF which corresponds to an un­
reasonably large value for 6 m of cable. We assume 1.5 nF1m
which implies C s = 51 + 9 = 60 nF and t r ~ 365 nsec.

The source capacitance for each type of readout is sum­
marized in Table 1. This information is combined with an
assumed measurement time, shaping function, and resulting
ballistic deficit to also yield the ENe and equivalent noise en­
ergy.

and distance from the vertex. For each study sinusoidal bipo­
lar shaping was assumed and the observed energy in a given
tower at a given time was the sum of the contributions from all
crossings weighted appropriately by the shaping.

Yamashita and Kondo17 assumed an electromagnetic calori­
meter with a rapidity-¢ segmentation of 0.03 i( 0.03 and two
longitudinal readouts; the hadronic segmentation was 0.06 x
0.06 with one longitudinal readout for the "precision" calorime­
ter and orie for the "tailcatcher". The energy deposited in a
given tower could arise from particles hitting any of the ad­
jacent towers as well as from particles hitting that tower di­
rectly. The sharing of energy between different sections of the
calorimeter was determined using average transverse and lon­
gitudinal shower profiles. Fluctuations in the width and length
of showers were included and the initial interaction point for
hadrons was generated according to the expected exponential
distribution. Prior to interaction, hadrons deposited energy ac­
cording to the average ionization loss expected for a minimum
ionizing particle. Figures 6 and 7 show the RMS energy in
the first section of the electromagnetic calorimeter (9 radiation
lengt hs) and in the precision section of the hadronic calorimeter
(6.2 intE'raction lengths) as a function of rapidity and shaping
timt'.

Table 1 Summary of Capacitance, Equivalent Noise Charge, NOISE AMPLITUDE SEGMENT 1
Equivalent ~oise Energy, Risetime, Event Pileup, and Time

Resolution for the Calorimeter System

Quantity Symbol EM Slow EM Fast Hadronic X: T= 400ns
101 0: T= 1000ns

Pad Capacitance Cpad 0.25 nF
,.-....

0: 10000ns2.8 nF 51 nF > T=
Stripline Capacitance C.trip 0.28 nF 0.8 nF Q)

Cable Capacitance Ccable 0.90 nF 1.8 nF 9 nF
d--Total Capacitance C.ource 1.4 nF 5.4 nF 60 nF Q)

'"d
100Risetime t r 325 nsec 65 nsec 365 nsec ;l

Measurement or ~
Peaking time t m 400 nsec 100 nsec 500 nsec 0..
Equivalent Noise Charge ENC 4800 e 25000 e 30000 e S
Equivalent l\;oise Energy ENE 15 MeV 65 MeV 120 MeV c:x:
l.:ranium Noise Energy a ur 5 MeV 7 MeV 170 MeV Q) 10- 1
Event Pileup Noise 115 MeV 120 MeV 113 MeV rn......
Time Resolution 4 nsec 2 nsec 8 nsec 0
(E = 5 GeV) Z

lJranium Noise
o 2 4

Pseudo Rapidity
6

To estimate the noise due to the natural radioactivity of the
uranium we have scaled according to a formula used by DO:

O"u(MeV) ~ (0.121 S)VAT

wbt'rE' .., is the sampling fraction, A is the pad area in square
metE'rS, and T is the effective sampling time in nanoseconds.
Thp results obtained for each tower type are presented in Table 1.

Figure 6
Equivalent RMS energy "noise" in the first section of the

electromagnetic calorimeter (9 radiation lengths) due to event
pileup as a function of rapidity and shaping time.

Equivalent Noise from Event Pileup

The effective noise due to event pileup is potentially OIlP of
the greatest uncertainties in the measurements of energ~ md
considerable effort was therefore devoted to studying thiS t-tfect.
Two groups performed similar but independent calculations: in
each case a mixture of minimum bias and jet events were gen­
erated using ISAJET and the particle energies deposited in
a h} pothetical calorimeter with an appropriate segmentation

Alverson and Huston l
!' performed a similar calculation, though

without attempting to 5hare the energy among the towers.
They assumed a segmentation of 0.06 x 0.06 and verified ex­
plici'tly that the noise scales as the square root of the shaping
time and the area.

Comparison of the two calculations for the electromagnetic
calorimeter is rendered somewhat uncertain since one does not
know exactly how to combine the rms noise for the tW0 EM
longitudinal sections. If we assume they are uncorrelated (an
underestimate), we obtain from Yamashita and Kondo's calcu-
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Figure 7
Equivalent RMS energy "noise" in the precision section of the

hadronic calorimeter (6.2 interaction lengths) due to event
pileup as a function of rapidity and shaping time.

NOISE AMPLITUDE SEGMENT 3

10 1

024
Pseudo Rapidity

6

would be generated by the trigger with careful attention paid
to the propagation delay through the system; each Levell trig­
ger. whether it corresponded to the Level 1 requirement for a
muon, electron. high Pt jet. or large missing E t would generate
a trigger at the correct time so t hat the energy in the calorime­
ter would be correctly measured for the e"ent producing the
trigger.

It is generally accepted that ill a high rate environment
unipolar shaping with two samples is not sufficient; it is nec­
essary to measure the slope of the baseline as well as its magni­
tude. This is then equivalent to "bipolar shaping". In addition,
it will be essential to measure the time of energy depositions in
at least the trigger towers. Because bipolar shaping is the natu­
ral choice for time measurement (the zero-crossing time is inde­
pendent of the amplitude) and because the zero-crossing time
may be easily and accurately measured by additonal voltage
samples. the system which shown in Figure 4 seems a natural
choice. The desirability of a front end system that is deadtime­
less (or nearly so) suggests an analog pipeline, or "analog ring
buffer". that aaomplishes all of the other objectiyes and elim­
inates the need for a delay line. Produced in large quantities,
it is probably cheaper than delay lines.

The actual technology and design that will be utilized to
implement the analog pipline is not completely clear at this
time. It can probably be accomplished with appropriate CCD's
or with a multiplexed capacitor array such as the Microstore
recently designed for use with SLD. 19

lation a ~ 100MeV for 0.03 x 0.03 and T = 1000 nsec. Alver­
son and Huston estimate 70 MeV. For the hadronic calorime­
ter. the comparison is more straightforward. For D.Tj Y D. ¢
n.Of) , 0.06 and T = 1000 nsec, the former calculation yields
::::; >'<0 MeV and the latter ~ 330 MeV. The rather large discrep­
ancy presumably arises because of the rather large difference
1Il how the energy of hadrons is deposited. We note that it
is observed by UAI and l' A2 that for a minimum bias trigger
nearly 80% of the event energy is deposited in the EM calorime­
ter. We conclude that the energy sharing is therefore important
in estimating the noise due to pileup. Table 1 gives the noise
due to event pileup for each of the three hypothesized readout
configurations.

Energy Measurement and Analog Pipeline

Following the shaping amplifier (which may produce either
unipolar or bipolar signals), the front-end electronics system
must perform at least the following functions:

1. t>nergv measurement, via sampling of the voltage at the
appropriate time

2. time measurement for at least the trigger towers

3. storage or delay of the analog information until the Level
1 trigger is completed (::::; 0.5 usec)

4. buffering of the information from events that have passed
the Levell trigger so that additional events may be recorded
in a deadtimeless way.

These goals may be accomplished in a number of ways. For
example, in one of the simplest schemes the delay could be ?ro­
vided by a conventional delay line and the energy determmed
by two sequential samplings, one before the event of inter~st

and one after the event of interest. The time of the samphng

Dynamic Range

The dynamic range of the system is set by the maximum
energy that must be measured without saturation and by the
precision that is required at low energies. The most stringent
criteria at the upper end of the scale is probably set by the
search for Z bosons with masses in the range of 4 - 6 TeV; this
implies that one must be able to measure energies of order 2
TeV in a single channel. At the low end, the inherent resolution
of 12 - 15%,,/e for the electromagnetic calorimeter implies a
resolution of 120 - 150 MeV at 1 GeV. One does not want to
compromise this resolution since it is likely to be important for
the determination of the position of electron showers. A scale
of 100 MeV per ADC count is consistent with this; at the same
time the inherent limitations due to electronic noise, uranium
noise. and event pileup will probably prevent any substantial
benefit from a finer scale. Hence, the dynamic range of the
system must be of order 14 bits.

Current systems, such as that for the CDF calorimetry.
have demonstrated the feasibility of obtaining dynamic ranges
equivalent to 16 bits in a relatively straight-forward and in­
expensive way2r, While the preamplifier incorporates the full
dynamic range, it is often simpler and less expensiv(' to divide'
the signal at some point such that two parallel, overlapping
systems of lesser dynamic range are utilized to accomplish the
overall objective. Since both CCD's and multiplexed capaci­
tor systems are currently rather far from 14 bit performance,
we assume two parallel systems, each of 9-10 bit accuracy, as
shown in Fig 4.

Triggering

rhf' calorimeter information \-\ ill he extremely important
for triggering and will be used to select events with electrons,
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Figure 8
A schematic diagram of a simple analog switch which passes

the information linearly if it exceeds a certain threshold.

high Pt jets, large total transverse energy Et. and large missing
momentum. The fast bipolar shaping discussed above is prob­
ably the optimal signal processing for an application in which
both energy and time resolution is important, as is the case
here. We now discuss briefly how this information may be used
to form initial triggers.

It has been found useful, both in offline analyses and par­
ticularly in the formation of triggers, to exclude from energy
sums those towers whose energy is below a certain minimum.
Etowmin' This will be particularly true in the present high rate
environment due to the significant amount of low energy noise,
which arises both from pileup and from electronic noise. A
schemdtic diagram of a simple analog switch, which passes the
informatlun linearly if it exceeds a certain threshold. is shown
in Figurt' 8. We anticipate that such a switch will be utilized
for each 0.06 x 0.06 trigger tower, though it is conceivable that
dir«:>ft analog sums of 2 - 4 towers might be performed first if
(oarser segmentation proves to be adequate.

In performing larger sums of towers, e.g. to obtain jet ener­
gi«:>s. total transverse energies, or total missing Et, it is impor­
tant to sum only those energies which can be associated with
a particular beam crossing. It has already been shown in Ta­
ble 1 that the time resolution should be sufficient to uniquely
identify an energy deposition with a given crossing, if the en­
ergy is in fact sufficiently large to be relevant to the trigger.
The inclusion in a sum of only those tower energies identified
with a given time or beam crossing could be implemented in a
variety of ways, using either analog or digital techniques. As
an example of the former, the output of the sample-and-hold
circuit which samples the energy at time tm could be gated
with a narrow-width pulse at the time determined by the zero­
crossing point: the output would then be a pulse of 5 - 10 nsec
width, the amplitude of which would be proportional to the en­
ergy. Direct analog sums could then be formed which included
only those energies associated with each crossing. One would
have the option of including or excluding energies for which
the zero-crossing time did not correlate with a particular inter­
action, thereby indicating sustantial contributions from more
than one event. More detailed studies are clearly required to
indicate the optimal strategy.

Alternatively, the energy sampled at time t m could be im­
mediately digitized, and the zero crossing time would determine
whether that information is included in the sum corresponding
to a particular beam crossing.

In all likelihood. a combination of both analog and digital
techniques may be utilized. Digital sums have the advantage of
minimizing settling times, particularly for sums which combine

TRACKING ELECTRONICS

3. Measurement of the charge, as a function of time, result­
ing from one or more particles (waveform sampling).

It may be desired to make these measurements either on the
signals induced on the wires (anodes) or on the cathodes.

It is important to distinguish between the requirements of
(1) in which only one charge is measured per particle, and the
rate of measurement is set by the instantaneous rate of parti­
cles (typically 3 - 6 Mhz) and the beam crossing rate (60MHz),
and (3) in which multiple measurements of charge from a sin­
gle particle are made either to obtain good timing resolution
or to separate the charge distributions from different particles
with spacing as close as 20 ns. The latter system, which we
will refer to as waveform sampling, typically requires sampling
frequencies of at least 100 MHz and preferably 200MHz.

It is very likely that all three types of systems will be em­
ployed, with the relative numbers of channels depending on the

1. Measurement of the total charge (or a fixed fraction of
the total charge) deposited by individual particles.

2. Measurement of the time of the signal from individual
particles.

It is well known that the environment created for particle
tracking by the high multiplicity and event rate at a machine
such as the sse is very severe. Potential problems include
event pileup, distortion of the gain and drift velocity due to the
equilibrium level of ions, and radiation damage. In addition,
the segmentation required in order to achieve reliable and effi­
cient pattern recognition is very large. Studies of the Tracking
Group3 at this workshop, and also in the 1984 Snowmass sum­
IIlt::f study,~l concluded that adequate tracking can be achieved
provided that one utilizes low gas gain, fast pulse shaping, and
cell sizes of 3-10 mm diameter, with a correspondingly large
number of wires (of order 105 for the central tracking alone).
While there are significant mechanical problems that must be
addressed concerning how one supports this many wires with­
out introducing an unacceptably large amount of material, to
a large extent the problems of tracking become identified with
the problem of developing an electronic system which simulta­
neously satisfies the requirements of low noise, low power. and
high speed.

A major goal of the electronics group was (1) to determine
the feasibility of an electronics system which satisfied the de­
sired goals, (2) to outline a schematic diagram of such a system,
and (3) to identify, at least to the extent possible at a workshop
of this nature, the most important research and development
required.

Tracking systems for sse detectors will in fact consist of
many different types of detectors and readout including in all
likelihood central tracking, intermediate tracking, forward track­
ing, transition radiation detectors, and a microvertex detector.
There are at least three different types of electronics systems
that may be utilized, depending on the quantity which it is
desired to measure. These include

Introduction

information from widely separated parts of the detector, whde
analog techniqes are probably simpler and more efficient for
sums over a local region.

OUTPUT

THRESHOLD

INPUT
BUFFER
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!in«ll track chamber design which is far from optimized. Mea­
.,Uf\'rnenLs of total charge will almost certainly be employed for
silicon detectors. for pad readout of some of the wire chambers
in order to determine the z coordinate, and for TRD's. The
relative importance of (2) and (3) depends on the extent to
which one attempts to use (a) small diameter cells of square,
circular. or hexagonal geometry in which only a single parti­
cle per event is measured or (b) cells which have a sufficiently
long drift time and a geometry such that multitrack detection
is warranted. It is the conclusion of the Tracking Group that
the very high particle flux and questions of radiation damage
force a large part of the chamber, if not the total chamber, to
utilize cells of type (a).

The electronics group decided to concentrate on systems of
type (2) because a large fraction of the tracking electronics will
be of this type and because it seems more likely that electronics
of this type might be incorporated directly on, or. very near to,
the chamber itself. In addition, there already exists a broad
development effort on low power, extremely compact systems of
type (1) which are necessary for the readout of silicon detectors
and cathode pads.

Sp(ldfirations and Performancl'

lf tht f'lectronics system is not to limit the pl\l'formance of
the tracking systems being proposed, it must satisfy the follow­
ing goals:

Sufficiently low noise to allow operation with gas gain of
ordf'r I 2;( 104

2. Time resolution < 1 nsec.

3. Double pulse resolution of 20-30 nsec

The first criterion must be met if the chamber lifetime is
to conservatively exceed several years. The second corresponds
to an electronics contribution to the position resolution of 50
microns for a gas with conventional drift velocity of 50 mi­
crons/nsec and 100 microns for a "fast" gas with Vd ~ 100
microns/nsec. The third condition must be satisfied if the effi­
ciency per wire is to exceed 90%. A schematic diagram of the
system for measuring drift times is shown in Figure 9.

Fortunately, the continuing evolution and refinement of pre­
amplifiers22 and amplifiers has led to systems which are capa­
ble of the performance represented by (1) - (3). Of particular
interest has been the development of rather simple. yet fast,
shaping amplfiers capable of producing pulses of FWHM ~ 6
II~P(. Figures lOa - lOcillustrates the performance of one such
system which utilizes delay-line clipping to suppress the ex­
ponential tail of the preamplifier and pole-zero cancellation to
nearly eliminate the 1/1. falloff of the current pulse from the
chamber. A four-fold integration with time constant ~ 1 nsec
is utilized as an approximation to gaussian shaping. These re­
sults were obtained with a very small chamber, but even for
relatively large chambers it should be possible to obta~n pulses
with FWHM ~ 12 - 15 nsec. It therefore seems feasible to
achieve an electronics double pulse resolution of < 30 nsec.

Given the shaping discussed above, the effective time reso­
lution such that two independent tracks ~an be resolved will be
determined primarily by the time during which the ionization
from a single particle is collected. For a cell with an aspect
ratio of 1:1 the charge collection time is of order the maximum
drift time. For cells of maximum drift distance ~ 1 mm, which
may be utilized in the central tracking at small radii (of order
30 - 50 em) and in the forward direction. the total collection
time. assuming a gas with conventional drift velocity 50 mi­
crons/ns, is less than 20 nsec. However, a very large number of
re1ls in the central region will likely have a maximum drift dis­
t anct:' of order 2 - 3 mm. For these cells a faster gas, with Vd :::::::;

100 microns / nsec would be a great advantage. CF4 has been
utilized at these drift velocities23

, but its suitability in terms
of radiation damage has not been proven. A systematic search
for faster gases which are radiation hard and suitable in other
regards is clearly very important.

Power

A fourth very important goal, not mentioned above, is that
the entire system- preamplifier, amplifier, discriminator, and
time measurement- should consume less than 100mW of power.
Obtaining the performance discussed above with such a low
power is a non-trivial challenge; typical current systems con­
sume of order 0.5 - 1 watt per channel.

TVC + Analog PI pel I ne

Figure 9
Conceptual design of the electronics for measuring drift timel:i

in a track chamber. In addition to a preamplifier, shaping
amplifier, and discriminator, the circuit schematically shows

time-to-voltage conversion followed by an analog buffer.
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Time Measurement

used for the multiplexed readout, need be brought out. While
access to the electronics would be limited, it was felt that care­
ful consideration of system design and redundancy would yield
a system that was sufficiently reliable.

--iii
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Two different systems were considered for time measure­
ment. The first, schematically illustrated in Fig. 9, uses time­
to voltage conversion and an analog pipeline. A pulse from
a wire, which exceeds the discriminator threshold, turns on a
current source, which is then turned off by the subsequent pulse
from a reference clock system. It is presumed that the reference
clock would be synchronized to the beam crossings and would
run at 0.5 or 1 times the crossing frequency, that is 30 or 60
\1 Hz. The goal would be to obtain a time resolution, at least
in the absence of slewing or "walk" effects, of 200 - 300 picosec­
onds and a full scale range of ~ 15 - 30 nsec. Numerous such
systems have been built using discrete components and there
is no fundamental reason why such performance could not be
obtained with fully integrated, or largely integrated, systems.
The required dynamic range of the analog memory or analog
pipeline would then be ~ 8-9 bits. It seems likely that either
CCD's or switched capacitor arrays could be utilized, though
research and development is clearly required.

A purely digital system (Figure 11) for the time measure­
ment was also proposed24 • The basic idea is that a narrow

(a)

Figure 10
Performance of a fast shaping amplifier with delay-line
clipping. (a) preamplifier output, (b) preamplifier tail

cancelled (which is approximately the anode current) and (c)
the signal with the current tail cancelled.

The motivation for such a low power is partially economic
since the cost of crates, cooling, power supplies, etc. is to a large
extent proportional to the total power. But the strongest mo­
tivation is provided by the desire to locate the entire front-end
elect ronics system, up through the time measurement and digi­
tal or analog pipeline. directly on, or very near to, the chamber
endplate. The alternative, which is routing 50,000 to 100.000
(abies to electronics at a remote location (even if remote is only
-, III d lsI ance). appears to be extremely difficult to accomplish
wit haut seriously degrading the hermeticity of the calorimetry.
\\'hile a <lever mechanical design may produce a technique for
;Iltegrating so many cables with the calorimetry in an innocuous
\'a~. 1he preferred solution seemed clearly to be location of the
entire system near the chamber. In this way only those signals
required for a trigger, and a small number of cables that are

(b)

Signal -----< >--..;;...,.--..--+---..---+---,.-..--+---,--!--
"J1---If---3I---If---31--+---3I--- Rea·

Write -....-'-----..

Figure 11
(a) Basic Time Memory Cell. Charge is stored in th~ gate

(apacitance of ~12 Transistor. (b) Row Memory Cells.
"umbers indicated are node numbers.
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pulse, approximately 2 nsec in width and synchronized with
the crossing time, passes through a series of gates each of prop­
agation delay 1 nsec. The output of each gate is the Write
Enable for a three gate memory cell. The signal from a given
wire. appears simultaneously at the Data Input for each mem­
ory cell; those cells at which the write pulse appears prior to a
signal will register O. while those cells at which the write pulse
appears after the signal will register 1. Some preliminary simu­
lation of the circuit and study of variations in the propagation
time due to changes in temperature and supply voltage indi­
cate that an accuracy of 1 nsec is obtainable. Assuming that
the crossing time is 16 nsec, it is suggested that the device be
configured in rows of 16 memory cells. If the maximum drift
time in the chamber is 100 nsec, 6 rows would be sufficient to

contain all information for a given event. A total of 32 rows
would provide the 500 nsec memory time required for the Level
1 trigger.

Buffering and Readout

Whether a digital or analog system is utilized for the time
measurement, the buffering and readout is presumed to occur in
the same fashion. The analog or digital pipeline is sufficiently
deep to store data for approximately 32 -64 crossings (500 ­
1000 nsec). Upon receipt of a Level 1 trigger, the data from
the event of interest is transferred to a Level 2 buffer. It is
imagined that there might be four such buffers and that it is
possible to write to the buffer in less than 16 nsec; the system
is then deadtimeless. If the analog pipeline is implemented
with switched capacitor techniques, then the Level 2 buffering
may be implemented without actually transferring any data;
one simply removes the storage elements corresponding to the
event of interest from the "active" list of elements being utilized
for the initial analog pipeline.

Should one of the events passing the Levell trigger also
pass the Llc"vl'I 2 trigger. then readout of the information would
commencl'. It is generally presumed that the combined Level
I-Level 2 trigger "ystem reduces the rate by 105 to ~ 1 kHz.
Assuming lOOk wires, and an occupancy of 10%, implies 10k
channels to be readout. We conservatively assume a readout
time per hit of 1 J..lsec, and conclude that 100 cables (and 100
ADC + Scanner systems) would be sufficient to complete the
readout in R:: 100 J..lsec.

Waveform Sampling

Waveform sampling in its idealized form is the most power­
ful electronics technique for tracking electronics in that all the
information content of the original signal is preserved Time
information is preserved for leading edge timing with walk cor­
rections or for center-of-gravity timing for diffusion limited
cases, as well as for delay line techniques. Charge informa­
tion exists for energy loss determination and for charge division
measurements. In addition, all this information exists for mul­
tiple tracks from the same or overlapped interactions. How­
ever, the large information content implies substantial power
consumption for data storage and buffering and implies a sig­
nificant data acquisition and processing burden to extract the
desired quantities. In principle, any subsequent processing of
digital waveform samples can be accomplished (in an inflexi­
ble fashion) by analog circuitry between preamplification and
'iarnpling. The choice of whether or not to employ waveform
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-;ampling will depend on the particular tracking element and on
the flexi bility needed in extracting measurements. Several tech­
niques for waveform sampling, such as Flash ADC's, CCD's,
and switched capacitor arrays (analog memories), now exist,
offering a range of sampling speeds and dynamic ranges.

TRIGGERING: LEVEL 1 AND LEVEL 2

Triggering for experiments at sse was discussed in some de­
tail at the Triggering, Data Acquisition, and Computing Work­
shop held at Fermilab in November 1985. In the following we
draw freely on some of the conclusions and ideas of that work­
shop. New contributions focused on particular aspects of Level
1 triggers.

The Level 1 trigger, because it must complete its task in
:::::: 500 nsec, will primarily be formed from relatively simple
sums and comparisons (both analog and digital) of data from a
subset of the detectors. However, there will he some exceptions
to this. such as for the forward muon system (discussed below)
\\ here momentum determination by means of a fast, analog,
least-squares-fit will be required at Levell.

Level 2, with 10 - 30 microseconds available, will make ex­
tensive use of special hardware processors (primarily digital)
to refine Levell triggers, to perform operations which cannot
be executed in Levell due to the time constraints, and to cor­
relate the data from different types of detectors with greater
generality than can be done at Levell.

Level 1 Triggers

One of the important assumptions in the trigger systems
that have been proposed is that one can obtain a rejection fac­
tor 103

.- 104 within 0.5 - 1 usee. That is, the rate of "interest­
ing" events that pass the Level 1 system should be reduced to
104 - 105 per second, since it is presumed that Level 2 triggers
will require of order 10 - 30 J.lsec. 25 The strategy of Level 1 is
to identify "candidates" for particular types of particles, such
as electrons, muons, quarks, etc., in a manner that has high
efficiency but is still moderately selective. The Level 1 triggers
that are typically regarded as crucial for selecting the events of
interest are

1. Total E t and missing Pt

2. Jets with Et > 40 GeV

3. Isolated electrons with E t > 25 GeV

4. Muons with Pt > 10 - 15 GeV

A fifth category which is more often listed among the Level 2
triggers, but which is a candidate to be included in Level 1, is
that of high Pt tracks.

Trigger Times and Pipelining As indicated by the cal­
culations on time resolution for the calorimeter, it should be
possible to uniquely associate an energy deposition in a partic­
ular trigger tower with a particular beam crossing, if the energy
deposition is sufficiently large to be important for the Level 1

trigger. Since it is necessary in any event to have a one-to-one
correspondance between a particular trigger and the raw data
corresponding to that trigger, and since it may be useful even
at Levell to combine trigger information from different detec­
tors, it is presumed that the output of any trigger system, e.g.



Figure 12
A schematic diagram of the electron trigger logic.
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A further refinement of the electron trigger which would
certainly be part of the Level 2 system, but could be imple­
mented in Levell if necessary, would be to require the electron
to be isolated. This could be accomplished by requiring the
energy in surrounding towers to be less than a certain fraction
of E em similar to the requirement of E had .

As noted above, a unique crossing time can be associated
with each elE'ctron trigger. and we assume that the results of the
electron trigger for each crossing will be stored in a pipeline !'>o
that it can be combined with the information from other Level
1 trigger circuits for that crossing and also shipped to the Level
2 processors.

Muon Triggers Considerable attention was given to the
topic of muon triggers. 4 Figure 13 shows estimated rates for
all particles, particles with Pt > 5 GeV, particles exiting the
calorimeter, and particles exiting the muon iron. For angles
greater than 15°, simply the requirement that there exists a
track segment pointing to the vertex will reduce the interaction
associated rate to the level required, and should be sufficient
to eliminate background from noise and cosmic rays. Should
additional discrimination be required, a cut on the angle of the
segment (at least in the central region) can be used to increase
the momentum cut.
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electron, muon, jet, missing E t , etc., will have a time associ­
ated with it which allows that trigger to be uniquely identified
with a particular crossing. If analog memory units or shift reg­
isters are used to pipeline the trigger information in the same
manner as for the raw data, it is then straightforward to form
combinations of triggers in a manner that is deadtimeless.

Calorimeter Triggers The calorimeter information will
be extremely important for triggering and will be used to im­
plement categories (1) - (3) above.

A brief description of some of the techniques that might
he used in forming fast sums for the calorimeter tirggers has
already been presented. Here we note that these triggers also
rf'quire that one be able to multiply the energy in each tower,
or the energy sum of several towers, by sin 8, in order to calcu­
late the transverse energy Et, and by sin 4J or cos 4J in order to
calculate the vector missing E t • Given the pipelined structure,
it should be possible to accomplish this either with multiplying
o"C's or with digital multipliers, and still be able to keep the
d~sociation of each trigger with a particular crossing.

The jet trigger will require some form of crude clustering
at Levell. Both the VAl and VA2 experiments found it im­
portant to include this capability so that prototype systems
t>xist. 26 While there has not been any detailed consideration of
how to best implement it at the SSC, a straightforward pro­
cedure, which may be adequate, is that of summing all those
trigger towers within a region of order tlrJ x tl4J ~ 1 x 1; in
order to maintain efficiency such sums would have to be over­
lapping. It is also quite likely that more sophisticated clustering
techniques will be developed that are sufficiently fast. 27 - 29

Electron Trigger The basic electron trigger consists of

tilt' requirement that there exists a cluster of energy, .Eem ,. l~

thf' electromagnetic calorimeter which exceeds a certam mlnl­
mUIl'l threshold, for example 25 GeV, and which is largely elec­
tromagnetic; the latter criterion is implemented by requiring
the hadronic energy, E had , directly behind the electromagnetic
cluster to be less than a certain fraction of E em , for example
E hl1d < O.lEem . The clustering in its simplest form may simply
be the sum of the energy in four trigger towers. In order to ob­
tain full efficiency, one must allow for energy sharing between
trigger towers; hence each four-tower sum will presumably be
offset from the adjacent sums by one trigger tower width (0.06)
in rapidity or azimuth. This is the scheme used very effectively
by the VA2 experiment. A schematic diagram, put forth at the
Fermilab workshop, of how the trigger could be accomplished
is shown in Figure 12.

THRESHOLD
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In the forward direction, the rate of muons (both prompt
and from decays) is sufficiently large that a reasonably accurate
determination of momentum will be required at Levell; specif­
ically, it will be necessary to impose a transverse momentum
cut Pt > 10-15 GeV to reduce the trigger rate to acceptable
levels. Since the displacement ofa track from the infinite mo­
mentum trajectory for Pt = 20 GeV/c is small, e.g. 2.~ mm and
21 mm at polar angles of 0.77 and 5.7 degrees respectively, it

will be necessary to use drift time information. A preliminary
design of a track processor that performs a fast analog least­
squares fit to the hit information was presented. The tower
size corresponding to each track processor would be kept small
enough to keep the rate in that trigger tower below 100 kHz in
order to minimize ambiguities caused by multiple hits. To sim­
plify the processor only hits from planes with low multiplicity
would be utilized. A simulation of 1 TeV muons propagating in
magnetically saturated iron was performed to study the effect
of muon-induced electromagnetic showers; it was found that if
five detector stations are used, each separated by 1 m steel
then at least three detector planes were clean for 97% of th~
events.

WhilE' further studies are clearly required, there was consid­
erable. optimism that it should be reasonably straightforward
to deSIgn a muon Levell trigger which would reduce the trigger
rate to less than 10 kHz.
. Tri~gers for High Pt Tracks The challenge for tracking
IS suffiCIently severe that to consider triggers on high P tracks
at Levell might seem absurd. Nonetheless there was c~nsider­
able optimism at the workshop that it should be possible to at
least search for track segments with rather fast and simple cir­
cuits. Since it is likely that for the central track chamber the
converted times will be stored on or near the chamber with
subsequent multiplexed readout, the track segment cir~uitry
would also have to located there if a large fraction of the wires
w~re to be utilized. Alternatively, signals from a subset of the
WIres, perhaps 5 - 10% could be brought out to a remote track
processor.

Lev.-} 2 TriggE'rs

The task for the Level 2 Triggers is to filter the 10,000 ­
100,000 per second rate from Level 1 down to about 1000
per second appropriate to full digitization and processing by
Level 3. This factor of 10 to 100 must be achieved in 10 ­
30 1Lsec. This level of performance is similar to that required
of several existing and planned detectors such as CDF VAl
VA2 and Tristan. Thus, experience is being accumul~ted o~
the technology needed for Level 2 triggering, and the strategies
implemented in it.

A number of approaches can be incorporated into the strat­
egy adopted for the Level 2 trigger. Those envisioned at this
time are:

1. Refinement of calorimetry clustering, and more accurate
and selective application of the various thresholds on total

Ell missing E t , and single-cluster parameters.26

2. Use of tracking information. Only the simplest track seg­
ment finders are envisioned at present for Level 1. The
additional time available at Level 2 is needed for the more
complex pattern recognition problem implicit in track
finding. 30,31

3. Correlations. As higher-level signatures such as hadron

or electromagnetic clusters, muons and stiff tracks emerge
from Levelland intermediate stages of Level 2, logi­
cal combinations can be required to emphasize certain
physics objectives. Conservation of transverse momen­
tum and isolation criteria can be applied.

4. Triggers originating from weak or malfunctioning areas
of the detector can be identified and suppressed.

5. Three-dimensional spatial relationships can be sorted out
by correlating r - <p data with r - z data.

6. Data from subsystems with slower readout, not available
for Levell, can be incorporated into the trigger. Silicon­
strip vertex detectors, which are deeply-embedded in the
center of the detector, with stringent power limitations,

may fall into this category.

As an example, the Fermilab Trigger Workshop considered
a specific physics process, viz., HC' .-t WW·~ evqij) 13 By com­
bining the Levell electron and jet signatures, or the electron
and jet signatures along with the isolation criteria for t he elec­
tron, the estimates are 200 to 600 per second. (They relied
heavily on a transition radiation detector for further improve-

ment to a rate of <10 Hz.)
An interesting strategy which may prove useful on the time

scales appropriate for Level 2 triggers is that of data-driven
architecture which is currently under developement for fixed
target experiments at Brookhaven and Fermilab.

32

DATA ACQUISITION AND LEVEL 3 TRIGGERING

Multiplexer-ADC-Buffers

When the Level 2 trigger requirements have been met by
an event, the analog data must be digitized and all data moved
out for software processing as quickly as possible. This stage of
data acquisition has been confronted by a number of large col­
liding beams detectors already in operation, and their methods
of solution, with appropriate parameters, appear reasonable for

SSc.'l(;·2i< A high degree of parallelism is essential. The detec­
tor rhannels must be divided into groups, each served by a
multiplexer (Mux), analog or digital as needed, an ADC where
needed, and a digital memory /buffer capable of storing several
events worth of data for the group. Figure 1 symbolizes these
functions as being combined in a single device, the Multiplexer­
ADC-Buffer (MAB), but, as is the case with existing detectors.
some functions can be separate and/or incorporated into the
front end systems. On the upstream end, the parameters of
this device will vary considerably, depending on which detec­
tor subsystem is being served. On the downstream end, they
should all look alike to the Event Builder which follows.

There are a number of considerations which must be taken
into account in the design of an MAB tailored to the needs of
a particular detector subsystem.

1. Sparse data scanning. Analog or digital thresholds must
be imposed to avoid reading out empty channels. The oc­
cupancy rate per channel is an important consideration in
determining the number of channels served by each mul­
tiplexer. Typically, one expects an average occupancy of
about 10%, but substantial fluctuations may occur be­
cause of physics-related correlations such as jets.

2. The ADC parameters can vary depending on the required
resolution. The required performancE' appears to be avail-
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able in existing devices. For example, one can now obtain
a 14-bit ADC which operates at 1 Mz, and 8-bit FADC's
at several hundred MHz. Other approaches which may
be employed to provide reasonable resolution over a wide
dynamic range are logarithmic ADC's, split scale devices,
or the "floating-point" ADC which uses a llrogrammed
pre-amp to switch ranges.

3. Local intelligence. A microprocessor will be used on­
board to perform local housekeeping and accounting tasks
such as packing and labelling data for a given event, moni­
toring channel performance, responding to messages from
a central data acquisition controller, and supervision of

the 1 ° controllers.

4. Buffer Memory. Memory must be multi-ported and or­
ganized so that input from the front end, packing oper­
ations, and output to the event builder can take place
simultaneously. A word-size of 32 bits, byte-addressable,
with 100 nsec or better read/write time will be needed.

5. Input/Output controllers must be capable of simultane­
ous and independent operation at appropriate speeds.

Figure 14 is a conceptual example of how such a system
might be configured. A rough calculation can yield some idea
of the number of MAB's needed. Assume one-million detector
channels with an average occupancy of 10%, a Level 2 trigger
rate of 1000 Hz, and an average ADC time of 0.5 microsecond.
On average, an MAB could digitize 2,000 pieces of data in the
1 msec time available, and, thus, serve 20,000 channels. In
practice. one needs at least a factor of two for fluctuations.
Thus, 100 to 200 MAB's would serve. This is not very different
from the number of similar devices at CDF.

Event Builder

With as many as 1000 Level 2 triggers per second and as
much as 1 MByte per event, the required data flow capability
between the detector component electronics and the processor
farm must be 1 GigaByte/sec. Clearly, a great deal of paral­
lelism is needed, and experience in the required techniques is
already being acquired in contemporary experiments. These
large bandwidths can be handled by a manageable number of
high-speed busses oerating in parallel into the "event builder"
architecture illustrated in Fig. 1, or some similar architecture.
As an example, twenty-five busses of 40 MByte capacity, sim­
ilar to current Fastbus capabilities, would provide the needed
bandwidth. Each bus would serve sequentially a number of
Mux-ADC-Buffers from some portion of the detector. Data
from a single event arriving in parallel on the busses (the ver­
tical lines in Fig. 1) would be assembled in a set of dual-port
memories along a single horizontal row in the event builder.
At the completion of any of these parallel block transfers, the
transmission of this data over a single high-speed bus to a com­
mon destination in the Level 3 processor farm can begin and
continue until all the dual-port memories in the row have been
processed.

All the basic ingredients for such a device are available
or under construction (albeit on a smaller scale) for existing
experiments.33 ,34 An example is the CDF event builder,35 im­
plemented in Fastbus, which has two parallel input busses and
a single output bus at present. Thus, it has the architecture
appropriate to one row in the event builder matrix envisioned
for SSC. Replicating it to provide more rows and columns is a
fairly modest extension of its present design. (It also incorpo­
rates some of the features described in the previous section for
memory buffers, local intelligence, and data reformatting.)

Lpvel 3 Processor Farm

MICRO
PROCESSOR

EVENT BUILDER BUS

The Level 3 software data filter considered for SSC is a
processor farm which must reduce an input trigger rate of 1000
Hz from Level 2 to a final rate of 1 Hz for data logging. It
is also possible to envision variations on the farm architecture
in which some of the processing power is upstream of or in
the event builder in order to carry our some parts of the filter
strategy for specific detector subsystems before all the data
for an event is assembled in one place. The development of
hardware for such devices is in a state of rapid change at this
writing. Systems employing online microprocessor farms are
already in use or under development, and 32-bit processors in
non-farm architectures are performing specialized online data
acquisition and filtering tasks. An example of the latter is the
use of the Motorola 68020 in the muon trigger of VAl, which
finds tracks in one dimension, combines tracks in space and
applies trigger cuts. 26

The fundamental idea of an "event-oriented" processor farm
is to have a large number of single-board, 32-bit microproces­
sors, each equipped with an appropriately sized memory, and
fu lly programmed to carry out the software filter strategy for
an event using only its on-board resources. A host computer
causes the data for an event to be downloaded into an idle pro­
cessor and signals it to start its operation. When the task is
complete, the processor signals that fact and the host computer
initiates the appropriate response. For online operation, this
would probably be to read a set of flags which summarize the

SPARSE SCAN lOGIC

MUX

DAQ
CONTROL
MESSAGES

Figure 14
A block diagram of the Multiplexer-ADC-Buffer.

----------_..._-----
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response of the particular event to various data filtering tests,
and then to decide whether or not to log the event to some
storage medium. After this, the processor is returned to idle
status, ready for another event.

Fermilab has developed a processor farm architecture called
the Advanced Computer Program (ACP) which is nOW'en­
gaged in massive processing of offline data at a very favorable
cost effectiveness ratio.36 One major advantage of this system
i:- that it is not limited to a single microprocessor. As new chips
become available, new boards can be designed which meet the
ACP specifications and take advantage of better microproces­
sors. Benchmark tests show the 68020 processors, using various
mixtures of Fortran user code and assembly language library
code, perform at 96% of a Vax-780, i.e. roughly 1 MIPS (mil­
lion instructions per second). Preliminary tests on newer chips
show improvements in speed of about a factor of five.

This architecture has been adapted for online use in CDF
with the goal of an 80-processor farm in late 1987.37 Hardware

lor 20 \,lByte/sec data transfers from Fastbus into farm mem­
ory is working, control programs for integrating the farm oper­
atioW' into the online envirnoment are under test, and software
filtering algorithms are being written.

The parameters for a farm architecture serving an sse de­
tector were discussed in the Fermilab Trigger Workshop.ll,38-42
A crude approximation suggests that the number of computer
cycles per second ought to scale at least as fast as the num­
ber of bytes per second emerging from the data acquisition
system. The sse to CDF bandwidth ratio of 1 Gigabyte/sec
to 20 Megabytes/sec suggests that an SSC detector will need
roughly 1000 processors operating at the 5 MIPS level. Expe­
rience gained in the near future should refine this estimate.

Additional Remarks

The discussion above centers on one particular architecture
as an "existence proof" that the data handling tasks for an
sse detector are manageable. Alternatives and variations can
be considered. For example. the farms might be some future
generation of emnlators similar in concept to the 168E and
3081 E in present projects. The farm architecture could be var­
ied considerably. The discussion above assumes that all the
raw data from a single event is passed to a single processor.
It is quite possible to envision a first tier of processors which
occur in groups. Each member of the group receives only that
part of the data for a specific subsystem in the detector and
processes it. If all first-tier requirements are satisfied, then raw
data and results from the several processors in this first tier
can be transmitted to a single processor (with larger capac­
ity and/or speed) in the next tier. Specialized co-processors
become attractive candidates for this architecture. This archi­
tecture also implies an Event Builder architecture which differs
in detail from that shown in Fig. 1, but the required technology
is the same.

Even though the challenges of this part of the data acquisi­
tion system appears well addre~sed hy t>xisting technology and
architectures, it is wide open for imaginative new constructions
Ilsing the available building blocks.

SUMMARY

The Electronics and Triggering group at Snowmass-86 has
produced conceptual designs for front-end electronics for calorime­
try and central tracking in a 47f, SSC detector. These were
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judged to represent the most challenging electronics problems
for such a detector. It appears that imaginative implementa­
tions of known technology can cope with the task.

However an aggressive R&D program will be required if
one is to develop circuits, on an appropriate time scale, which
fully exploit the capabilities of the state-of-the-art technology
that is available today. A wide range of circuits will be required
to encompass the variety of detectors used and the demands
of both measurement and triggering. Areas of research and
development of particular importance are:

1. Development of a complete drift chamber system-pre­
amplifier, fast shaping amplifier, comparator, time-to-­
voltage or time-to-digital conversion, and analog or digi­
tal pipeline which meets the performance goals listed and
consumes less than 100 mw. The goal is to locate the
system on or near the chamber so that the number of
cables required for readout is reduced by 10 - 100 from
the number of channels. A variation of this system which
measured charge would probably be suitable for TRD sys­
tems.

2. Further investigation of the fast pulse shaping, time res­
olution. and signal-to-noise that can be obtained with
ionization calorimeters. This would include work on cold
preamps. warm prf'amp~. large capacitance FET's. pro­
tection ..,ystems. alld pulse shaping amplifiers. Particular
attention must be paid to the performance of the system
as a whole-detector. cable. preamplifier, etc.

3. Development of analog memory units, using for example
CCD's or switched capacitor techniques, which operate at
30 60 MHz and consume tens of mw per channeL The
required dynamic range is likely to range from 7-8 bits for
track chamber systems to 10-14 bits for calorimeter sys­
tems. The low power requirements will be more stringent
for the track chamber systems than for the calorimeter.

4. Continued development of very low power, e.g. 1-5 mw
per channel, charge preamplifiers including multiple
sample-and-holds and multiplexing logic. The present
generation of devices is probably not adequate for the
high rates at sse. Are substantially faster versions, with­
out significant increase in power feasible?

The tasks of data acquisition and online processing also re­
quire a considerable work, though they appear to be logical
extrapolations of sytems already in use or under development
An early and well-supported R&D program is needed to con
front the engineering questions associated with SSC electronil
and triggering.
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