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Summary
The Level 3 stage in COF online filtering is currently under development.

This system should support 0 flexible division between online ond offline
softwore fil ters wi thi n the constroi nts of the full doto aCQui si t i on system.
Multimicroprocessor (MMP) structures like the ACP system used by COF could
be improved wi th mu1 t i -ronk orchitectures to meet SSC reQui rements.

Introduction
The COF mul t i -1 eve1 tri gger system must be copob1e of supporting DP

interacti on rates on the order of 50K Hz. Reduci n9 thi s to a rate of a few Hz
for data logging requires sophisticoted custom designed trigger hardware.
While it might be poss'ib1e to moke the complete event selection in such
hardwore, there is on enormous advantage in moking port of the trigger
deci si on wi th softwore fil ters coded in 0 hi gh 1eve1 longuoge. The softwore
decision is inherently more flexible ond ollows 0 lorger segment of the
co 11 oboroti on to port i ci pote in physi cs tri gger deve1opment.

The COF Level 3 system will use ACP 1 processors executing olgorithms
written in ANSI FORTRAN-77. For the 1967 run this form or orroy of
processors is scheduled to be fully operotionol ond provide 0 minimum
processing copocity of 20 VAX 11/780 eQuivolents. Ooto flow simulotion
studies indicote this will require obout 30 nodes -- some of the processors
are usuolly idle for input of new Level 2 triggers and output of events
occepted by Level 3. Eoch Level 3 node wll1 process doto for 0 complete
event. i.e. 0 record wi th doto from 011 components of the detector. Current
estimote for the meon event size is lOOK bytes ond eoch node will initiolly
hove 2M bytes of memory. The COF Level 3 form is designed to process
events occepted by Level 2 ot 0 meon rote of 100 Hz.
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Components of the COF FASTBUS network required to support Level 3 ore
shown in Fig 1. When an event is accepted by Levelland Level 2 triggers,
Event Builder (EVB) modules collect data from front end scanners and
reformat this __canner segmented data into detector component orientated
VBOS2 banks. The EVB writes a complete event into memory of on ACP
processor in 0 VME Node Crote. These VME crotes ore choined together on ACP
specified bronch buses. A hordwore switch connects 0 bus with processor
crotes to 0 moster on onother bronch bus. Events occepted by Level 3 ore
tronsferred to VAX host computers for doto logging and access by online
consumer processes. Both the EVB ond consumer VAX use 0 FASTBUS to
Bronch Bus (FBBC) slave module for I/O to the Level 3 form. The processor
form is monoged by 0 MicroVAX II lobeled FARM MANAGER in Fig 1. This
monoger hos Q-bus interfaces to both the ACP Branch Bus (QBBC) ond FASTBUS
(QPI). Form monogement functions include initio1izotion of processors ond
communicotion with the Buffer Monoger (BFM) to specify free nodes and
occepted events. The BFM monoges doto flow from the EVB, through Level 3 to
VAX consumers.

Prototyp-e A1gori t hm
A prototype Fast Calorimetry Filter3 has been written as a benchmark

for Level 3 applications. This algorithm processes data in VBOS detector bank
format for the 411 electromagnetic and hadron calorimetry. In normal data
acquisition, calorimetry banks received by Level 3 will only hove channels
above threshold with pedestal corrections already applied by the front end
scanners. The prototype filter executes the following steps:

1. Decode each calorirrretry bank and build a list with gain corrected
energy, transverse energy, rapiljity and azimuth angle,

2. Build a list of towers with binning of 150 in azimuth and 0.1 in
rapidity,

3. Find clusters in this list of towers and build a list with aZimuth,
rapidity and energy for each cluster,

4. Calculate jet parameters including directional vectors, transverse
energy and global shape parameters.
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With Monte Carlo data for COF central and end wall calorimetry, the
average execution time for this filter was 100 ms on a VAX 11/780.
Execution time was roughly proportional to event size. This prototype
FORTRAN algorithm was coded with minimal subroutine calls and used lookup
tables to mini{nize calculations. Consequently it is somewhat more
optimized for execution than offline analysis code which emphasize
structured programming.

Fi I ter Strategy
Level 3 algorithms and offline programs can be viewed as a sequence of

steps in the same processi ng chai n whi ch prepares data for physi cs anaIysi s.
The separation between functions performed online and offline at COF will be
flexible since Level 3 uses the same data structures and support utilities as
standard offline processes. Some of the factors which define this separation
between Level 3 and offline functions are as follows:

i) The combination of Levelland Leyel 2 followed by Level 3
software fj lters must provi de a maxi mum rate for accepted
events of a few Hz. The maximum rate for logging lOOK byte
events to 6250 bpi topes is about 5 Hz. The long term rate
should be about 1 Hz for reasonable offline storage and
processing capaci ty.

i i) The input tri gger rate whi ch can be processed by Level 3 is
1imited by both deadtime and bandwi dth consi derations. Every
trigger accepted by Level 2 must be digitized and buffered by
front end scanners. At the design specification of 1ms for
scanner readout, i:1eadtime will be about 14~ for a Level 2
accept rate of 100 Hz. The ACP branch bus and VME processor
crates have a bandwidth of 20M bytes/sec which olso limits
Level 3 event input to about 100 Hz. FASTBUS message traffic
to manage data flow also cannot handle rates significantly
higher than 100 Hz.

iii) Processing capacity available at Level 3 also limits filtering
and data reduction at this stage. However, the ACP farm can
be expanded to provide at least 400 VAX 11/780 equivalents
so installed capacity at Level 3 is a cost effectiveness issue
for COF rather than a OAQ design limit.
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iv) Perhaps the most important issue in the di vi si on between
on1ine and offl i ne processi ng steps is user confi dence in
Level 3 hordwore ond softwore. As both online OAQ and offline
processi ng systems mature, offl i ne funct ions con move to
Level 3 and improve online event selection.

The odvontoges of 0 flexible division between Level 3 ond offline
processing ore more significont thon the cost effectiveness of developing
new Level 3 code just to reduce the size of the processor farm. Use of highly
portoble offline routines will ollow Level 3 olgorithms to be prepored Quickly
and easily modified with the latest information from offline processing and
ana1ysi s. Leve1 3 must hove a different support structure si nce data
transfers are initiated by masters outside the farm rather than the algorithm
itself. The Level 3 progrom con be structured to service its olgorithms in 0

manner whi ch makes thi s di fference transparent.

Level 3 con include a variable number of outonomous olgorithms which
onolyze different components of the detector ond colculote event ottributes
required for the selection process. For exomple, colorimetry onolysis could
provi de 0 1i st of .i ets ond 0 muon 01 gori thm coul d improve di rect ion
meosurements using central trocking ond/or vertex detector doto. Level 3
event selection con then be orgoni zed os a seri es of fil ters with eoch fi Her
defined as a set of cuts on event attributes. This strategy ollows each fiHer
to apply independent cuts.. e.g. cuts on jet parameters moy be different for
events with ond without 0 centrol muon. Eoch fi1ter con also flog events for
offl i ne express processi ng. Event attri butes used in thi s selection process
con be logged with eoch event in YBOS bonks creoted by Level 3.

ImQlications for sse
Models for sse dato oCQuisition typic:olly hove about 750K chonnels and

a Level 3 system capoble of supporting on input trigger rote of 1000 Hz. 'with
such fflctors 10 times CDF velues, the finel rete for logging accepted events
is still constrained to a few Hz. Highly portable software providing a flexible
division between online end offline processing should be equally advantageous
for sse experiments. In oddition sse may also need a flexible partition
between online ond offline computer hardwore.

Under the current strategy every Level 3 node at eOF executes the some
algorithms. The more complex events and higher trigger rates at sse could be
processed more efficiently in 0 multi-ronk orchitecture. For exomple, Level 3
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at sse coul d be organi zed as f011 OWS:

Ronk 1: Input rote =1000 Hz
Accept rote = 100 Hz
Execution time = 1sec/event - VAX 11/780 time
Colorimetry onolysis with energy cuts using full detector
segmentotion.

Ronk 2: Accept rote = 10Hz
Execut ion time = 10 sec/event
More globol detector filters with improved jet ond lepton
tri ggers usi ng some trocki ng dota.

Rank 3: Accept rote =2 Hz
Execution time = 100 sec/event
Full reconstruction of cones oround jets and 1eptons.

Eoch ronk in this hypothetical exornple would require 1000 VAX eQuivolents
but there would probably be significantly less memory ot Ronk 1. Processing
ot Ronk 3 coul d reduce the standard 1Mbyte event si ze by di scordi ng trocki ng
doto not ossoci oted with occepted interoctl ons.
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